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Preliminary
Directional statistics

The statistics for dealing with data that has periodicity.
Typical examples of the data are the direction of wind and time in a day.

Fig. The direction of wind at pm 6:00 Fig. The time (by o’clock) of thunder heard
at Texas (2003/5/20-2003/07/31) at Kew Gardens (1910-1935)
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Fig. Direction of wind at pm 6:00
at Texas (2003/5/20-2003/07/31)
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Fig. Direction of wind at pm 6:00
at Texas (2003/5/20-2003/07/31)

(a) 0 = North (b) O = East-North-East
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Fig. Direction of wind at pm 6:00
at Texas (2003/5/20-2003/07/31)
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Fig. Direction of wind at pm 6:00
at Texas (2003/5/20-2003/07/31)
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Graphical representations for circular data

Fig. Direction of wind at pm 6:00 Fig. Time (by o’clock) of thunder heard
at Texas (2003/5/20-2003/07/31) in a day at Kew Gardens (1910-1935)




Graphical representations for circular data

Fig. Direction of wind at pm 6:00 Fig. Time (by o’clock) of thunder heard
at Texas (2003/5/20-2003/07/31) in a day at Kew Gardens (1910-1935)

Representative values for circular data
= 1 = 1 : 9%
For data 84,0,, ...,0,,, putC = ;Zj cos0;,S = ;Zj sin 6;

Mean direction: atan2(C, S)
Mean resultant length: v/ C2 + S2




Graphical representations for circular data

Fig. Direction of wind at pm 6:00 Fig. Time (by o’clock) of thunder heard
at Texas (2003/5/20-2003/07/31) in a day at Kew Gardens (1910-1935)

Representative values for circular data
= 1 = 1 : 9%
For data 84,0,, ...,0,,, putC = 521- cos0;,S = ;Zj sin 6;

— 1 i0
—_— — . ]
OI"E E:]e

Mean direction: atan2(C,S) or arg(E)
Mean resultant length: /C2 + §2 or |E]




Circular distribution
The probabilistic model for circular data, which satisfies:
circular pdf f(0)

f(6)=0
: Jnf(e)de =1

* f(8) = f(0 + 2km), k eZ




Circular distribution
The probabilistic model for circular data, which satisfies:
circular pdf f(0)

T
@) @, = [7, e (6)dp
* Mean direction: arg{®,}

: J_nf(e)de =1

* f(8) = f(0 + 2km), k eZ

* Mean resultant length: | ®4|




Example

Cardioid distribution

£(6) = 1 —2pcos(6 — ) * Mean direction: u
21T * Mean resultant length: p
028
/"’Y—\ u =0,
i _“;E p = 0.15 (blue);
____ff'f - \-___
0.10
0.05
g g e B e
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Example

Von Mises distribution

f(0) = 1 gk cos(6—p) * Mean direction: U
21 Io (k) e Mean resultant length: (1)
Iy ()
':'.E.:
-:-.5; U= 0’
: Kk = 0.6 (blue);
G4

14



Example

Wrapped Cauchy distribution

* Mean direction: U

1 — p?
f(6) = >

2rt{l1 + p% — 2p cos(8 — u)} .

30

J.-:'-E

1.5;

1.55

e
'—'_P_'______d____-____ e
5 o) -1 1 -

Mean resultant length: p

u=0,
p = 0.3 (blue);
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Examples of skewed distributions

fo(): Symmetric circular density about O

Sine-skewed circular distribution
f@)={1+Asin (0 —w)}fo(6 — 1)

by Abe and Pewsey (2011)
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Examples of skewed distributions

fo(): Symmetric circular density about O

G (+): Distribution function of the symmetric distribution about 0

Sine-skewed circular distribution
f@)={1+Asin (0 —w)}fo(6 — 1)

by Abe and Pewsey (2011)

0.3
w=0, sl
A = 0 (blue); AN

AN
s g.20f \
/’}f .15 E \\\

— ,f"f 0.10 o e N

0.0

More skewed circular distribution

f(8) = G(Asin(6 — u))fo(6 — 1)

by Abe, Imoto Miyata and Shiohama (2022)

04l

p=0,
A = 0 (blue);

: _ﬂ__ﬂ__fff/ 0.1 E \_\h




Cylindrical distribution

Cylindrical data consists of a combination of linear and circular observations,
such as the directions of wind at two points.

Fig. The speed and direction of wind at pm 6:00 at Texas (2003/5/20-2003/07/31)
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Cylindrical distribution

The method for constructing cylindrical distribution by Johnson and Wehrly (1977);
f,(*) : linear density, Fx(-): corresponding distributon function
fo () : circular density, Fg(+): corresponding distributon function

f(x,0) = 2 g(2n{Fx(x) + pFe(0)}) fx(x) fo(0),
where p € {—1,1},and g(:) is circular density.

= The marginal densities are fy(x) and fg(6) .



Cylindrical distribution

The method for constructing cylindrical distribution by Johnson and Wehrly (1977);
f,(*) : linear density, Fx(-): corresponding distributon function
fo () : circular density, Fg(+): corresponding distributon function

f(x,0) = 2 g(2n{Fx(x) + pFe(0)}) fx(x) fo(0),
where p € {—1,1},and g(:) is circular density.

= The marginal densities are fy(x) and fg(6) .

This construction needs the calculation of the distribution functions.

— Propose the simple construction that need not complicated calculations.



Proposition
New distribution family

G(:): distribution function of the symmetric distribution, i.e., G(x) = 1 — G(—x)

Examples

¢« G(x) = 1%, x € [—1,1] :Uniformdfon[—1,1]
1 -

¢« G(x) = ——— X E R : Logistic df

¢« G(x) = %{1 + %Arctan(x)}, x € R :Cauchy df
e G(x) = %{1 + %Arctan(e’ctanx)}, x € [-m,m) :Wrapped Cauchy df



Proposition
New distribution family

G(:): distribution function of the symmetric distribution, i.e., G(x) = 1 — G(—x)

Examples

¢« G(x) = 1%, x € [—1,1] :Uniformdfon[—1,1]
1 -

¢« G(x) = ——— X E R : Logistic df

¢« G(x) = %{1 + %Arctan(x)}, x € R :Cauchy df
e G(x) = %{1 + %Arctan(e’ctanx)}, x € [-m,m) :Wrapped Cauchy df

w(,): w(x,0) =—-w(—x,0) = —w(x,0) =w(—x,—0),
w(x,0) =w(x,0 + 2m) fork € Z, and w(x, 8) € supp{G}
Examples

e w(x,0) =xsin0

2x .
sin 6

* w(x,0) = sin(2Arctan x) sin § = ——



fx(:): symmetric linear density whose mean is 0 and variance is 1

fo(:) : symmetric circular density whose mean direction is O

Proposed distribution family
X — U —u
f(x,9)=26(/1w( i X,e—u@)) fi (=) fo 6 — o)

Hereafter, (X, ©) is assumed to be the rv of the above distribution.

A and t: correlation parameters between X and 0
Uy : location parameter of X
o : scale parameter of X

Ue : location parameter of ©



Property
f(x,0) = ZG(AW(X — o —u@)> fi (=) fo 6 - o)

Marginal distribution

The marginal densities of X and 0O are

1 —
~fi (=) and fo(® — o)

respectively.

The copula for the proposed distribution (when uy = ug = 0,0 = 1) is

-1
c(x,0) =G (A w <FX T(x) , F51(9)>) .




Property
f(x,0) = ZG(AW(X — o —u@)> fi (=) fo 6 - o)

Conditional distribution

The conditional density of X given ® = 0 is
X — X —
ZG(AW( T“X,e—u@» fX( “X) and

The conditional density of ® given X = x is

2G (AW(x —X g —Me)))f@(é’ — le)

T

corresponds to the distribution family
by Abe, Imoto, Miyata and Shiohama (2022)



Property
f(x,0) = ZG(AW(X — o —u@)> fi (=) fo 6 - o)

Random number generation

* Generate three random numbersbyz ~ G,y ~ fx, Y ~ fo.

e Put

(x.0) { ) if z<Aw(,)
’ (=»¥) ifz=2w(y,¢)
Then, (x, 8) is the random number of the proposed distribution
with uy = ug = 0,0 = 1.



Property
f(x,0) = ZG(AW(X — o —u@)> fi (=) fo 6 - o)

ML estimation

Since the log-likelihood function is

X — X —
log G (/1 w( T'uX ,0 — ,u@)> +log fx ( G'uX) — logo + log fo (0 — ug) — log 2,

the parametersin fyx(-) and fg(:), except uy and g, can be estimated independently.



Property
f(x,0) = ZG(AW(X — o —u@)> fi (=) fo 6 - o)

Fisher Information

dlog f
Put ipp = _E[aaaﬁ

AboutA — /L/‘U{ Lt 0 0 0 \
Aboutt —» Uit lrr LT,LLX 0 0
About puy — 0

. Then Fisher information matrix contains many O, or

lr HXx lﬂxﬂx :

Aboutog — O O [

HxO

Ux O loo 0
About pug —
©=\o 0 0 0 Lo e /



Special case

(“54) sin(® — o) | 1
sy |

x_
flx,0) = |1+22 Hx

)fo(® — ko)




Special case

(_x _TMX) sin(6 — M@)- 1 (x—px
1+(x—ux)2 _an( o

T

f(x,0) =114 21

)fo(® — ko)

— i \P :
X ”X) ] and a, +if,: = E[e!a(®~#o)]. (When © is symmetric, pq =0)

o

Put y,: = E[(

Then the joint moment is

(X — .Ux>p Liao-uo)| { Yp(ag +ifg) p: even
o A, (1, 0 (Bg+1 — Bg-1) — i(age1 —iag-1)} p:odd’

+1
where A,,(7,0) = [ ox T fx(x)dx.

1+(ox/1)>?

E




Special case

(_x _TMX) sin(6 — M@)- 1 (x—px
1+(x—ux)2 _an( o

T

f(x,0) =114 21

)fo(® — ko)

— i \P :
X ”X) ] and a, +if,: = E[e!a(®~#o)]. (When © is symmetric, pq =0)

o

Put y,: = E[(

Then the joint moment is

(X — .Ux>p Liao-uo)| { Yp(ag +ifg) p: even
o A, (1, 0 (Bg+1 — Bg-1) — i(age1 —iag-1)} p:odd’

+1
where A,,(7,0) = [ ox T fx(x)dx.

1+(ox/1)>?

E

The cylindrical correlation by Mardia (1976) and Johnson and Wehrly (1977) is
, _ CorrlX, cos®]? + Corr[X, sin®]? — 2Corr[cos®, sin®]Corr[X, cos ®]Corr[X, sin O]
X6 1 — Corr[cos0, sin®]?

= 22%2A%(1,0)(1 — ay)




Special case

(“54) sin(® — o) | 1
1_|_(x—ux)2 -gfx( o

T

f(x,0) =11+2A

x? cos 6@
1 X
When fx(x) = —e" 2, fo(0) = ©

and uy = ug = 0,0 =1,

27 Iy (1)’

& Plot with different A




Special case

(=) sin(0 - wo)|1  x— Ux
X — Ux\? gfx( o
1+ (F=H) |

T

f(x,0) =11+2A

) fo(® - ko)

x? cos 6@
1 X
When fx(x) = —e" 2, fo(0) = ©

and uy = ug = 0,0 =1,

27 Iy (1)’

& Plot with different T




Special case

(“54) sin(® — o) | 1
sy |

X — Ux

f(x,0) =114 21 -

)fo(® — ko)

o

RN :
Put y,: = E [(X ”X) ] and a, +if,: = E[e“I(@‘”@)]. (When 0 is symmetric, B, = 0)
The conditional distribution of ® belongs to the sine-skewed circular distribution by Abe and Pewsey (2011)

X — . |
T“X) sin(6 — pe)

e (B

f(O1x)= 1+2/1(

fo (0 — ue),

and the conditional moment is given by
E[eiCI(@—M@) | X = x]

= ag + A(Bg+1 — Bg-1)sin <2Arctan (x GMX)> + i{ﬁq — Alag41 — ag-1)sin <2Arctan (x ;Mx))} :




Special case

(“54) sin(® — o) | 1
1+(x—ux)2 _Efx(

X — Ux
o

f(x,0) = |1+22 ) fo(® = ko)

T

o X—U p . o q(@— . . .
Put y,: = E [( X) ] and a, +if,: = E[e“I( ”@)]. (When 0 is symmetric, B, = 0)

o

The conditional distribution of X is

(x —Tﬂx)xslil(ﬂe —le@)— %fx (x _UHX)»
1+ ()

F(O1x)=]|1+22

and the conditional moment is given by

E[(X—Hx)p | 0= 9] =¥p + Asin(0 — ug)A,(7,0).

o



lllustrative application

Wind data

The speed and direction of wind per hour at Texas (2003/5/20-2003/07/31).
The sample size is 1752.

United States i INDIANA |
COLORADO sast e W E S T
: *EN24S MISSOURI  { i Vs " VIRGINIA? o -
"""" IO
OKLAHOMA TENNESSEE NC
g F & AChR
ARKANSAS & & © S T o oo
! } i -
- B : \Atlanta O = o
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Fitting model

For the dataset (xj, 9]-), j =1,2,...,n, fit the mixture model of the proposed model, i.e,,

G
h(x,0 | E) = z by f(x,0 1 Ag, T4, txg) 04, Hog Kg),
g=1

where

(“45) sin(6 — 10)
L+ ()

: Proposed (Normal X von Mises) model

fo,01A,1,ux,0,ue, k) =|1+22 X N(uy, 0%) X vM(ug, k)

The estimation is by the EM algorithm, and the initial values are determined by
the k-means method for the transformed data (x;, cos 6;,sin 6;), j = 1,2,...,n.



Result

Wind Direction
3
|

log(Wind Speed)

A=-0.31,7 =0.39
Uy = 1.44,0
Ue = 1.05,K

1l
= O
Ul B
= o



Result

Wind Direction
3
|

Wind Direction
3
|

log(Wind Speed) log(Wind Speed)

A=-097,7=0.20 A=043,7t =0.37
uy = 1.78,0 = 0.47 uy = 0.70,0 = 0.51
e = —2.93,k = 11.10 Ue = —2.34,k = 3.04



Result

Wind Direction
3

log(Wind Speed)

A =-0.83,7=0.16
Uy = —0.14,0 = 1.01
U = 2.27,k = 0.46
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Pass sonar data

The position and direction of the ball-passing in a soccer game

Example: Japan - Senegal

0 10 20 30 40 50 &0 TO

———» 0degree i

4 PositionX 2
0.05 || -0.01 [°
> : ! PositionY
5 S e
= : -0.34
%) -
O (3]
[ =
§‘
S PassAngle

CHmE .

3 -2 A a 1 2 3

20 40 60 &0 100 3 2 A o 1 2 3

PositionX

This can be constructed from the dataset on Pappalardo, et al (2019a) and Pappalardo, et al (2019b).
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Fitting model
For the dataset (xj, Vi Bj), j =1,2,...,n, fit the mixture model of the proposed model, i.e.,
G

h(x)yyg | E) — Z ¢g f(x;Y;H I //{g; Tg;ngMXgl O-Xg) ,uYgJ O-Yg;,u@g; Kg)l
g=1
where

f(x,y,H [A,T,,D,,LLX, Ox, Uy, O-Y’M@:K) i
(w) sin(6 — 1)

Hx 0% poxOy
=11+ 24 L X N, ,( ) X vM (g, K)
1 (5 ()t 7

: Proposed (Bivariate normal X von Mises) model



Result

Japan — Senegal
in FIFA World cup 2018

(The sample size is 425)

Ellipse:
90% region of the
pass position

Direction of arrow:
mean direction of
the pass in the position

Length of arrow:
mean resultant length
of the pass in the position

Thickness of color:
proportional to the mixing
parameter

43



Result

Belgium — Tunisia
in FIFA World cup 2018
(The sample size is 425)

i v

N

Ellipse:
90% region of the
pass position

Direction of arrow:
mean direction of
the pass in the position

Length of arrow:
mean resultant length
of the pass in the position

Thickness of color:
proportional to the mixing
parameter
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Concluding remarks

Proposed methods have merits and demerits;

CThe marginals can be specified without complicated functions, and
the conditionals belong to a known distribution family.

OFor special case, the moment and correlation are expressed in closed-forms.
Oinference based on likelihood is easy and computational cost is not large.

BFor the proposed construction, the linear part must be symmetric.



Concluding remarks

Proposed methods have merits and demerits;

CThe marginals can be specified without complicated functions, and
the conditionals belong to a known distribution family.

OFor special case, the moment and correlation are expressed in closed-forms.
Oinference based on likelihood is easy and computational cost is not large.

BFor the proposed construction, the linear part must be symmetric.

However, for the transformed distribution
2Fy (x)
f,0) =2G| Aw 0 —e | | fr(W)fe(0 — Ue)

the marginals are fy,(y) and fg (0 — ug).




Concluding remarks

f(x,0) =26 </1W (;9 - M@)) fx(x)fe (6 — pe)
@ fx(x) = % uniform distribution on [—1,1]
f(x'e) =G (AW (;»9 o M@))f@(e o :u("))

@ Y = F;,1(X) for arbitrary distribution function Fy (+)

2Fy (x)
T

fQy,0) =2G <AW< 0 — Ma))fy(y)f@w )
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