ASYMPTOTIC APPROXIMATION OF A MODIFIED COMPRESSIBLE NAVIER-STOKES
SYSTEM

RYAN GOH, C. EUGENE WAYNE, AND ROLAND WELTER

ABsTrRACT. We study the effects of localization on the long time asymptotics of a modified compressible Navier-Stokes system
(mcNS) inspired by the previous work of Hoff and Zumbrun [4|. We introduce a new decomposition of the momentum field
into its irrotational and incompressible parts, and a new method for approximating solutions of jointly hyperbolic-parabolic
equations in terms of Hermite functions in which n*" order approximations can be computed for solutions with n*" order
moments. We then obtain existence of solutions to the mcNS system in weighted spaces and, based on the decay rates
obtained for the various pieces of the solutions, determine the optimal choice of asymptotic approximation with respect to
the various localization assumptions, which in certain cases can be evaluated explicitly in terms of Hermite functions.

1. INTRODUCTION

The compressible Navier-Stokes equations are given by

(1) atm+[v-<ﬁ“i"ﬁ)r+vp:¢ <T>+nv <v.<’j)>

These equations model the flow of a fluid with density p, momentum m and pressure P. We assume that the
fluid is barotropic, hence P = P(p) is a function only of the density. In the present paper, we are motivated
by the question of stability of the constant density, constant momentum solution (p*,m*)” to the compressible
Navier-Stokes system in three dimensions, which without loss of generality we can take (p*,m*)” = (1,0)7.

Kawashima appears to have been the first to partially answer this question in the whole space R? in dimension
d > 1. In |7], he proves existence of global solutions for a general class of hyperbolic-parabolic systems which
include and proves these solutions decay in LP at a given rate for p > 2.

Building on this work, Hoff and Zumbrun (4], |5]) studied the asymptotic behavior of small perturbations
from the constant state for the compressible Navier Stokes equations. Given s > [%] + 1, they prove global
existence of solutions u(t) = (p(t), m(t))” for initial data ug € L' N H* such that E = max(||uo|| gs+¢, ||uol| 1) is
sufficiently small, and find that the solutions decay as

lu(-, )]0 < CEL 2075

for p > 2. They go further by obtaining decay rates in L? for 1 < p < 2, showing that the momentum field can be
decomposed into an irrotational and incompressible piece, and that the solutions are asymptotically irrotational
as measured in LP for 1 < p < 2 and asymptotically incompressible for p > 2. Furthermore, they show that
these solutions are asymptotically well-approximated by the linearization of , in the sense that

2) lu(t) — G(t) % uo||r» < CEt207%)"2

for 2 < p < 0o, where G(t) is the Green’s matrix for the linearization of . This linear evolution, while simpler
than the full nonlinear evolution, is nevertheless complicated, and must be studied in Fourier space. Following
Kawashima |7], they show there exists a unique linear, artificial-viscosity system associated with given by

1
(3)
1
O+ ¢*Vp = el + - (1 — €) V (V - 171)
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which can be used to approximate the linear evolution, in the sense that
~ _é(l_l)_l
(4) |G(t) xug — G(t) * ugl|pr < Ct 2V 272

where G is the Green’s matrix of 1} The matrix G(t) is shown to possess nice analytical properties, and is
specified in terms of diffusing Gaussians convected by the fundamental solution of the linearized Euler equations.
Furthermore if one additionally assumes some spatial localization in the form of spatial moments, i.e. (14|x|)ug €
L', then the artificial-viscosity evolution can be approximated by a simple matrix multiplication:

(0) wio — G ~$6-3-4
(5) 1G(t) * 1o — G Up| e < Ct

where Uy = [uody is the total mass vector. Taken together, these results show that the dominant asymptotic
behavior of the compressible Navier-Stokes equations is given by the explicit functions G (t)Uy, which they refer
to as "diffusion waves".

Recently, Kagei and Okita [6] showed that if one assumed some additional localization of the initial data, one
could extend the results of Hoff and Zumbrun by computing a second order approximation to the solutions of
in dimension d > 3. Among their findings, they prove that with the additional assumption that (1+ |z|)ug € L
one has

- > 0 —40-1)-3
Hu(t)_G(t)*UO_ZaxiGl(t,') . Fi dydsHLp <Clog(1+t)(1+1t) 2" »
i=1

for p > 2, where G(t) is the Green’s matrix for the linearization of , G1(t) is a low frequency cutoff of G(t),
and the F? are quantities which can be computed with knowledge of the solution p(t), m(t), as well as knowledge
of the pressure P and its derivatives. Furthermore, with the additional assumption that (1 + |z|*)ug € L! their
results also show that the solutions can be explicitly approximated by Gaussian functions

) Hu(t)_Gl(t)/uod“zd:arﬁl(f")[/yin(y)dy—/ooo . Fodyds] || < Clog(1+0)(1+1)7 20707
=1

if one includes the additional correction factor given by the F? terms.

On the other hand, Gallay and Wayne (|2|, [3]) study the localization properties and asymptotic behavior of
solutions of the incompressible equations in two and three dimensions. Previously, Brandolese |1| had shown
that there exist solutions of the Navier-Stokes equation which have finite moments at ¢ = 0, but which fail to
have finite moments on any time interval [0, 7] for any 7' > 0. Gallay and Wayne show that this instantaneous
loss of localization does not occur if one works with the vorticity equation, obtained by computing the curl of
the incompressible Navier-Stokes equations. Specifically, they show that if an initial vorticity &y is such that for
some n > 0 one has (1 + |z]|)"dy € L?, then there exists a unique global solution &(t) of the vorticity equation
such that &(0) = dp and (1+|z|)"Wdg € L9 for all t > 0, ¢ > 2. They also show that the localization properties are
intimately related to the asymptotic behavior by showing that by increasing the assumptions of spatial locality
one can obtain increasingly accurate asymptotic approximations. Namely, if one chooses % <p<2andn € Z>g
such that n > 2+ 1 then for initial data (1 + |z[)"&y € L? there exist approximations ugpy (t) such that

n
d 1
() = > tappi(t)llze < C7 2072 F70
k=1

where wu(t) is the velocity recovered from the vorticity field () and the approximation terms wgpp 1 (t) are also
given in terms of diffusing Gaussians and their derivatives. They obtain first and second order approximations,
and their analysis points the way toward obtaining approximations of arbitrary order.

We aim to use the tools developed in |2], [3] to extend the asymptotic approximation of solutions to the
compressible Navier-Stokes in [4], |6] to a higher order. The first major step in this direction is to study the
localization properties of the compressible Navier-Stokes system, which have yet to be systematically studied.
To do so we begin with a modified compressible Navier-Stokes system

1
Op+V-m==(e+n)Ap
(7) S
O+ [V - (i @) ]+ PVp = e + 2 (n — )V (V- i)
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obtained from by replacing the linear part by artificial viscosity system and dropping all nonlinear
terms aside from the Lagrangian derivative. Furthermore, we will restrict to dimension d = 3. We make these
modifications since this model is simpler from a technical point of view. However, as Hoff and Zumbrun have
shown, we know that the leading order long-time asymptotics of are the same as those of the compressible
Navier-Stokes equations, and much of the analysis developed here carries through in higher dimensions with a
modest increase in complexity. We defer the consideration of to forthcoming work. While it is not known if
the momentum field of the compressible Navier-Stokes equation exhibits the instantaneous loss of localization
described by Brandolese, we avoid its possible appearance by working with the curl and divergence of m. If
one lets a = V - 11, & = V x m, and u(t) = (p(t),a(t),d(t))” and computes the divergence and curl of , one
arrives at the curl-divergence form of the modified compressible Navier-Stokes system:

(8) Oru = Lu — Q(u, u)
where we let v = %(e +n), I3 be the 3 x 3 identity matrix and where
vA -1 0
L=|-cA vA o Quyu) = | V[0 Oy (myim)]
aly V[0, 0 (myr)]

We take as our starting point, and address the question of equivalence to the original system in the
course of our analysis. Our main results can then be summarized in the following theorem:

Theorem 1. In dimension d = 3, let iy = (po, ag, o)’
and suppose (1 + |z|)"idy € WP x LP x (Lp)3 for some 0 <n <2 and for all 1 <p<3. If k> 1 is fived and if

En= s ([T D"000) s + 10+ 1 D7a00] o + 10+ 1 D" E0C) 1)

is chosen sufficiently small, then there exists a unique mild solution (p(t),a(t),d(t)) of such that for a
small-time blowup rate rqp and large-time decay rates £y, p 1, U pu defined below we have

(L4 |- D02 (-, )| 1o < CEpt (1 4 ) rruts
(L4 |- D 0%al-, )| o < CEpt (1 4 ) nrn
11+ |- PHO°G(-, 1) e < CEpt e (1 4 £) I

for o] < k—1and for all 1 < p < oo, 0 < u < n where C depends only on n,k,v,e. Furthermore, for n > 1
there exist functions (papp, aapp,diapp)T computable via a convolution with explicit kernels such that

(14| PO (p(-+ 1) = papp(-+ 1)) | £r < CEptTow (1 4 1) w53
(14| )#O% (al-, 1) = Gapp(-+)) |l 1p < CEpt 7o (1 4 ) trwn=3
11+ |- )P0 (B, t) = Bapp( 1)) 1 < CEpt~"or (14 )~ Cnorn

and for n = 2 one can take these approxzimations to be explicit Gaussian functions computable with knowledge
only of the moments of order |n| of the initial data.

where ag, @y have zero total mass (ie [ps ag(x)dx = 0),

=

For n,u € R>g, let |[n|1 = min(n, 1) and |p|1 = min(u, 1), and we define the rates via

O roy— Lol for1<p<3 i SU—L) 4 bl g
a,p §( o , NPy 1 it Ll
2 + !

5 1
_l).{.'— forp > 2 f
P 2 ) —p or p

wIin

" e { BB i
n7p7/’l'_

1<p
-+l -y forp>3

The reasons underlying the precise form of these rates will become apparent below in Prop. For now
we say only that the small-time blow up rate r,, ensures boundedness in the spaces to which the functions
initially belong, but allows for increasingly fast blow up for larger LP norms and higher order derivatives. The
large-time decay rate gn,p,u reflects the parabolic nature of the evolution of &J, whereas the large-time decay rate

L p,u reflects the combined hyperbolic-parabolic evolution of p and a. Their dependence on the parameter n
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indicates that increased localization of the initial data leads to faster decay of the solution, and their dependence
on u indicate that the solutions’ weighted norms decay more slowly for larger weight as they spread out due to
parabolic and/or convective effects.

In section 2, we prove a number of inequalities for later use in our existence and asymptotic analysis. We also
introduce an expansion for solutions of the heat equation which we call the Hermite expansion, and demonstrate
how it works for related systems. In section 3, we prove that has unique solutions, and that these solutions
remain in the same weighted Lebesgue spaces as the initial data, and obtain asymptotic decay rates for these
solutions in weighted spaces. In section 4, we prove results about the accuracy of the linear approximation,
and then show how this approximation can be improved if the initial data is appropriately localized. Finally, in
section 5 we discuss the results obtained and compare them to the previous results of Hoff and Zumbrun and
Kagei and Okita.

1.1. Mild formulation. The nonlinear term in still depends on m, and hence we introduce the operators

Ila = V(A_la)

(1) B& = -V x (A7'Q)

which allow us to write m = Ila+ BdJ, splitting 71 into an irrotational part, Ila, and an incompressible part BdJ.
This is a form of the well-known Helmholtz decomposition. Note that the inverse Laplacian is well-defined only
when we make a suitable choice of function spaces for a and . We will do so below in subsection , and then
obtain estimates for the action of IT and B over these spaces. For notational convenience, we also introduce the
nonlinear operator

N(a,&) = f:laxj ((Ma + B&); (Ta + B3))
We can now apply Duhamel’s formula to ;l;tain an integral formulation of (8):
p(t) = Opw(t) * K, (t) * po — w(t) * K, (t) * ag + /Ot w(t —s) x K, (t — s)* [V - N(a(s),d(s))]ds
(12)  a(t) = —0%w(t) * K, (t) * po + dw(t) * K, (t) * ag — /Ot drw(t — s) = K, (t — s) % [V - N (a(s),&(s))]ds
G(t) = Ke(t) * &o — /Ot Ke(t —s) * [V x N(a(s),d(s))]ds

Here we use the fact that the Green’s matrix G for the linear part of the hyperbolic-parabolic system for p,a
above can be decomposed as the composition of the wave evolution with the heat evolution

(13) G(t) * (p 0> = Gy (1) * [K, ()T + <ZO) ]

ao 0
in which
_ [ Gww(t)  —w(?)
it = (Buty ot
is the Green’s matrix for the wave evolution, K, (t) = W exp [— %} is the scalar heat kernel, K¢(¢) is the

diagonal matrix having the heat kernel K.(t) for each entry on the diagonal, and I5 is the 2 x 2 identity matrix.
The wave operator w(t) is the Fourier multiplier defined by

_ sin(ct[€])
cl¢]
which together with its temporal derivatives determine the components of the wave evolution for various initial

data. We recall that for sufficiently smooth functions this can be expressed via Kirchhoff’s formula (see |9] pg
4
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71-72 for details), which in dimension d = 3 is as follows:

(w # B)(, ) = boot / h(z + ct2)dS (=)

|z|=1
(14) Oww * h)(x,t) = D baa(ct)™ Dh(x + ctz)z%dS(z)
0<al<1 lzl=1
(02w * h)( Z bo 2 (ct) =1 Dh(zx + ctz)z*dS(z)
1<[a]<2 l21=1

with S, the surface element on the unit sphere, and some constants b ;.

We want to prove existence of mild solutions to in some function space and determine the asymptotic
behavior of these solutions. We'll see that the natural setting for our analysis is found in the homogeneous,
algebraically weighted Lebesgue spaces

L) = (F U@l = ([ el @pd) ™" < o)

and their inhomogeneous counterparts

L) = (F U@l = ([ 1+ la)ls@pds) " < )

We let W*P(n) be the subspace of the Sobolev space W*P consisting of algebraically weighted, weakly differen-
tiable functions:

WhP(n) = {f € W o fIpipiny = D 108117, < 00}

|a| <k
We also introduce the vector-valued function space ILP = (Lp)3 with norm

|Gl = ma sl

as well as the function spaces LP(n) = (Io/p(n))g, LP(n) = (Lp(n))3 and WkP(n) = (W*P(n))? with analogous
norms. Furthermore let L be the closure of the space of divergence free vector fields in the space P, and let
L% (n), L5 (n) and WEP(n) be the closures in the analogous spaces. Finally, we will make use of Schwartz class
functions as tools in our analysis, and hence we will write S for the space of Schwartz class functions and S, for
the space of Schwartz class divergence free vector fields.

2. PRELIMINARY ANALYSIS

2.1. The II and B operators. We first define the operators IT and B for (a,d) € S x S, via (11). Note that
the inverse Laplacian is well defined on the space of Schwartz class functions, and for such functions we have

1 — 1 — J
Ila = — (x =) a(y)d and Bid =—— (z—y) x(y) w(y)d
AT Jgs |z — y[? AT Jps |z —yP?

In the following proposition we obtain estimates on the action of Il and B, which then allow us to extend
these operators to be defined on all of LP(n) x L5 (n), for suitable choices of p and n.

Proposition 2.1. Leta € S and & € S,
(a) Suppose that 1 < p; < oo. Then there exists a constant Cy depending only on p1 such that

(15) [0z, 11al| e < ChllallLes [0, Bd[lLer < Ch|&[Len

(b) Suppose that n € [0,2) and 1 < p3 < pa < 0o are such that

1 1 1
(16) — ==
p2 ps 3
and ps3 satisfies the constraint
1—n < 1 < 3—n
3 P3 3
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Then there exists a constant Co depending only on n,ps such that
(17) [Tal[ze2ny < Callallirsny 5 [1BSl|Leeny < Colld]|Lrs ()

(¢) Suppose n € [1,3), 1 < p3 < p2 < 00 solve and p3 satisfies the new constraint
3—n 1 4—n

< <
3 P3 3

If, in addition, a and & are such that

(18) / a(@)dr =0 / H(z)dz = 0
R3 R3
then there exists a (possibly different) constant Co depending only on n,ps such that holds.

The proof of these estimates follows closely the strategy used to the study the B operator in Proposition B.1
of |3], but we extend the results to general values of p and n, rather than focusing on the L? based spaces in
that reference, as well as studying the operator II. We defer the proof to Appendix|A] The following Corollary
is immediate from the definition of the II,B operators for a,d € LP3(n) x LE? (n):

Corollary 2.2. (a) Suppose p1,C1 are as in Prop. part (a). Then for a € LP*, & € LB} |D holds.
(b) Suppose that n,ps, p3, Co are as in Prop. part (b). Then for a € LP3*(n) and & € L5*(n) (17) holds.

(¢) Suppose that n,ps, p3, Co are as in Prop. [2.1|part (c). If a € LP*(n) and & € 1LE?(n) satisfy , then

holds.

2.2. Heat evolution estimate. The heat evolution tends to dissipate the LP norms of a function. We have

10K, (t) * fllze < Cwt)™ 2 2G| £ 1o

using Young’s inequality for 1 < ¢ < p < oo and f € LY. In weighted spaces, one can obtain faster decay under
certain conditions described in the following proposition, which is an extension of Proposition A.3 found in |3].
We defer the proof to Appendix Note that while we restrict to dimension d = 3 here, the analogous results
can be proven in any dimension (see |8] for details).

Proposition 2.3. Let 1 < g <p < 0o be Lebesgue indices, let n, pn € R>qg be weight indices such that n > p and
that 3 1 € Z>o such that 3(1 — %) +n<n<3(1- %) +n+1, and let f € Li(n) be such that its moments up

to order 1 are zero, ie for all multi-indices B € N3, | 3| < 7 we have

/RS 2P f(z)dx =0

Then there exists a C > 0 depending only on p,q,n, u, o such that
31

_lel _3¢1_1 _n—p
(19) 109 K () # fll o < Ct)™ 2 2670 (14 0™ 2| fll oy

Remark 2.4. Note that this estimate is sharp with respect to each of its hypotheses. For instance, to see that
the localization assumption f € L'(n) is necessary to achieve the given asymptotic bound, consider the example

f(a) = |72 (a1 )sign(a1)
for 0 <n <1 and a smooth cutoff function ¢(x) which is even in x1 such that

1 for|zy| >2

¥(o) = { 0 forl|r| <1

and ()| < 1 for all x. Since this function is odd in x1, it has zero total mass, and it belongs to L'(n — §)
for any 0 < 6 <n, but f € L*(n). By plugging in x = (2,0,0) for instance, straightforward explicit calculations
show that

lim t%+%\|K,,(t) % fllpe = 00

t—o0

and similar results hold for the other LP norms. Similarly the Hermite functions described below can be used to

tllustrate that Prop. 18 sharp with respect to the zero moment conditions.
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2.3. Heat-wave evolution estimate. We obtain the following bounds on the heat-wave operators of the linear
evolution of the p, a system in homogeneous weighted spaces:

Proposition 2.5. For Lebesgue index ¢ > 1 and weight n > 0 there exists a C > 0 depending only on c,v,n
such that the following estimates hold:

[w(t) * Ky ()| 0y < CtH%’%“*%)u 4 pyE0g)
C

(20) 18w (t) * Ko ()] 1o )

|02 (t) % Ko (8) |

We defer the proof to Appendix Again the analogous results can be proven in higher dimensions (see [8|
for details).

Note that the term 9%w(t) * K, (t) blows up as t — 0 as a result of the fact that K, (¢) tends to a delta
function, and hence the LP norms of derivatives of K, (t) become arbitrarily large. However, when the heat-wave
operator O2w(t) * K, (t) acts on a function with a little bit of smoothness we can obtain the following improved
estimate with milder blow up, the proof of which we defer to Appendix[C.2]

Proposition 2.6. Suppose pg € W4(n) for some q > 1. There exists a C > 0 such that forp > q and p < n
we have
2 _E(l_l) u_l_i_l_(l_l)
102w(t) % Kolt) * poll 1y < OG0+ 0P 375G g g
2.4. Hermite expansion. We aim to study the asymptotic behavior of solutions to by computing an
expansion of the solution using Hermite functions. This is the point where we begin to diverge strongly from
the approach of [4] or |6]. We illustrate this process first for the heat equation. To do so, we define

2
_3 x
o(x) = (am) Fexp [ - 1]
and let H, be the ath Hermite polynomial given by

olal 52 ]2

Ho() = =T op(e )

Note that these satisfy the orthonormality property:
(21) (Ha(-),0560()) = bap

Proposition 2.7. Suppose that ug € L*(n) for n > 0. If u(t) = K, (t) * uo is the solution of the heat equation
in C°[[0,00), L' (n)], then we can write

u(x,t) = Z (Ho,uo)05 Ky (t) * ¢o(z) + R(x, t)
| <[n]

where for any p <n
n—p

|R(-,t) < c\|uo||L1(n)(yt)—%(1—§>— >

10 o)
Proof. If we write
u(z,t) = Z (Ha,u0)00 Ky (t) * ¢o(z) + R(x, t)
la|<[n]
then we note that the remainder term R(z,t) is itself a solution of the heat equation. Furthermore, we note
that at time ¢ = 0 we have
(Hg,R(-,0)) =0

for all |3| < [n]. Therefore R; satisfies the moment zero condition required in Proposition which then gives
us our result. O

The Hermite expansion illustrates a few of the features of the heat evolution. We note that orders of this
expansion decay sequentially faster, and the remainder at least matches the fastest decay rate. The Hermite
functions are self similar under the heat evolution, in the sense that the heat evolution acts on these functions by
dilation and scaling. See |2| for details. Importantly, the Hermite expansion illustrates how the heat evolution
dissipates the moments of a function. The ath moment evolves according to the ath term in the Hermite

7



expansion. For instance, the zeroth order Hermite function gives an explicit example of an initial condition for
which the heat evolution preserves the L' norm, yet has any degree of algebraic decay one could ask for, and
hence the estimate in is sharp with respect to the zero mass condition. However, the L°° norm decays, so
here the heat evolution is spreading mass around, but it conserves the total signed mass. The first order Hermite
function provides an example where the total signed mass is zero, and we see that its L' norm does decay. The
Hermite expansion can be used to show that this holds in general, and similar statements can be made about
higher order moments.

2.4.1. Hermite expansion for the hyperbolic-parabolic system. We need a Hermite expansion for the hyperbolic-
parabolic system

(22) Owpr = vApr —ar,

dar, = —Apr + vAay,

Asin we can write the solution of the linear equation in terms of the heat-wave operators via

pL(t) = dpw(t) x K, (t) * po — w(t) x K, (t) * ag

ar(t) = —0%w(t) * K, (t) * po + Opw(t) * K, (t) * ag

Since the heat and wave operators commute, we can apply them sequentially, and since K, (t) * pg and K, (t) *ag
are solutions of the heat equation, we can use the scalar Hermite expansion. We define

(24) p1(t)) _ [ Orw(t) = Ky (t) * do nd p2(t)\ _ (—w(t) = Ky(t) * do

aq(t) —02w(t) x K, (t) * ¢ as(t) Oyw(t) * K, (t) * ¢
We determine these asymptotic profiles explicitly in Appendix @]below. We then have the following analogue
of the Hermite expansion, where for convenience we assume that p has at least one weak derivative:

Proposition 2.8. Suppose that pg € Whi(n), ag € L*(n) for n > 0. If (pp(t),ar(t))T is the solution of
in C°[[0,00), L' (n) x L'(n)], then we can write

(o) = 5 mae (02 (253) + (o)
|lal<[n]

(23)

where é; are the standard unit two vectors and where for any p < n
3

_3(1-1 —(1=-1y_n
HPLR(‘;t)H[D,P(N)SC(Hpo”lel(n)+HG’OHL1(n)>t 51 p)(1+t)1 (1 p) 5 1

25
(25) (1*§)(1 _,_t)%*(l*%)*%ﬂt

[S]Ie]

lazr( ) 1o < CUlpollwrigy + llaollziim)t
Proof. Setting t = 0, one finds
pLr(z,0) = po(x) — Z (Ha,po) 05¢0(x) and  apgr(z,0) = ag(x) — Z (Ha,a0) 05 ¢o(x)
la|<|n] la|<[n]

Thus, prr(z,0) and apr(z,0) are spatially localized functions with moments out to order |n| equal to zero.
Since equation is linear, we have the representation

plx,t) = Opw(t) * K, (t) * prr(z,0) —w(t) * K,(t) *x arr(x,0)
One can use the fact that the heat kernel satisfies
K,(t) = K,(t/2) « K,(t/2)
to obtain
Oyw(t) * K, (t) * prr(x,0) = Qaw(t) « K, (t/2) « K,(t/2) x prr(x,0)

This fact will be used repeatedly thorough out the paper. Using this fact along with Young’s inequality and the
estimates in Props and to obtain

100 () % 5 (1) * prr(a. 0)l| 1oy < 196w(t) Ko (t/2) 1y 1 (£/2) * prra, 0)] 1
- (Bewt) # K (1/2) |10 | (£/2) # pra(a.0) 1,

< Clipollprnyt ™29 (14 )05
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for 1 <p<oo,0< < n,and t > 0. The bounds for the other term can be obtained in the same way, and the
same methods can be used to obtain bounds on arp, although there one must make use of Prop to control
the blowup as t — 0. g

2.4.2. Hermite expansion for divergence free vector fields. When considering the asymptotics of the vorticity
equation, we will need a Hermite expansion for divergence free vector fields. If we write

(26) QL(t) = Ke(t) * (o

and naively expand each component of @(t) using the scalar Hermite expansion, the terms we obtain are not, in
general, divergence free. This is because the moments of the components of a vector field are not independent
if the vector field is divergence free. For any multi-index & € Z320, one must have

(27) /RB (Va?®) - &(x)dz = /R3 2V - &(x)dz = 0

Hence, for & with only one non-zero component, we see that these moments must equal zero, for & with only two
non-zero components, these moments come in pairs, and for & with all three components non-zero, these moments
come in triples. For the purposes of this paper, we will only consider Hermite expansions out to moments of order
2, hence we define these asymptotic profiles explicitly in the following table and let p5 ; = f(’i,j =0forall |a| <3
not listed below. Higher order Hermite expansions can be defined, but their definition is more complicated (see
[8] for details). We determine the action of the Biot-Savart operator on these profiles explicitly in Appendix @
below.

‘ a ’ ] ’ Da.j ‘ fa.i ‘
(1,1,0) | 1| (=322, 321,0)T V x (¢o€3)
(1,0,1) | 1 (%I 3, Y, ;xl)T V x (¢o€2)
(0,1,1) [ 1| (0, =33, §22)" V x (¢o€1)
(2,1,0) | 1| (32122, —52%,0)7 | V X (0a, p03)
(1,2,0) | 1] (Fz 7—§$1$270)T V X (Oz,$0€3)
(2,0,1) | 1| (= % z123,0 %)T V X (Oz, ¢0€2)
(1,0,2) | 1| (—573, 331$3)T V X (OrsP0€2)
(0,2,1) | 1| (0, %fﬂﬂ?ﬂ *%zg)T V X (Oz,P0€1)
(0,1,2) | 1] (0,323, —322w3)” | V X (9y,$0€1)
(1,1,1) | 1 (923,0,0)T V X (0z,$0€3)
(LLY) [ 2] (0,0,—z122)T | V X (s, P0€1)

TABLE 1. Asymptotic profiles for the divergence-free vector field Hermite expansion.

Here & specifies which monomial determines this moment via . The parameter j specifies which of the
independent moments determined by z¢ is given by the vector ps ;. For & depending on two variables there is
only one independent moment, hence ps 2 = 0, whereas for & depending on all three there are two independent

moments to consider. All of the profiles ]‘E’j are clearly divergence-free, and straightforward computations show
that for ps,j, fa,; defined above we have the orthonormality condition

(Pag» F5.) = 0ikdag
We then have an analogue of the Hermite expansion:
Proposition 2.9. Suppose that &y € LL(n) for 0 < n < 2. If G1(t) is the solution of the heat equation in
C°[[0,00),LL(n)] given by , then we can write

Gr(xt) = Y (Pay,@o)Ke(t) * fa () + Trr(,t)
J<2
&< n)+1



where for any p < n

n—p

. = _3(1_ly_n=p

(28) 1BLRC Ol < CllBollL gy (vt) 2077772

The proof again makes use of the zero moment property of the remainder terms and Prop[2.3] We leave the
details to the reader.

3. EXISTENCE AND UNIQUENESS OF SOLUTIONS TO THE (p,a,&)! SYSTEM

Note that from the form of (12)), if we can prove the existence of a and &, we can get the solution for p by
integration. Hence we need to choose a function space for (a,d). In the Hermite expansions above, we saw
that we could obtain higher order approximations by increasing the spatial localization of the initial conditions.
Hence for a given n € R>o we might choose (po, ag, @) € L'(n) x L*(n) x LL(n) as a sufficiently general space to
start with, and expect to obtain solutions with |n| orders of asymptotic profiles. Note however that we expect
that a and & come from a velocity vector field via a = V -7 and & = V x i, hence we can assume they have
zero total mass as in . It is for this reason that the expression |n|; enters into the definition of the decay
rates £y, , and Zn,p# in @), . Since m is assumed to have at least one derivative, we assume that p has at
least one as well, hence we assume (po, ag, Jo) € W' (n) x L'(n) x Lj(n).

It will be desirable that the moments be continuous functions of time. To obtain this we will see that we need
a slightly stronger assumption: we require that (pg, ag,&o) belong to W1 (n) x LP(n) x L5 (n) for all 1 < p < 3/2.
We therefore define the function space

(29) Zy= () C°[[0,00),LP(n) x L5(n)]
1§p<%

Due to the smoothing properties of the heat evolution the solutions have more regularity for ¢ > 0, so if we fix
a degree of smoothness k£ > 1 we define

(30) ZY.= [ C°0,00), WhP(n) x WEP(n)]

1<p<oo

Our existence analysis begins by studying the linear part of the evolution in To this end we let (pr(t), ar(t), &L (t)T
be defined by and for t > 0 and (pr(t),ar(t), 3L (t)T = (po, ag, o)’ for t = 0. In Appendix we
determine the smoothness properties and decay rates of these functions. Based on our findings we look for
solutions of 1i in the function space

(31) ka:{(a,@')eZgﬂZ;k:/Rg

a(x,t)dxr = 0 and /

&(z, t)der = O}
R3

with norm

1(@@)x, = sup sup  sup sup [¢7r (14 ) nen e 92a(t)]| g, + 700 (1+8) 0 025 (0)

Hip
|| <k 1<p<o0 0<u<n 0<t<oo ()

where rop, £y p, and £, 4, are as in (@), 1) and /o is defined by

29 J B 0 for |a| < k and for |a| =k , 1 <p <2
(32) kopse —%(1—%)4—% for o =k ,p>2

The factor l%p,a accounts for a slightly slower admissible decay rate for the highest order derivative in LP, p > 2
as compared to the linear evolution. Note that X, ; is a Banach space with this norm. We will also need to
define

Ly, 7(t) =log(1 +t) when n =7 and Ly, 7(t) = 1 otherwise
Theorem 2. Fiz n € [0,2], k > 1 and let (po, ao,&o) belong to WHP(n) x LP(n) x LE(n) for all1 <p < 3, and
suppose that ag and Oy have zero total mass. If
(33) E,= sup (loollwrewmy + laollzem) + [1GollLem))
1<p<3/2

is chosen sufficiently small, then there exists a unique solution (a(t),d(t)) of belonging to X, 1 such that
(a(0),(0)) = (a0, Fo)-

10



Proof. Having chosen an initial condition satisfying the above, define the map F{ on X, sending

£0,a0,&0)
(a(s),d(s))" to a new function of space and time by letting F{, q, @) [(a,@)](0) = (ag,&o)" and

—0}w x K, x pg + Opw * K, * ag — fg [Opw * K| (t — s) = [V : N(a(s),cﬁ(s))}ds
K * &g — fo (t—s)* {V X N(a(s),&ﬁ(s))}ds

for ¢ > 0. For convenience, we’ll drop the subscript. We claim that F' maps X,  into itself and has Lipschitz
constant equal to 1/2 on a ball of radius R centered at the origin, which we prove below. Given these two claims,
we can conclude our proof as follows. If (ar,dr) are as above, we note that each of the bounds determined in
Appendix [Ef depend on the magnitude of the initial condition, hence

Fp6,a0,30) [a,dﬁ] (t) =

H(CLL@L)HXM <CE,

Therefore if we choose the initial condition sufficiently small, (ie E, < %) we then have

HF(CL,(I)) - (aL’wL)HXn,k = HF(CL,LU) - F(O’O)Hxn,k

B
n,k — 2
for (a,d) € B((aL, L), 2) the closed ball of radius £ ) centered at (aL, oJL) . Therefore F maps B((ar, &), %)
into itself, and since F' is a contraction here, the unique solution of (12) is given by the fixed point of F.
Claim One: F : X, ; — X, ;. We begin by proving that for (a, (I)’) € X, i the X, norm of F(a,d) is finite
and that F(a,d) € Z0 N Z:er We note again that the decay rates and smoothness requirements to belong to
X, 1 were found to be more than satisfied by those of the linear terms in Appendlx. so we need only analyze

1 N . 1 .
< *||(a,w) — (aL,@L) | x,, + §\|(aL,wL)\|X

the evolution of the Duhamel terms. Furthermore we note that is sufficient to bound the L? () norms for =0
and p = n since we can interpolate via

J22 _
lall iy < (lall o) ™ (lall o)

For 4 fixed either as g = 0 or u = n, we need only bound the Ioj"(,u) norms p = 1,2, 00 for times ¢t > 1 and LP
norms for p = 1,3/2, 0o for times ¢ < 1, and the result then follows from interpolation via

3=

g—r

o rq p T q—p
lallgrgy < llall, H IILq )

for any p,q,r such that 1 <p <r < ¢ < 0.
We begin by bounding the unweighted LP norms of the Duhamel term corresponding to a(t) using our estimates
above. First we use Young’s inequality, then split the integral into two parts:

ds
Lr

/otHatwa—swamt—sw [V Nla(s),5(s))]|

g/tHatw(tS)*Ku(t_s

(/“2 / ) (t—s) 2T P14 t— 52 @
t/2

=11+ I

IN

Here 1 + % = % + qil. We can then bound the integrals for s € (0,¢/2) and s € (¢/2,t) separately.
First we handle the I; term. We use the heat estimate to pull the divergence and the 0 derivative off of the
nonlinearity:




We can then use our above estimates on II, B in Cor. parts (a), (b) to bound the nonlinear term:

a4 Haﬂci(mj>mlHLQ1 < HaﬂﬁiijLpl HmlHLpg < C(”CLHLpl + Hw‘|LP1)(HaHLP3 + HQHL%)
(34) < Csr0m=T0p (1 4 )= Mg 0En,01,0) =m0 (En g 0,820 (0, ) | )

Note that the use of Young’s inequality, Hélder’s inequality, and puts the following restrictions on the
set of admissible values for pq, p3:

1 1 1

1

(35) 1 <p1 <oo : 1<p3<3 , i G |
P p1 p3 3

We choose g1 = 1 hence we require p% + p% - % = 1. Letting p; = p3 = % li becomes

02, (mjym| < C(L+8)"5 7@, D)|%,

hence putting this together we have

t/2 ol
(36) < / <t—s>*%“*%>*”2 <1+t—s>%*<1*%><1+s>f%wu<a,w>rr%{nkds
36 0 ’

2 (1 g g2 (a0 5(t)

for ¢ > 1. Thus the LP norms of I; have sufficiently fast decay as ¢ — oo for all 1 < p < oo such that the X, ;.
norm remains bounded. For ¢ < 1 we have

t/2 7§(17l)71+\a
Ilg/ (t—s) 202 2 (1+t—s)
0

and hence we see the L” norms have the right behavior for 1 < p < oo such that the X,  norms remain bounded.
Furthermore we note that for 1 < p < 3/2 and |a| = 0 the LP norms tend to zero, which is consistent with the
continuity of F'(a,d) at t = 0.

For I we use the heat estimate to pull the divergence off of the nonlinearity:

12 -3
< Cll(a, D)x, .t

1—|a]

“070) (14 5) 751 (@, @)%, ds < Cll(a, @)%, 2R

M\»—‘

t—s

¢ _3(L_1y 1o(1_1y
12:/ (t—s) 2o P/ (14+t—s)2 ‘a1 » H@g‘KV( ) * [V-N(a(s),@’(s))]Hquds
t/2
¢ _é(i_l)_l l_(L_,
§mz;}x/ (t—s) 2a »/ 2(14+t—s)2 H@ O, (mjmy) Hqu
il Ji/2

For an arbitrary multi-index 3, we can use the estimates in Cor. [2.2]parts (a), (b) to obtain

1020z (msmo)l| < > 1103 Orimslon |02 ]|,

T+72=58
(37) <C > (02 allpen + 103Gl ) (1032 al s + (10726 |Lrs)
T+y2=58
< C’S*TO,plfTO,pg,*%(l +S)*min(empl,Ojn,pl,0)*min(6n,p3,O»Zn,pg,,O)||(a7u‘j)”?}( .
p— n,

provided that the constraints in are met. Here we take = a. We must also ensure that the singularity at
s =t is integrable. For 1 < p < 3/2 we can choose p; = p3 = 3/2 as before, and we obtain

wh—‘

t
L < / (t—s) 2D 514t — )2 U558 (14 5) =51 (0, @)% ds
t/2 '

311y 1-laf 1_(q_1y_2_
< o TR (14O E by, @) %

(38)

for 0 < t < o0, hence these LP norms have the right behavior as ¢ — 0 and as ¢t — oo, and tend to zero for
|a] = 0 which is consistent with continuity at ¢ = 0. Similarly, for 3/2 < p < 2 we can choose p; = p3 =2 in
and obtain the pointwise bound
1 04
|05 05, (mymy)|| 5 < Cs™27 % (149" (0, )%,
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from which it follows that

ol
Wi

t
I < / (t—5) 26 8 11 41— 5)1 G D535 (1 4 )71l (0, @)% ds
t/2
2 1

<ot 3G (14 i D g @)%

for 0 < t < o0, hence these LP norms also have the right behavior as ¢ — 0 and as t — oco. Finally, we can
obtain bounds on the L® norm by choosing p; = 8, p3 = 8/3 in to obtain the pointwise bound

1020, (mym)|| 5 < Cs™35 (14 8) 7| (@, @)%,

from which we then obtain the following bound on the integral for 0 < ¢ < oo:
lo]

(39) L<or' =z 1+ @@k,

Note this is slower than the linear evolution rate. For |a| < k we can make an improved estimate to match the
linear rate as follows. With p = oo, we keep all derivatives on the nonlinearity when using the heat estimate,
and we obtain

t _3 11
(40) I < max / (t— )20 (14t — 8)2 770 || 0205, 0, (mimy)|| o, ds
i Jiye

We can then use the estimate in by taking 8 = a + e;, and we choose p; = p3 = 12/5 to obtain

t
L<C[ (-9 s 5 (19 Mhas| (@ @)%, < Ol @), 0 F (14Tl

For n = 0 we are done. For m > 0 we bound the weighted norms when p = n of the Duhamel term
corresponding to a(t), and the results then follow by interpolation. We first bound the weighted norm of the
convolution in terms of the weighted norms of each of its components using Young’s inequality:

/Ot H&gw(t — )% 0K, (t— )+ [V - N(a(s), &(s))] ‘

t—s

(41) s/otHatw@—s)*KV( =l

_ds
Lo

%S) * [V - N(a(s),d(s))] ‘

t—s
2

Li(n)
t—s

+/OtH8tw(t—s)*K,,( . )‘ ds

L1 (n)

95 Ko (

)« [V N(a(s),@(s))] |

La

For the first term, we can use the weighted estimate of the heat-wave operator in Prop and then repeat the
analysis used above for the unweighted norm of the nonlinearity line by line to obtain the appropriate bounds
for this term. So we need only bound the second term.

For the second term we use the unweighted estimate in Prop[2.5]and split the integral as before:

t t—s o t—s .
/o oot =5« K500 (50 [V Nlas), @) |, ds
! 3G %) BEAY Bl Gt ol | PV t—s % -
g/o(t—s) (1+t—ys) 0s Ko ( 5 ) [V N(a(s),w(s))]‘iql(n)ds
t/2 t B *%(E*% E*(H*E) o t—s . ) -
<< 0 +/t/2>(t 5) (1+t—s) IOK,( 5 )% [V N(a(s),w(s))]’iql(n)ds

The next step is to use our heat estimate, and then we will need bounds for the weighted norm of the nonlinear
term analogous to , (37). Note however that these bounds are essentially the same, so here we will derive

both at once. The derivation is similar to , but one must always place the weight on the term with fewer
13



derivatives in order to use Cor. part (a). For 0 < n < 2 we make the estimate
107 0, (mgm)| 1oy (y < 1020, (mgmg) | o ()

(42) <C ; ; (102 aller + 103 @leer ) (1072 all Los oy + 10326 ws ()
Yit72=

S CS*T’O,pl *TO,p3*@ (1 + S)i min(‘en,pl,0:&@1)1,O)*min(en,p:;,n,gn,pg,n) ” (CL, (D') ||?Xn .

using parts (a) and (b) of Cor[2.2] which requires the set of constraints

(43) 1<p <o <p <L i G |
1 ) 3 1_LnJ1 ) —_ _—

3-n p-p p3 3
or for 1 <n <2 we can obtain the same bound using parts (a) and (c) of Cor which require

3 1 < 1 1 1 <
T—n<P<3-, o 3 ptmoas!
Note that in the overlapping region 1 < n < 2 we can use either bound, but if we use Cor (a) and (c)
by satisfying the constraints in , we are allowed to choose smaller ps than allow, a fact which we will
exploit. The task then becomes obtaining various choices of p; and p3 for I1, I5, 1 < p <00, 0 <n < 2.

For I, we use the heat estimate to pull the divergence and the 05 derivative off of the nonlinearity, and use
with 8 = 0. For 0 < n < 1 we can satisfy the constraints in with ¢; = 1 by taking p; = p3 = 3/2, and

we obtain

(44) l<p<oo

t/2 o]
n< / (t—5) 207D (1t — 5)77 07D (14 5) 5~ Lnhon) (o, @) % ds
) |

3
2

< CH(a,LU)H%(n kt_ (1_%)_12‘&‘ (1 + t)%_(l—%)-ﬁ-%—tnh-&-n

whereas for 1 < n < 2 precisely the same estimate holds by taking p; = p3 = 3/2 in . Hence these weighted
LP norms decay sufficiently quickly as t — oo for 1 < p < oco. For ¢ < 1 this bound becomes

1—|of

(45) I < Cll(a,@)[%, 20 7P

hence these norms have the right behavior as ¢ — 0. For 1 <n < 3/2 we can use by taking p1 = 2, p3 = 6/5
and for 3/2 < n <2 we can use p; = 6/5, p3 = 2. In both cases we have

1
ST (1 4 )T (0, @)K, ds

N |=

t/2 _3(1-1)_1tlal
Ilg/ (t— ) 30 D=5 (1 4y )
0

< Cll(a Dk, 30T 0D
for 0 <t < oo, hence the weighted LP norms of this term decay sufficiently fast to remain in X, ; for 1 < p < 0.
For t < 1 this bound shows that the LP(n) norms have the right behavior as t — 0 for 1 < p < 6/5. Then we
need only prove that the LP(n) norms for 6/5 < p < oo have the right behavior as t — 0 for n = 1 and n = 2.
Here we can choose p1 = 3/2, p3 = 2 for n = 1 using and using for n = 2 and we again obtain , S0
the weighted LP norms blow up sufficiently slowly for 6/5 < p < co as t — 0, hence I; belongs to X, .

For Iy we can reuse many of the estimates in the unweighted case, but we have to modify these slightly.
We again use the heat estimate to pull the divergence off the nonlinearity, and we again have to worry about
the singularity at s = ¢. For 0 < n < 1 we can make precisely the same choices as in the unweighted case.
Namely that we can obtain the appropriate bounds for the LP (n) norms using by taking p; = p3 = 3/2 for
1 < p < 3/2 and we obtain the analogous weighted pointwise bound

lo" —ld —24n -
1020, (mym) |1y < Cs™5 (14 8) 5 (@, D)%,

We can then make the identical estimate in with this analogous pointwise bound to show that these norms
have the correct behavior for 0 < ¢ < co. Similarly we can use by taking py = p3 = 2 for 3/2 < p < 2
and taking p; = 8, p3 = 8/3 for p = 0o and obtain the analogous pointwise bounds, from which it follows in
the same way that these norms have the correct behavior for 0 < t < oo, except for p = 0o, |a| < k. We can
then match the decay rate for p = oo, |a| < k by keeping all derivatives on the nonlinearity as in , taking
f=a+e;in and taking p; = p3 = 12/5 in .
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The case 1 < n < 2 is also similar, and we can show that the Lp (n) norms have the correct behavior for
1 < p < 3/2 by taking p; = ps =3/2 in lb For the LP(n) norms for 3/2 < p < 2 we make a slightly different
estimate by taking p; = 3, p3 = 3/2 in (44)) and we obtain the pointwise bound

|a]
10285, (mjmy) <COsT T E (14 5) 0 (0, @)%,

I i3 )
and repeating the above analysis. For 1 < n < 2 we can set g1 = 6 by choosing p; = 8/3 and p3 = 8 using
, and show that the L>(n) norms have the correct behavior for 0 < t < oo, except for p = oo, |a| < k.
We can then match the decay rate for p = 0o, || < k by keeping the derivatives on the nonlinearity and using
B =a+ej;in Withploz 2, p3 =3 in .

It remains to show the LP(n) norms have the correct behavior for n = 1 and n = 2. We can choose p; = 2,
p3:6/5f0r1§n<3/2andp1:g,p3:2for3/2<n§2andweﬁnd

=

t
L < / (t—s) 20075 (1 41— 5)2~ 0= i -5 (1 4 5) 12 (0, @) [ %, ds

/2
lo]

e 1 1y 17
< Ct_§(1—5)+z—7(1 + t)g_(l_g)_ﬁjw”(a»ﬁ)”g(nk

for 1 < p < 3/2, which decays appropriately quickly as t — co. Note also that this bound holds for ¢ < 1, and
hence the weighted LP norms tend to zero as t — 0 for 1 < p < 6/5. For 3/2 < p < 2 we can set ¢ = 3/2 by
choosing p; = p3 = 2 using for 1 <n < 3/2 and for 3/2 < n <2 and we find

<o TR 1 D ),

for 0 < t < oo. Finally, for 1 < n < 3/2 we choose p1 = 8/3, p3 = 8 using and for 15/8 < n < 2 we
choose p1 = 8, ps = 8/3 using and we see that the L°°(n) norm has the right behavior for ¢ > 1 |a| = k
and ¢t < 1 for all o, and we can then match the decay rate for p = oo, |a| < k by keeping the derivatives on the
nonlinearity and using f = a+¢; in with p; =2, p3 =3 in for 1 <n < 3/2and p; =24/11, p3 = 8/3
in (44) for 15/8 <n < 2.

The bounds on the Duhamel term for &(¢) can be obtained in a very similar manner. The only difference
is that one need not make the initial step of using Young’s inequality. Namely, we begin by looking at the
unweighted norms, and we first split the integral

t t/2 t
! (L)
0 P 0 t/2

=N+ 1
We can then use the heat estimate directly, and for s € (0,¢/2) we pull the divergence and the 9% derivative
off the nonlinear term using the heat estimate, whereas s € (t/2,t) we only pull the divergence off. By making
the exact same estimates as for the Duhamel term for a(t) with the same choices of p; and p3 we arrive at the
analogous bounds. The weighted norms can be obtained in the same way. For brevity we omit this, although
this work is carried out in full form in [8].
It remains to obtain continuity for ¢ > 0, in which case we would have F(a,&) € Z9 N Z:;k,. Beginning with

the Duhamel term for a(t), we note that this is equivalent to showing that

ds
Lp

ITKe(t — s) % [V x N(a(s),d(s))]

YK (t — s) * [V x N(a(s),d(s))]

t+h
(16) i | Hatw(t+h—5) £ 09K, (t+h — s) * [V~N(a(s),w(s))]‘ L ds=0
}1113%/0 H [Ow(t+ h — 5) % 0K, (t+ h — 5) — Baw(t — 5) * 02K, (t — 5)] % [V - N(a(s),5(s))] ‘ L ds=0

For the first limit we can re-use the methods used to obtain a bound on the Is term above to show that this
limit is zero. For the second, we can use the estimate

Lp

H [Ow(t + b — 5) x 02K, (t+ h — 5) — Qu(t — s) + 02K, (t — 5)] * [V - N(a(s),@(s))] ‘
L)+ [V Nals), (s))]|

t—s t—s

2 )‘L

-5
2

+h) — Qw(t — s) * 0T K, (

15

K, (

< Hatw(Hh—s) 89K, (

1 Lp



and show that this first factor tends to zero uniformly in s as h — 0. The weighted norms can be bounded
similarly, and one can obtain continuity for the Duhamel term corresponding to &(t) by showing that the limits
analogous to are zero.

Claim Two: F has Lipschitz constant K = } on a ball B(0,R) in X,, ;. We need to bound || F(a,&d) —
F(EL,[U)HX"Jc for (a,d), (a,&) € B(0, R), where R is yet to be chosen. The analysis is similar to the above, but
now we use the bilinear property of the nonlinearity to get the analogous unweighted estimates

107 N (a(s), @(s)) = 97N (), 3())]| o

(47) < Hzljalx Haf [aﬂci (mj)(ml - ml)} Hqu + Hag [a’ti (mj - mj)ml] HL‘M

~ ~ 151 : 7 : 7
< O(I@@) 15,0 + 10,8)x, 0 ) @ = & = &), 570737707875 (14 5) 700 )il

corresponding to and , which require the set of constraints , as well as the analogous weighted
estimate
(48) |97 [N (als),@(s)) = N(a(s), 3())] || s
=~ =~ . 18] ; 7 ; 7
< C(||(&,o?) HXnk + ”(CL, ("_j)HXnk) || (a o ZL, & — (IJ’) HXn,kS_”Lm —T0,p3— 5" (1 + S)—mln(en,pl,Oaén,Pl,0)_mll’l(Zn,p?,,nyén,p?,,n)

corresponding to which requires the set of constraints for 0 <n < 2 and for1<n<2.

The proof then follows exactly the steps used to prove Claim 1 with these analogous estimates. We begin by
looking at the norms of the difference between the Duhamel term corresponding to a(t):

For I we can then use the heat estimate and the bilinearity to obtain

t/2 _3(1_1y_1_la| 1_(1_1

L < sz%x/ (t — S) 2(‘11 p/ 27 2 (1 +t— S>2 (ql P) <H8€Cl(m])(ml — mZ)Hqu + H@xz(m] — Thj)ﬁllHqu>d8
(%) 0

We can then repeat the analysis for the Duhamel term above for a(t) line by line for each of these terms, using

with @ = 0 and then making the same choices for p; and p3 to handle the cases t > 1 and ¢ < 1 separately

for different values of p, and we find

) e swp sup ¢t dy < O ()@ D)+ @@, 638D,
(015 Spsoo Vs [e.9]

Similarly for I we can use the heat estimate, and the preceding analysis to obtain
(50) sup sup sup t"r(1+ t)ﬁn,p,o+€k,p,a[2 < C(H(d,fj)mek + H(a,@')Hxn,k> (e —a,& — 55)“X",k
|a]<k 1<p<oo 0<t<oo

The bounds on the weighted norms can be obtained by following the steps used in the proof of Claim 1 with
the analogous bound , and the bounds on the Duhamel term for &(¢) can be obtained by repeating this
procedure. By combining , , the bounds on the weighted norms and the analogue for the Duhamel term
for @(t), we obtain

so by letting R = % we have our result.

F(a,&) — F(a,d)

o <C(1@DNx,, @ Dx,,) @ -as -,

O

Having proven the existence of solutions a(t) and &(t), we now complete the proof of existence of solutions
to by proving the existence of a solution p(t). For n € R>¢ we define the function space

Yor={p:pe (] C°f0,00), L¥m)] and pe (| C°[(0,00),W**(n)]}
1<p<3/2 1<p<eo



equipped with the norm

IPllv, = sup sup sup sup [t7er(1+ )t ned 92 p(0)]| 1,
’ || <k 1<p<oo 0<pu<n 0<t<oo K

where 74, € p s Lk po are as before.

Corollary 3.1. Fizn € [0,2], k > 1 and let (po, ap, Do) belong to WHP(n) x LP(n) x LE(n) for all 1 < p < 3,
where ag, o have zero total mass and (po,ap, o) have sufficiently small norms as in Theorem If (a(t),d(t))
1s the solution of from Theorem then the solution p(t) defined by belongs to Yy, 1.

Proof. As before the decay rates and smoothness properties are chosen to match those of the linear terms hence
we need only check the Duhamel term. We first estimate the unweighted norms
ds

/otHw(t —8)* 09K, (t — ) * [V - N(a(s),d(s))] ‘ v

t/2 t
< max / -|—/ (t — S)*%(ﬁ*%)Jrl(l i S)f(i,%)
ijk 0 /2

For Iy, we pull the divergence and the 0% derivative off of the nonlinearity using the heat estimate, use
estimate , let p1 = p3 = 3/2 and find

t—s
2

00K, (“=2) « [V - N(a(s),&(s))] Hmds — I+ I

o]
I < Cll(@ @), ¢ 20T E g gy (e

which holds for all ¢ > 0, hence the LP norms of this term have sufficiently fast decay for 1 < p < oo as t — oo,
tend to zero as t — 0 for 1 < p < 3/2, || = 0 and blow up sufficiently slowly for 3/2 < p < oc.
For I, we use the heat estimate to pull the divergence off the nonlinearity, use estimate and set p; =
p3 =3/2 for 1 < p <2 and find
3 _lal _(1-1y_2_
b < Cll(@,@)k, 17 2 (1470775

n,k
which also holds for all ¢, hence these behave correctly both as ¢ — 0 and as t — oo as well. For p = 0o, we can
choose p; = 8, p3 = 8/3 and we obtain

lo
L < Cl(a,@)|%k, 2 (141 sl

separately for ¢ > 1 and ¢ < 1 and hence L*™ norm has the correct behavior for t < 1 and ¢ > 1 if |o| = k.
We can then match the linear decay rate for p = oo, |a| < k by keeping the derivatives on the nonlinearity and
using f = a+e; in with p; = p3 = 12/5.

As above, we can bound the weighted norms in terms of the weighted norms of each of the components of the
convolution. For the term in which the weight falls on the heat-wave operator we can repeat the estimates on
the unweighted norms of the nonlinearity above. For the other term, we split the integral into two pieces:

t _
[ =9 - T o (1) « [V N, 8], ds
0 2 L1 (n)
/2 t _
< +/ (t—s) 2@ 14— o) @ ok, (=0 V- Na(s),36))]|,  ds
0 t/2 2 L% (n)

=L+

We can then make use of in each to bound the nonlinear term. For I; we as usual pull the divergence off
of the nonlinearity, and for 0 < n < 1 we use to choose p1 = p3 = 3/2, whereas for 1 < n < 2 we use (44]
to choose p; = p3 = 3/2 and we find

o]
I < C||(a,5)\|§(nkt—%(l—%H%—T(l 4 ¢)~Amp)tg-lehin

which holds for 0 < t < 00, 1 < p < co. Then we use to choose p; = 2 and p3 = 6/5 for 1 <n < 3/2 and
p1 =6/5 and ps = 2 for 3/2 < n < 2 and we obtain
||
I < Ol @), 2R @y
17



for 0 <t < oo, 1<p< oo, Similarly for Is we use to choose p; = p3 = 3/2 for 0 < n < 1 and we use
to choose p; = p3 = 3/2 for 1 < n < 2 and we obtain

_3(1_1y43_lo _(1_1y_2_

I2§C||(aa‘3)”%(nkt y(1-5)+5—3 (1+1) (I=5)=5—Inrli+n

for 1 <p<2and 0 <t < oo. Next we use 1) to choose p1 =2 and p3 = 6/5 for 1 <n <3/2 and p; =6/5
and p3 = 2 for 3/2 < n <2 and we find

_3(1—1yp5_lo _(1-Lly_1r
b < Ol @)k, 20T (g T
which holds for 0 < ¢ < oo and 1 < p < co. For p = 0o we can set g = 6 by choosing p1 = 8 and p3 = 8/3

for 0 < n < 1 using (43), choosing p; = 8/3 and p3 = 8 for 1 < n < 2 using and p; = 8 and p3 = 8/3 for
15/8 < n < 2 using 1i to obtain

L < Cl(a, @)%, 5 (144) 6 Inhen

We can then match the linear decay rate for p = oo, |a| < k by keeping the derivatives on the nonlinearity and
using B = o +¢; in and choosing p1 = p3 = 12/5 for 0 < n < 1 using li choosing p; = 2 and ps = 3 for
1 <n < 2 using and p; = 24/11 and p3 = 8/3 for 15/8 < n < 2 using (44). Continuity for ¢ > 0 is proven
as before. d

4. ASYMPTOTIC APPROXIMATIONS FOR THE MODIFIED COMPRESSIBLE NAVIER-STOKES

With these solutions in hand, we turn to the task of approximating these solutions efficiently and accurately,

especially in the regime t — oco. If u(t) = (p(t),a(t),&(t))T is the solution belonging to Y, X X, given by
Theorem [2| with initial condition (pg, ag,@o)?, ao, @ with zero total mass, then we can write

(51) u(t) = ur(t) +un(t)
where ur(t) is the linear evolution defined in , , and upn(t) = u(t) —ur(t). We saw in Prop.

that for initial conditions ug belonging to L'(n) spaces, we can write

(52) uL(t) :uH(t)—i—uLR(t)

where the Hermite profiles ug(t) are defined as

pu (2, 1)\ _ _ [ ro o (Pi(z,1) o _ S o P
(53) <aH(x,t)> - Z <H"‘e“ <a0> > aﬂc (ai(:p,t) ) wH(xat) - Z <payj7w0>K€(t) * fa,](x)
1<2 712
la|<[n] |&|<[n]+1

where p;, a; are defined in , and where pg,;, j_’;;,j are defined in Table |1} We obtained the temporal behavior
of urr(t) in Prop In the above existence analysis, we saw that ux(t) decays faster than ur(¢) in some,
but not necessarily all, LP norms, hence we need to study uy(¢) more closely. We note that ux(¢) can be written
as

t
un(t) = —/ eﬁ(t_S)Q(u(s),u(s))ds
0
80 inspired by , , we define the Hermite-Picard profiles ugp(t) and nonlinear remainder uypg(t):

(54) ugp(t) := —/O eﬁ(t_s)Q(uH(s),uH(s))ds

’LLNR(t) = uN(t) — qu(t)

where us(t) = (pr(t),ar(t),dr(t))?, I = L, HP, NR. We have already obtained upper bounds on the temporal
behavior of ug(t) in Appendix |E|and upgr(t) in Prop and In what follows, we will obtain upper
bounds for ugyp(t) and unpg(t), as well as lower bounds for ug (). Our main focus in this section will be to
obtain these bounds, and we will discuss the relative decay rates and the implications for understanding the
long-time asymptotics of solutions in section 5. Our goal is to emphasize the role that the localization of the
initial conditions (and consequently, the localization of the solutions) plays in determining the nature of the
asymptotics.
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4.1. Temporal behavior of the Hermite and Hermite-Picard profiles. We can use the substitution
T \/ﬁ together with the explicit form of the Hermite profiles &y (t) in Table |1f and the explicit form of

B&g(t) to show that their temporal behavior is given by
- 1-5|—|a]
|02 Ke(t) * fdijip(u) =C,(1+ t)fg(k%)Jrer%
f- S 2-a|a|
108 BE(t) * fajll ngpy = Call+ 1) 2070727748

The temporal behavior of the Hermite profiles pg(t), ap(t) are given in the following proposition. These results
follow from explicit calculations of the norms involved, as well as the fact that II commutes with the heat-wave
operator, and we leave the proof to the reader. Note that while these estimates might also hold for higher
derivatives, we only require derivatives up to the order shown.

Proposition 4.1. There exist functions Cj4(t), l = 0,1,2 and constants m, M € R such that 0 < m < Cy4(t) <
M < oo for all t > 0 such that

1

I+|a|
|8bw () 5 Ko () * 02 0ll gy = Cralt)(L+ 1) 20777
fora| <2,1=0,1,2, p € R>g and 1 < p < oco. Furthermore we have
_5(1—Llyy3= l 3=l-]a|
ITTOfw(#) K, () 05 ol gy < C(L4 1) 207200
for any a € N3, 1 = 1,2, 1 € Rsq and 1 < p < o0, except the case when (a,l) = (0,1) and 1 < p < %
This implies that the linear Hermite profiles have temporal behavior given by

~ _5(1_1yy1=lef
(55) 102 1 (#)l| 1) = Cra (D) En(1 + 1) R

\a\

51_1y_lol ~ _5
102ar (1)) 0y = Coa®Ba(l+0) 300755 00 Tag (1)) 1, = CoalO)En(1+ 1) 207504270

~ _3(q_1y_ltlal ~ _3(—ly_lal p
Hag(ﬁH(t)Hip(u) = Cg’a(t)En(l + t) 5(1 p) > +5 , ”a?BCUH(t)H]LP () = Cga(t)En(l + t) 5 (1 p) > +5
where E,, is as in , la| < 1and Cpo(t), Cra(t), I =1,2,3 are independent of (pg, ag,&o)” and are such that

there exist constants m, M € R such that 0 < m < Cj4(t),Cla(t) < M < oo for all t > 0. We also have the
following bounds on the Hermite-Picard profiles:

Proposition 4.2. There exists a constant C' such that we have
lorp Ol < CA+8OTDTT2 0 lagp(t)]|, < C(L+1) 2072472
|B5p(O)llagy < 1+ 872070
forallt>0,]|al<2,0<pu<2and1<p<o0.

Proof. We start with the Hermite-Picard profile agp(t). We look at the weighted norms for an arbitrary weight
w. We first split the convolution:

/ot Hatw(t —8)x Ky (t —5) = [V N(an(s),dn(s))] ‘ Ep(u)ds
< /Ot Hatw(t —5) % Ku(t ; °) ‘ La(p) HK 8) « [V N(an(s), @ (s))] ‘ @
+ /Ot Hatw(t —s)* Ky ( ; )‘ La Ku(t ; %) # [V N(an(s). G (s))] ‘ Eon

We’ll bound the second term, and then as in the existence proof the bounds on the first term follow by repeating
the estimates for the second term line by line after using the weighted estimate on the heat-wave operator in
Prop and taking g = 0 on the nonlinear term. We first split the second integral into two:

L+1 = (/Ot/Q-F/t/:)H@tw(t—S)*Ku(t;s)HLqHKu(t;S)* [V - Nan(s).3n()|

19

. ds
L (p)




For t < 1 we can choose ¢ = 1 in both terms, and since our heat estimate and equation can be used to
show the resulting integrand is bounded, these remain bounded as t — 0. Hence we need only consider ¢ > 1.
For I; we can use the heat estimate to remove both of the derivatives from the nonlinearity, set g1 = 1, use
Cauchy-Schwarz and make use of to bound the norms of My via

t—s

. ds
Li(p)

K= %)« V-N(aH(s),cUH(s))”

t
L < C/Q(t - S)—%(l—%)(l Lt S)%_(l_%)
0

: ~3(-1)-1 1-a-1
< Cm‘;.wX/ (t—s) 2w (At —=s)2 v lmpi(s)l g2 llma ()]l 2y ds
k 0

<CE2(1+1) 303 -34n
For Is we use the heat estimate but keep all of the derivatives on the nonlinearity and we obtain

t —3(L 1y 1_(L_1
b= Cmax/ (=) 2o 2 (14t —s)> o200, (mH,i(S)mH,j(S))HLG(u)dS
v Jt/2

t _3(L_1y 1_(1_1y

<Cumge [ (0= ) D@4 9T G (0000 m] o
=J1+ Jo

For J; we use Cor part (a) to obtain

HaxiamijﬂiHLm HmHJHLPz(M) < ijax (HaxjaHHLm + Haxj"vHHLm)HmHJHLpz(H)

LP2 () + Haﬂ%mH,J’ Lr1 HakaHfHLPz(u))dS

so for 1 < p <2 we can set g1 =1 by choosing p1 = pp = 2 and use 1i to obtain
Ji < B2 30D gy 3= (p)=d+n

whereas for p = co we can let g1 = 3/(2 — 0) by setting p1 = p2 = 6/(2 — ¢), where 0 < § < 1/5 is any number
and we obtain the following

Jy <CE%*(1+ t)_%(4+5)—1+u
For J; we can just use directly, and by choosing p; = py = 2 for 1 < p < 2 we obtain
T < Cl@@) |, 173071 )2 0D

and we can obtain the analogous results for p = co by choosing ¢1 = 3/(2 — §) by setting p; = p2 = 6/(2 — 9)
for some 0 < 6 < 1/5.

The bounds for the Hermite-Picard profiles pgp(t) and &@yp(t) can be obtained by similar arguments, and
are omitted for brevity. However, these calculations are carried out in full form in [8]. O

4.2. Temporal behavior of the linear and nonlinear remainders. If one naively uses the estimates in
Cor. to obtain an asymptotic bound for Ila, then one obtains

5 1 5
()| < Ct—2173)T6
for t > 1 and 3/2 < p < oo, hence for these norms the asymptotic bounds for Ila(t) differ from those of a(t) by
a factor of t°/6. This implies that IIa(t) might decay more slowly than p(t). However, we saw in Prop that
the asymptotic bounds on Iag (t) differ from those of az(t) by a factor t'/2, hence these terms have the same
asymptotic bounds as p(t). We now prove that the same holds for remainder arp:

Proposition 4.3. Let n € [0,2] and let (po, ap) belong to WHP(n) x LP(n) for all 1 < p < 3. Then for arr(t)
defined as in Prop. we have

n_ lof

|08 Ta LR ()] o,y < CE,t 20 tatn—5—5
fort>1,0<p<n and any nonzero o € N3, 1 < p < 0o. If a« = 0 the above estimate holds for p > % On
the other hand fort < 1,0 < pu <mn and for 3/(2—p) <p<oo ifn <1, or max(3/2,3/(3 —pn)) <p < oo if
n > 1 we have
H@Q?HQLR(t)Hip(M) < CE,t~"p
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where p~t = p~1 — 371
Proof. The estimate for t < 1 follows from Cor. parts (c), (c¢), and from interpolation in the case when
n>1and g < 1. For ¢t > 1 the interesting case is when |a| > 0, and we have

108 0L (8) 10y < IT100(E) 5 02K () * @ (O 1 + ITIOR0(E) 5 D2 K () * pLO)

so if a = e; + B for some 4, 5, we can use Young’s inequality to obtain
[Oyw () 0 K, (t) * GLR(O)HEP ) = I Qpw(t) * 0, K, ( )+ 0K, ( ) * arr(0) s,

< | (1) * 0u, Ko (5 | iv () 107 K, ( ) *arr(0)]| Lt + [Hpw(t) * s, Ko (5 Ol l02 K, ( ) *arr(0) 71,
where
1 =z
dm |z
is the integral kernel of the IT operator. The result then follows from our estimates of the Il operator acting on
the Hermite term in Prop since the same result applies to the heat-wave operator. However, for o = 0 the
heat-wave operator only belongs to LP for p > 3/2. We leave the remainder of the proof to the reader. O

m(r) = —

In the following lemma, we collect the bounds for ux(¢) obtained during the contraction mapping argument
in the existence proof and sharpen one of them. For this purpose we define the rate b, , to measure the excess
decay of un(t) above the linear rate as follows, using interpolation for 2 < p < oc:

min( +LTL2J1,10+LHJ1) for1<p<2
(56) bnp = min( L”2J1, 5+ L% ) for p = oo

(bn,oo_bn,2)(1—*)+bn2 for2<p<oo

Lemma 4.4. Let n € [0,2], k > 1 and let ug = (po, ag,&o)? € ﬂ1<p<3W1p( n) x LP(n) x LE(n). If u(t) =
(p(t),a(t),d(t)T is the solutzon in Y, X Xy given by Theoreml cmd Comllary with initial condition uyg,
then the nonlinear term uy(t) in (E) 51) satisfies

102 o8 (1)l oy < CERETor (14 ) stz b

|0%an (t) < CE2tor (1 + ) fnpn=bnp

Hi”(u)
105 GN ()l < CEmt™"r (14 t)~Fmrw=bnr

for 1<p<oo,0<pu<nand|a| <k.

Proof. The estimates for t < 1 are the same as those obtained in the existence proof, hence we need only consider

t > 1. By inspecting the estimates in the existence proof, we see that all of the bounds obtained already exhibit

the extra decay listed in the first argument of the minimum in , with one important exception. The estimate

of the unweighted norm of I; in stops improving relative to the linear rate for n > 1/3. The |a| = k

derivative also may decay slower, but we don’t estimate this here.
So we need only improve on the bound in for n > 1/3. We can split I; into two pieces:

£3/5 t/2 _3(1_1y 1_(L_1y
o) 1T / /3/ (t=s) Zo vl 4t=g)? o v
tO

=:J1+ Jo

t—s
ds
La1

)+ [V Nals),3(5))]|

Since we are interested in the limit ¢ — oo we assume t/2 > t3/% here, but for 1 < t2/5 < 2 we can obtain the

analogous result. For J; we make a modified estimate by taking all of the derivatives off of the nonlinearity and

onto the heat-wave propagator by using our heat estimate. We can then set g = 1, use Cauchy-Schwarz and

use Cor [2.2|part (b) to obtain
13/5

S -1-13 ()
J; < ; (t—s) 2(1+t—s)2 ‘a2 m(s)m;(s)|rads

1y 1 |of 1_ o

<opt 30 22/ (la(3)ll o5 + I1E(8)llposs) *ds < CE2 3079727 5 +15-
0
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For .Js, we can use the same estimate as before. Taking the divergence and 0% off of the nonlinearity by using our
heat estimate, setting q; = 1, using Hélder’s inequality and Cor parts (a) and (c) we obtain the following
forn > 1/3:

t/2 _3(L_1y_1_lal L_(L_1y
JQS/ (t—s) 22a 27 2 2 (14t —25)2 ‘a1 2|0y, (Mmi)my|lLads

5 @ t/2 5 @ n
t_§(1_%)_% / (1+ 8)_%_L"J1ds < CETZLt—Q(l—%)—%"‘%_SL&sh
t

3/5
This same improved bound can be obtained for py(t) and Wy (t) as well. O
We now use the estimates just proven, together with a bootstrapping argument, to obtain more refined

estimates of the temporal decay of the nonlinear remainder. For this purpose we define the rate l;nm to measure
the excess decay of ung(t) above the linear rate via

#—i—min@n—%,n,%) for1<p<2

(58) bn,p = # + min(n — 3, %L) for p = 0o

(i)n,oo - Bn,?)(l - %) + bn,Z for 2 < p< oo

Theorem 3. Let n € [0,2], k > 1 and let ug = (po,ao,@o)’ € ﬂ1<p<§W1’p(n) x LP(n) x LE(n). If u(t) =
SP>3

(p(t),a(t),d(t))Tis the solution in Yy, x X, given by Theorem and Comllary with initial condition g,
then the nonlinear remainder ung(t) in satisfies

102 PNy < CE2(L+ B2t (14 £)~brrat s bus
108 an (1) gy < CER(L+ BR)E (1 1)t
108N Ry < CE2(1+ B2t (14 t) " mwsnbor
for1<p<oo,0<pu<n and |of <min(l,k—1).

Proof. Again the estimates for ¢ < 1 are identical to those in the existence proof, so we only consider ¢ > 1. By
definition we see that the nonlinear remainder uyp must satisfy the following equation:

t
ung(t) = —/ L) [Q(UH, urr +un) + Q(urr + un,un) + Q(uLr + un, uLr + UN)} ds
0

We start by looking at the Duhamel term corresponding to ayg. By expanding the nonlinearity, we see that
for an arbitrary weight 0 < u < n we need to bound the norms of terms of the form

/Ot Hatw(t —5)x 0y K, (t — s) % [8%.8%. [m17i(s)mJ7j(s)}} ’ ip(“)ds
t
g/o ot~ 5) *Ky(t;S - K () w000, [ s()mas(s)] | s
[ owte = s S0 Josa 50 [, Imvatomss 1],
0 D IR | V7Y | FE L 7 L1 ()

for pairs of indices (I,J) = (H,LR),(H,N),(LR,LR),(LR,N) and (N, N). We will bound the second term,
and the bounds for the first can then be obtained by repeating the same analysis by using the weighted bounds
in Prop. as described previously. We split the second term into two:

82‘](1,(75_?8) * [8%6% [mj,i(s)mj,j(s)]] ’ ds

/OtHatw(t—s)*Kl,(t;S) ’Lq‘ Lo ()

([ lowe—n i)

t—s
2

ds = I{" + 137

YK, (——) * [89310% [ml,i(s)mJJ(S)]] ‘

L4 L1 (p)
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Bounds for I{” and I/ can be obtained for (I,J) = (H, LR),(H, N), (LR, LR), and (LR, N) using very similar
arguments. We bound these first, then bound (N, N) later. For I{/ we use the heat estimate to take all of the
derivatives off of the nonlinear term, and then use Holder’s inequality as follows:

t/2 31 _1y_q_lal 111
(59) I{JS/O (t—s) 2(q1 p) 1- (1—i—t ) (ql p)HmIZ( )HLPl )||mJj( )”LPQdS

For (I,J) = (H,LR), (LR, LR) we choose p; = ps = 2 for 1 < p < oo and use our estimates in and our
estimates of the linear remainder in Prop[4.3] and we obtain

_1_ e

PR < CpRETDTTE L o) and  IPRER < ORRTH0TD TS GO L
For (I,J) = (H,N),(LR,N) we use Cor. (b) and pull the first factors out of the integral to obtain

1J 3( ) 1— \a\ (L_l) t/2 o
L7 <t 2o 2(1+1t)2 o / 11,3 (8) o1y (lag ()] rs + 165 (s)lles ) ds
0

and we then set py = p3 = 3/2 for 1 < p < co and use our estimates in and in Prop together with the
estimate of the nonlinear term in Lemma[4.4l We find

_5q_1y_1_lel (1
I{{,N S CE?Lt 2(1 p) 2 p) +p+ma (6 n,O)Ln,1/6(t)

_5(q_1y_1_lof 5 _p—
If/R,N SCE?Lt 2(1 p) 3 ) “F,U«erax((). n bn’3/2,0)Ln’16/33(t)

For I}/ we leave all the derivatives on the nonlinear term and obtain
o [ ~3(E-1) 1 -1) qa
(60) L7’ < (t—s) 2ta P (1+t—ys) Ha Oz, 0z, [m“( s)my;(s ]Hqu(u)d

t/2
Using Liebniz’s rule and Hélder’s inequality we have

a+te;+e;
(61) 102" [muri(s)ma ()] ] fan ) < Zm+wza+ei+ej 103 mr il jor (0 [1027 Mg 5| Lp2
For (I,J) = (H,LR),(LR,LR) we choose p; = py =2 for 1 < p <2 and make use of our estimates in Prop
and[2.9] Here we obtain
|
and IzLR’LR < CEgt_g(l_l)_iJr“ "

whereas for p = oo we choose p; = p = 4 and use Prop [4.3]and[2.9]to obtain
I;LLR < CETQLt_g—g—%ﬂL and ILR LR < C’E2 s lalylog

On the other hand, for (I,J) = (H,N),(LR,N) we use Cor. [2.2) -part (b) on my,; when v = 0 and choose
p1 =p3 =3/2for 1 <p <2 to obtain

1 \a| _ntlnlg
2

_ 511y _lo 1 nli _5_1y_lo _
IQH’NSCESZt s(I=5)— G Hu—g——5+—bns/ and IQLR’NSCEgt 5(1=3) +ut3 bn,3/2

whereas we choose p; = 3,p3 = 2 for p = oo to obtain

Ly o _mtley

and  IFPN < OB} et

If 2 # 0 then we use Cor. [2.2] Epart (a) on my,; and choose py = pa = 2 for 1 < p < 2 to obtain

[N < cpdi—tsns

\al lnl1

_ly ey, 1 _ _5=y_lel, ntlnly
N < opy3mp)=mtema b g [ERN < oo e T b

whereas we choose p; = 0o, ps = 2 for p = 0o to obtain

§7\al+# LnJl 5_ laf n+L2nJ17bn2

IHN < CE3 — —bn,2 and IQLRN < CEg ,,,7+#+2

We also need to bound the norms of the terms for which (I,J) = (N, N). For this we will need to bound
1 =0 and g = n separately, and the remaining bounds follow from interpolation. Starting with g = 0 we first
bound I fv N by removing all derivatives from the nonlinearity using the heat estimate and use Holder’s inequality
as in (59), but we then use Cor. (b) on both terms to obtain

NN t/2 _3(L_1y_q_lal 1(i-1 .
L' < / (t—s) 2o » 2 (1 +t—s)2 'a (HaNHLp?, + HLUNH]LP;)(HCLNHLM + HwN”Lm)dS
0
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We can then choose p3 = pg = 6/5 for 1 < p < co to obtain
NN < CE%*%( — )=l L tmax(T - |n)1—2b, 675, )L 17 ()
1 = n n,36
On the other hand for I3 we leave all of the derivatives on the nonlinearity and use Liebniz and Hélder as in

. Without loss of generality, we assume |y1| > |y2|, and that for some k, 41 = 4 + e,. We then use
Cor. (a) on the first term and Cor. [2.2[ (b) on the second to obtain

NN ' ) _ %*(i*l 71 1 2 2,5
L' < (t—s) 2o P(1+t—s)2 'u (||8 an|[zer + |0} wNH]Lm)(Hax an|zrs + |0} wNH]Lp?,)dS
t/2

For 1 < p < 2 we choose p; = p3 = 3/2 to obtain
IéVN <CE4t 2(1—7)— ‘-&—,u-&-f—L nJ1—2by 3/2

whereas for p = oo we choose p1 = p3 = 12/5 to obtain

Lo

IéVN < CE4 -3 uts—Inli—2bn 125

Finally we need to consider the weighted norms when g = n. For I}V we remove all derivatives from the

nonlinearity using the heat estimate, but we need to split the weight between the two terms. For 0 <n <1 we
split the weight evenly between the two terms and we can then apply Cor. (b) to both terms and pull out
the first factors from the integral via

t/2 lof 1 1_1
NN < t—s 7%(i7%)7177 1+t—s 2 (qll 11’) mn.,i\S)lii»p ||77’LN ( | o2 (n)dS
1 0 L 1 ) "] L 2(2)

2 2

(L_l) t/2
a P / (lanllzes(ny + IGN l[Lrs (2y) (lan || Lo 2y + |EN ILra () ds
0

whereas for 1 < n < 2 we split the weight unevenly between the two terms and apply Cor. (b) to the term
with less weight and Cor. (¢) to the term with more weight to obtain

t/2 31 1_@ 1_ 1 _ 1
IINN S/O (t—s) 2 ) 2(1+t—s)2 G p)HmNz( )||Lp1 (1+251) HmN,J( )H[‘:Pz("T*l)dS

t2
D (lawlpss ety + 188l (1 222) (lall ooty + (@l (21 ds
( )

In both cases the choice of p3 = py = 6/5 satisfies the constraints imposed by the use of Cor. (b), (¢), so
for 1 < p < oo we obtain
N < CEth’%(lﬁ) 5= §+max(F—(n)1-2b, 6/, )Ln 17 (t)
736
For 1 < n < 2 we can obtain a different bound, and note that in the overlapping region 1 < n < 2 we can use
the better of the two estimates. We split the weight unevenly in a different way and apply Cor. (b), (c) to
the terms with respectively less and more weight to obtain

t/2 3¢ _1y_q_la 1(1_1
I{VNS/ (t—s) 2371 (L+1t—s)2 G p)”mN1< >”Lpl(l+" ! HmNd( >HLP2(2(" 1))d8
0

lal 11 t/2

2 (1+t)2 a1 p)/o (||aNHLp3(1+ +||wN”Lp3 (1401 )(Ha’N||LP4(2<";1))+ ”wNHLM(Q(n;n))dS
In this case the choice of p3 = 15/13, ps = 5/4 satisfies the constraints imposed by the use of Cor. (b), (c),
so for 1 < p < oo we have

Y < opt i)

For Iév N we leave all derivatives on the nonlinearity as in 1@! use Liebniz and Holder as in and put the
weight on the term having fewer derivatives to obtain

t 31 _1 iy
N < / (t—s) 2D (1t = )2 @0 o1 022 )
t



where without loss of generality we assume |y1| > |y2|. We can use Cor. (a) on the first term, and either
Cor. (b) or (c¢) on the second term, depending on n. In either case one obtains

1

¢ _3¢1 1 101 1 Cen o
IEAR S// (t—s) 2@ 8 (14t—s)7 @ ”)(Ha;l Fan| o +102" " FEn e ) (1032 an || Lrs o)+ 10728 |Les () ) ds
t/2

for some index k. For 0 < n < 1 we use Cor. (b) and choose p; = ps = 3/2 for 1 < p < 2 to obtain
IéVN < CE%j‘%ﬂ‘%)“%"“”“’%‘L”J1—2bn,3/2
= n

whereas we can obtain the exact same bound for 1 < n < 2 using Cor. (c) with p; = p3 = 3/2. We can also
obtain the same bound for 1 < n < 3/2 using Cor. (c) with py =2, p3 = 6/5 for 1 < p < 2, and also for
3/2 < n < 2 using Cor. 2.2](c) with p; = 6/5, ps = 2. Finally, for p = 0o and 0 < n < 7/4 we can use Cor.
(b) by choosing p1 = ps = 12/5 and we obtain

]éVN < CEitfgf%+”+%*LnJI*an,u/s
and for 7/4 < n < 2 we can obtain the same bound by using Cor. (c). For 3/2 <n <2 we can use Cor.
(c) with p; = 3, p3 = 2 and we obtain

INN < oEM 3 Aty inhi—bas b
— n

The excess decay rate Bn,p can therefore be found by collecting these results and finding the slowest decay,
and the bounds for the terms pyr and Jdyg can be obtained similarly. These calculations are carried out in full
form in (8. O

5. CONCLUSIONS

We can now discuss the implications of the results from the previous section for the asymptotic approximation
theory of the modified compressible Navier-Stokes system. It is desirable to make approximations which are
efficient, in the sense that they are easily evaluated, and it is also desirable that the approximations are accurate,
in the sense that the error is small relative to the size of the approximation. For concreteness, let us describe
the results for p(t). We have decomposed p(t) into pr(t) and py(t) in (51), used the Hermite expansion to
decompose pr(t) in py(t) and prr(t) in , and we have decomposed py(t) into prp(t) and pyr(t) in .
We list these terms in order of efficiency, which we will define qualitatively as the computational complexity
required to evaluate each term at time ¢ > 0, as follows:

e The term pp(t) can be evaluated directly from the formulas in Appendix [D] once the moments of the
initial conditions pg, ag are calculated.

e The term prr(t), as well as pr(t), must be evaluated by computing a convolution of the initial conditions
po, ag with the heat-wave kernels.

e The term pyp(t), can also be evaluated by computing a convolution with the heat-wave kernels, and
then integrating this convolution up to time ¢t > 0. In principle, an explicit formula for the function
prp(t) could be obtained, but it would take further analysis to determine its form.

e The term pyg(t), as well as py(t), require knowledge of the true solution at all times 0 < s < ¢t. With
this on hand, these terms can then be evaluated by computing a convolution with the heat-wave kernels,
and then integrating this convolution up to time ¢ > 0.

On the other hand by collecting the results from Prop. Prop. equation 1} Lemma and Theorem
we have the following for all t > 1, 1 <p<oo,n€[0,2],0 < pu <n:

-V P S WIS §
lor (D)o, < 2070 HF2

g(l—%)—&-u—&-l—%

IN

HPLR(t)Hip(H) ct
ci 3=t

IN

loap ()0 ()

Recall that the bounds for pypr(t) were obtained separately for 1 < p < 2 and for p = oo, and for 2 < p < 0o
the bounds were obtained by interpolation. For all ¢ > 1, n € [0,2], 0 < u < n, we have:
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loNRE)jp(y < C t_%(l_%)ﬂﬂr%_min(%_%’n’%) for 1 <p<2
Lp(p) = 4= 3+pt3—min(n—3,3) for p = 0o

Note that our explicit bounds show that the bounds on py are sharp. While we have not obtained lower
bounds on pgyp, our analysis suggests that these estimates are sharp as well. The bounds on prr depend on the
properties of pp and ag, but in general our example in Remark [2.4]indicates that these bounds are saturated as
well. Finally, it is unknown to us whether the bound for pyg is saturated.

For 0 < n < 2, there are two relevant choices of approximations for p(t) that one could make: pgpy(t) = pr(%)
and papp(t) = pu(t). Comparing the estimates above for the various values of n, we can summarize how the
localization affects the relative asymptotic behavior of the various terms py, and consequently determine the
optimal choice of asymptotic approximation as follows:

e First, we see that for all n > 0 and all 1 < p < oo, pn(t) decays more quickly than pr(t), although our
findings indicate that we need to take n > 2/9 to achieve the t~1/2 extra decay of py(t) above the rate
of pr(t) for 1 < p < 2, and we need to take n > 1 to achieve the t~1/2 extra decay for p = occ.

e For 0 <n <1 prr(t) in general can decay more slowly than pg(t), hence we need to take papp(t) = pr(t)
to capture the leading order behavior for p(t).

e For n > 1 we need only evaluate the explicit functions pg(t) to obtain the leading order behavior.

e For 1 < n < 2 the next order of behavior is given by prr(t), while pyp(t) and pnr(t) decay faster still.
Hence we could either use pgpy(t) = pr(t) or papp(t) = pu(t).

— In the first case, the error decays t~1/2 faster than pm(t), hence this is a more accurate, but less
efficient, approximation.

— In the second case the error decays t~("~1/2 faster than pg(t), hence this is a more efficient, but
less accurate, approximation.

e Finally, for n = 2 there is no loss in accuracy by taking papy(t) = pu(t).

e The Hermite-Picard term ppp(t) decays more quickly than prr(t) for n > 2, hence in this regime we
would either take papp(t) = pr(t) + pup(t) or papp(t) = pu(t) + pup(t). However, we do not consider
n > 2 in the present paper for reasons discussed below.

Precisely the same statements can be made regarding the asymptotic approximation of a(t) and ().

In order to contextualize these findings, let us compare the results obtained here for the modified compressible
Navier-Stokes system to those obtained by Hoff and Zumbrun for the compressible Navier-Stokes system. First,
note that our results are specified in terms of p, a, and &, whereas Hoff and Zumbrun’s results are specified in
terms of p and m. As remarked, we make use of a and & in order to avoid the delocalization effect of Brandolese,
but in addition this has the benefit of allowing us to consider initial conditions with less restrictive smoothness
and localization requirements, since for instance an initial divergence ag in L' can correspond to a momentum
field 7y which is not in L'. Furthermore, as noted prior to Prop. if we naively use the estimates in Cor.
to obtain the decay rate of Ila(t), we obtain a bound which is in all likelihood not sharp. While we work
around this for ay in Prop. and arp in Prop. it is more complicated to work around for ay since this
involves nonlinear estimates. We defer this obstacle to future work. Therefore it is more natural to compare
our results on a and @ to Hoff and Zumbrun’s results on the derivatives of m. We see that in the parameter
regime 0 < n < 1 the more lenient localization requirements allow our solutions to decay more slowly, and that
our nonlinear term can in general decay less quickly relative to our linear term. Furthermore, while Hoff and
Zumbrun show that their linear approximation wuap,(t) = uz(t) is sufficient to obtain ¢~1/2 extra decay relative
to the linear rate, our analysis shows that it is in fact necessary in this regime. In the regime n > 1 we obtain
the same decay rates as Hoff and Zumbrun.

Comparing our results with those of Kagei and Okita also presents several points of interest. We see from @
that the next order term in the Hermite expansion appears in the expansion of Kagei and Okita. Also, for all
values of n the error made by our best asymptotic approximation achieves at most t~/2 extra decay relative to
the linear rate, while the error of Kagei and Okita’s approximation achieves t=3/% extra decay. The key difference
between their approximation and ours is given by the last term in @ This term contains an integral which
requires knowledge of the solution for all time 0 < s < 0o, hence this approximation cannot be made a priori.

Our analysis suggests that it is necessary to include terms which cannot be computed a priori in order to

achieve additional accuracy beyond the t~/2 extra decay achieved by Hoff and Zumbrun. The reason turns out
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to be visible from the analysis in Lemma Specifically, note that for ¢ > 1 the term J; in contains the

term
1
le/ (t—S)_
0

Here, the only option available is to pull both derivatives off of the nonlinear term using the heat estimate, and
one obtains

(S5

Ut ) DK (- )« [V N (a(s). 5(9)] 11 ds

z —%(1—%)—1 3-(1-1)
Jp <t (1+1) max HmZ s)m;(s)| prds

However, now the integral no longer depends on ¢, so since we know that these estimates are sharp, it seems
that this decay rate cannot be improved upon. If we include this term in our approximation, the same reasoning
would then apply to the integral over s € [1,2]. Thus we must find a way to include some of the nonlinear
term in our approximation. For instance, one could include all of the nonlinear terms present in J;. However,
from the form of J; in this would mean that one would have to compute the true solution up to time ¢3/5
in order to obtain an approximate solution at time ¢. In other words, the approximation could not be made a
priori. While this would mean improved accuracy, it would come at an increased computational cost. However,
our analysis strongly suggests that one could obtain approximations which are less computationally expensive
to evaluate at time ¢ > 0 than the true solution.

Finally, we discuss how our results will aid in obtaining higher order approximations for the compressible
Navier Stokes equations. Our Hermite expansion allows us to extend the approximation made in to arbitrary
order. However, since the connection to the original compressible Navier-Stokes system is via the series of
approximations , , , we stop our analysis of the modified compressible Navier-Stokes system at n = 2.
In order to obtain higher order approximations for the original compressible Navier-Stokes system, it is necessary
to improve both the approximation in and in . We leave this to future work.

In the present paper, we study the effects of localization by working with solutions of the curl-divergence rep-
resentation of the modified compressible Navier-Stokes system in weighted spaces, which has not previously been
considered, and obtain several insights into how these improvements might be made. The weighted estimates
obtained for the II, B, heat and heat-wave operators can be used in the analysis of the original compressible
Navier-Stokes system directly. The weighted estimates on the Il and B operators especially help to prepare
for the investigation of the delocalization effect of Brandolese for solutions of the compressible Navier-Stokes.
Furthermore, the analysis of the quadratic nonlinear term of the modified system sets up a framework to handle
those of the original system, since one of the nonlinear terms is identical, several others are quadratic as well,
and higher order nonlinear terms should decay more quickly. Finally, the nonlinear analysis suggests how one
can achieve additional accuracy with approximation terms which are not computable a priori, while preserving
a standard of efficiency.

APPENDIX A. PROOF OF THE ESTIMATES ON Il AND B IN PROPOSITION

We begin the proof with the following Lemmas:

Lemma A.1. For ps,p3 and n chosen as in Propositionpart (b) above, and given f,qg such that
9(y)
flx) = / Ty
) R3 [z — y[?
we have

[ £1lzr2 () < CllgllLrs ()

Proof. The proof is based on a dyadic decomposition
3
where Ag = {z € R : [z| < 1} and A; = {o € R? : 2771 < |z| < 27} for j € N. Let f; = fxa, and gj = gxa,.
Clearly fi =} cnAij, where
9;\Yy

Sz —y|?
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For the case |i — j| < 1 note that if

9i(y)
o) = | dy
’ 4, 1z —yl?
then by the Hardy-Littlewood-Sobolev inequality ([10] Theorem V.1), we have

1As]|re < [|hj (@) Le2 < Cllgslles < C2771 g Lrs

for an « € (0, 1) of our choosing. Next, we consider the case i > j + 2. By the triangle inequality

3l < ( [reao( [ron 2 a) " ar) "™

Since i > j + 2 we have |z — y| > 272 and hence

8l < ( [ra@( o 2%m) w)"™ < g [ao( [ olsela) )"
= oo ([ra@a)"™ [xawlola < g ( [xa@a)”™ ([ wi) ™" ol

C . 11 .
(62) _ ﬁ23z/p2233(1 p3)||gj||Lp3 =2 ) ])||gj||LP3 ’

where in the last step we used . By a very similar argument, if j > i 4+ 2 we have

1
—3(1— 5

—3(L Ly
||AinLP2 < (2 (53U Z)ngHLPS )

Recalling the limits on the support of f; and its decomposition in terms of A; ; we have the inequality:

il < C2fillm < €20 327365000 0y
jeN
—li—il=3(2 L _ny(i—j alimi
(63) < 0 2 GO gy < ST 027 gy
jeN jEN

for some o > 0, since —1 < B(Q*T" — p%) < 1. Considering now f itself, we have

11z Znﬁ B

and since

6 3l <Z(ZC2 N glmsy ) = D0 (S0 C2 IO g )
2 J

7

we can then apply Hoélder’s inequality and interchange the order of summation to obtain

P2
) Wy <O [22 B gy ] <O[ZZZ gy ] ™ <l

where in the last step we compute the geometric sum and use convexity since ]% = 3_3p3 > 1. g

Lemma A.2. For 1 < p3 < py < o0 and n € [0,2) chosen such that
2—n 1 3—n

3 3 3

_ 9(y)
1@ = [

£l ez (n—1) < CllgllLrs ()
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Proof. Defining f;, g;, A;; and h; analogously to the above much of the proof follows in almost identical fashion.
The key difference arises from the fact that ps lies in a different range in this case. In the step analogous to

, we have
1

1fill a1y < C207V fillen < 020Dy 272G =300 gy )

jeN
11 1 _arb 1 NN\(;__ i ..
—3li—=31=3(5 =55 —3) (=) —ali—
< C)y 2 ¢ b3 3 gl o3y <D C27 gl o3 (n
JjeN jeN
for some o > 0, since —3 < 3(3 — % — ) < J. The estimate in the lemma now follows by a summation similar

to that in and . : O

Proof of Proposition The operators 0,11 and 0., B are singular integral operators formed by kernels of
Calderon-Zygmund type, so part (a) follows from Theorem II.3 in [10]. Examining the form of the II and B
operators, we see that part (b) follows directly the result of the Lemma

For part (c), we use our modified versions of B.2, B.3 to complete the analogous proof in |[3]. Write

1 TP —Yi T
Ha) = —— — d
(1), 47r/RS<rm—y|3 m|3>a(y”

using the moment zero condition. Using the identity

(i = yi) — o — yPPas = (@i — ya)lal*(J2] = |z = yl) + o — ylQzi(z - y) — wil2]* — zilyl?)
it follows that
|2 (i — i) — & = ylPzi] < Cle = yllzllyl(|z] + y]) < C(lx — yllzPlyl + = — y[*|zllyl)
and hence |(Ila);| < C(uj + ug) where

1 [ |ylla(y)] 1 lylla(y)]
= — —_— = ——= 7(1
w@ =g [ ey ® o 2@ EEp ) oy Y

Therefore, using Lemma With fi = |z|u, fo = |z|?u2 and g1 = g2 = |y| |a(y)| we have

[Hallprony < CHX\.|§1HGHLP2 + CHXH>1’ . ‘nHCLHLm
< C|Mal|,,, + CHXI-\>1| : |nu1HLp2 +C|IX|>1] - I"u2’ .
< C|Mal| by + Cl il o2 ury + Cll P2 o2 (2
<

CHa’HLl’B(nfl) + CHngLP:S(nfl) + CHQQHLPB(nfl) < CH“HLPg(n)

The proof for B& is analogous.

APPENDIX B. PROOF OF HEAT ESTIMATE IN PROPOSITION

Proof. We prove that

1 n—

_lel 31 _1y_n—p
109 K () # Fll o < CH™ 2 2070 20| oy

and the result then holds by estimating the i)”(,u) norms separately for vt < 1 and vt > 1 using different values
for q. Write

1085, . 0)* Pl = 11 [

s YR 0 )l < S+ S+ S5
ly>vut  Jlyl<vit :
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where

si=| / 0 o = 1) ()X v 2,

S0= 32 Gl [ 08 Kl 0y il
|/3\<~

n+l 8 ! 7 gatB
S3= Y T H/ y f(y)/ (1 - 8" K, (z — sy, t)
Bl By <yt 0
and where we used Taylor’s theorem
~ 1 1 3
BE -y )= 3 (- >'ﬂ‘95,(“) D D i T
- 0

|BI<n |8]=n+1

For Si, we change variables and use |Z| < |Z — g| + |9

I ], 08K = 0t Xzl < 00555 [ o 08K, = )5 (Vo il

I
2

+ /RS 91105 Ko (7 — g)f(\/ﬁg)xwdg”ig}
We can then use Young’s inequality and change back to our original variables:

o E,M+i a ~
H/R3 Ky (x =y, ) f()X > ol o,y < (V1)2 2 720 [H%Ku(x)Hme 3 Hf (VVtg)X|gi21 ]l s

1O K@ o 15 F (VoA=L

PQ‘HI p

p—n_lol y3(1_1
< cwn TG q)||f(y)||ig(n)

For S5, we can factor out the y dependent terms from the L norm

o a8l w3 1_1 ~
O P i e o TP e 2
Since |f] <n<n-—3(1— l) we use the zero moment property to obtain
Y
‘/ V)dy| = ‘/ | |n \m'y"ﬁ"f )y
|y\<m iVt Yl
—n+|8] 5+ -3G-D
< W™ il g 10y < CON T g
For S3, write
B B ' i gt
e P [ 00 f AR A e
<ot e ly| </t [ 0 } %
lo 1 _
e Ear [ ] [ a-srer G - spas
l7]<1 0
o]
<t R e [ sl [ | - ) ]ds]
lgl<1
Now using the fact that s < 1,|g] <1 we have
15 M 7~ s : 7~ s
PR — )| = | Y0 i@ — s expl— 20| < O+ [y expl -2
7=0
and ~ ~12 =12 =12 =~ 2)~12 =12
exp [~ 77 e [ T ey [ - 15 4 220 W ¢ gy [ T
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If we let 6 > 0 be such that n — 3(1 — %) + 0 <n+1, then we have

2
8

13

lal w3
| Dy f(y)dyll iy < (V)2 T2
lyl<vvt L)

and since the integral in § no longer depends on = we have

Ly

(14 [+ 14la /~| AV expl-
gl<

512
~ 7 X
(1 + )74 expl -2

lof y gy 3
8 ()5 tET
| Py f(y)dy”Lg(u) =(wt) 2727 3

ly|<vvt

o L sl
T y<

lo]
<COn TS [ (ot ldg

lg1<1

La(n)

APPENDIX C. PROOF OF THE HEAT-WAVE ESTIMATES

C.1. Proof of Proposition We first obtain point-wise estimates. Recalling the form of the Kirchhoff
formula, we need a bound on the spherical integral of the Gaussian, so we begin with the following estimate:

Lemma C.1. There exists a constant C > 0 depending only on ¢ and v such that

—\x+ctz\2 1
/ e vt dS(z)<C(1+t) e
|z|=1

_ (zl=ct)?
3vt

Proof. We recall the proof given by |5|. First note that the integral above is rotationally invariant so that we
may, without loss of generality, set © = |z]e;. It then suffices to integrate over the set {z : |z| = 1, 21 < 0},
since the other part is smaller, and we will relabel z with —z for convenience. Note that for such x and z,
3l — ctz|* > (|z| — ct)? + 2|z — ctz|?

= (|z| — ct)® + 2(|z|* = 2|z|z1¢t + A13|2)?)

> (|| — ct)? + P12 + 2]z)? — 2|z|ct + A2

= (Jz| — ct)? + 2 + (V2|z| — ct)® + 2(V2 — 1)|z]ct

> (|z] — ct)® + A3(1 — 237)

This can then be used to obtain the estimate

—|lzle; —ctz|? —(lz|—ct)? _Pra—z]) ct\—1 —(la|—ct)?
/ e vi dS(z) <e™ vt e 3w dS(z) = C’(—) e~ aut
|z|=1,21>0 |z[=1,21>0 v

by a simple calculation using the parameterization 23 = /1 — (23 + zg) of the hemispherical integral.
We can remove the blow up as ¢t — 0 as follows. Note that for |z| = 1, we have

2
|z + ctz|? = |z|* 4+ At — 2ctzy|z] > |333| — A2

50
2 2 ||

Lotz _Le e _lai?
/ e vt dS(z) < / e swiev dS(z) < Ce vt .
|z|=1

|z|=1
O

Proof of Proposition We first derive pointwise bounds for the Green’s functions w * K, Oyw * K, and
0?w * K. Using 1| and the above lemmas, we find

|w * Ky (x)] < ’boct/ Kyi(x + ctz)dS(z)
|z|=1

_ |z+ctz|2

gc*(ct)li/ e o dS(z)

|z|=1

r\—ct)Q

(s
<Ot i(1+t)re T
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for some constant C. Using the analogous bounds we then find

_(zl=ct)? (2| —ct)?

0w * Koy(z)] <t 3(1+1)"2e 15t and  |0%w* Kyu(z)] < Ct2(1+1t) e Tt

The desired L9(n) bounds then follow from an estimate of the L9(n) norm of the translating exponential:

(:]=ct)? (z|— (r—ct)?
lle™ Tt Hq fem) :/ (|x|™)%e™? e d:c = C/ e ¢ T r2dr
R4
> /2 na+2, M 1/2 ~,1/2
= (t7°1) t/2dr, r=rt
0
na+3)/2 [ an +24 _a—al/2)? (na+3)2 [ 1/2\ng+2,,— 22 - 1/2
= ¢\ 7 e dr =t\"™ (p+ct/=)" e 150 dp, T=p+ct
0 $1/2
< ¢(nat3)/2 / (pt? 4 t(nq+2)/2)e—‘f%idp < Otnat3)/2(q 4 ¢(na+2)/2)
R
and hence
_(H—ct)2 < ny 3 ny
|le” Bt Hiq(n) Stz (1 +t)2
O

C.2. Proof of Proposition

Proof. The proof follows by putting one of the derivatives in on pg. Specifically, we have

02w * Ky po’ < cat!d™ 1’ / Ky * po(z + ctz)]zddS(z)’
1<\ <2 |21=1

< Z Z ca+ejt‘o‘| / D3 Dy, [Kl,t * po(z + ctz)} 2;2%dS(z)

0<|a|<1 j=1 |21=1

IN

> 2320 ‘t;"—g/ [/ eXp[—MJFCtZP]dS(Z)MD po(y)|dy
ate; - 21 St Zj

0< || <1 j=1

and we can then use Lemma

‘8 w* Ky % p ‘ <C’Zt 2(1+1t)” é/ exp[— (|x—y\—ct)2”D 2 (y)|dy
vt % PO - 150t 0
3 _1 (I-] = et)?
:C;t 2(1+1) 2exp[—w}*‘l)%po‘($)
j:
hence for small times we can make the estimate
52 K . <C = 2 t M D
107w % Kot % poll Z L) | exp [ = S50 # [ Day ol ]
3 _§(l_l) _l(,_, K 3
<> DA+ 072D IDsp0ll gy + 5 (L4651 Daypoll o]
j=1

whereas for large times we use the Young’s inequality together with the estimate in Prop.

APPENDIX D. EXPLICIT CALCULATIONS OF THE HERMITE PROFILES

D.1. Explicit functional form for the hyperbolic-parabolic Hermite profiles. The functions p1, a1, po,

as, lay and Ilas are given by the following explicit formulas:
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_ (z|—et)? _ (z[+et)?
(] — ct)e™ 0T+ (|z| + et)e” o

1) =
pr(@;1) 2lz|(dn (1 + vt))3/2
2 o|+ct)? — )2 o|—ct)?
PSS S 1 L2 e S P
2|x|(4m(1 4 vt))3/2 L 2(1 + vt) 2(1 + vt)
_ (a|+et)? _ (z|=ct)?
1 e 40+vt) — e 4(1+vt)
t) =
pa(@,?) (47)3/2(1 + vt)1/2 c|z|
: 0S5 4 o+ g
a(,1) = (|lz| — ct)e + (|| + ct)e
(47 (1 + vt))3/2 2|z|
@ _Geeen? [ (ja]  ct) _Geisen? [z (] + ct)
Ha: — [ (vt (7 1) _ oAt <7 1)}
N Un )32+ )2 € 2l +wt) )€ 2(1+ut)
1 G e ol + o
T (& v e v | —C T C
May = ——m =~ Erf(— — & )

where
T 2
Erf(r) = 2/ e “dz
0
Given a spherically symmetric initial condition (ug,0)”, the solution to the wave equation is given by

(2] = ctyuo(ll=] — ct]) + (| + ct)uo(|z] + ct)

(66) u(z,t) = ol

Taking ug to be K, (t) * ¢g, we obtain the equation for p;. We compute a1 by plugging ug = K, (s) * ¢ into
, taking the derivative of u(z,t) with respect to ¢, multiplying by —1 and then setting s = .
To compute Ilai, note that

Ilaq = V(Aflal)
and that since a; is spherically symmetric it suffices to compute Vu, where
1 0. 450u
2o o) @
The result follows by computing an indefinite radial integral, ensuring the integal is zero at the origin, and
making use of
_ xdu
o or

To calculate the explicit forms of ps and as we use the fact that the solution of the wave equation with a
spherically symmetric initial condition of the form (0,ug(r))? is given by

(67) Vu

(68) u(z,t) = _/0 (|| — es)uo(|lz] — cs|§|;r|(]:v| + es)up(|x| + CS)dS

hence we have the result above for ps, and ao is found by using . [Tay is computed using the same method
used for Ila.
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D.2. Explicit functional form for the divergence-free vector field Hermite profiles. We compute Bg;

where
o 1 \V4 ( _4(‘11215) ")
;= - X (e b €
T (4m )32 (1 + et)32 ’
and note that in view of the definitions in Table the terms B f:;é,j can be computed by taking appropriate
derivatives. One can check that the function

1
(4m)3/2(1 + €t)3/2

has curl equal to g; since the second term is a gradient, hence has zero curl. Furthermore the divergence of the
above expression is zero, since the divergence and gradient cancel the inverse Laplacian in the second term. As
before we can compute the inverse Laplacian of the Gaussian term by exploiting the spherical symmetry and we
get

__le? __le?
[6 4(1+et)é‘i _axiV(Afle A(1+et) )]

2 T 22
@ — _M6_4(1+5t) + 2<1+6t)/ e 40+et) dz
or r r2 0

so using (67) we have

|2 |=|2
. 1 e 4(l+et) . T 2‘$|€74(1+et) | |
Bg, = i_mﬁgf_ggg—f %f—————}}
g (47)3/2 (1+at)3/26 ' \:c|3[ (1+ et)t/2 s (2(1+6t)1/2)]

APPENDIX E. ANALYSIS OF THE LINEAR EVOLUTION

We show that pr,(t), ar(t) and & (t) defined in defined by and for t > 0 and (pr(t),ar(t), @ ()T =
(po, ap, @o)T for t = 0 map [0, 00) continuously into LP(n) for initial conditions in LP(n), and that these define
differentiable functions of space and time for ¢ > 0. We also determine bounds on the temporal evolution of the
norms of these terms.

E.1. Smoothness properties.
Proposition E.1. (a) Let n € R>o, p > 1 and (po, ao,&)T € WHP(n) x LP(n) x Lh(n). Then
(pr(t),ar(t), &L(t))" € C°[[0,00), LP(n) x LP(n) x Lk (n)]
(b) Let n € Rsq and (po, ag, )T € Whi(n) x Lt(n) x LL(n). Then
(82 pL(), 0 ar(t), 053 (1))" € C°[(0,00), LP(n) x LP(n) x L (n)]
for every 1 <p <oo and a € N3,

Proof. We prove continuity at ¢ = 0 for part (a), then prove part (b), and the continuity for ¢ > 0 follows from
the fact that solutions are differentiable in time, and that these time derivatives can be written in terms of the
spatial derivatives by virtue of the differential equation that the solutions satisfy. Starting with & we show
continuity at ¢ = 0 by first noting that it suffices to consider &y which is smooth and has compact support by
a density argument, together with the linearity of the heat operator, Young’s inequality and the heat estimates
in Proposition Standard arguments show that for such &y we have K(t) * &y — & uniformly as t — 0, and
the result follows. For ¢t > 0 one obtains 03K,(t) *Jp € LP(n) via Young’s inequality and the differentiability as
a map into LY follows from the fact that

oz]:(e _ aKE
h—0 h

— 00K ()] 1a(,y =0

for all u, together with Young’s inequality.

For pr(t) we start with dyw(t) * K, (t) * po. Again we can assume that pg is smooth and has compact support
using Proposition For such pg the uniform convergence of dyw(t) * K, (t) * pg to po as t — 0 is immediate
from the formula .

Oyw(t) * K, (t) * pg = — K, (t) % po(x + ctz)dS(2)
4 |z|=1
and from the result for K, (t) * pg. The continuity in LP(n) then follows. For ¢t > 0 the differentiability follows
by the same reasoning as above. The proofs for the smoothness properties of the other terms are similar. ]
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E.2. Linear evolution decay rates. Let ry;, ¢, , and gn,p,u be as defined in (@) and .

Proposition E.2. Let n € R>q be given. Suppose (py,a0,&0)t € () WHP(n) x LP(n) x LZ(n). Ifn >0,
1<5<3/2
suppose also that ag and Wy have zero total mass. Then

1
103 pL ()|} » ( SO (1 +1)” etz sup (loollwr.agny + llaoll ()
1<p<3/2

[ o —Ta,p _Zn,p, _ -
69) 15050 < 14000 s (ol + ool

18551 ()10 < Ot (L4 1) e sup ([ SollLs(m))
1<p<3/2

holds for all t € (0,00), 1 <p<o00,0<pu<n anda € N?

Proof. In the following computations we ignore constant proportionality factors for simplicity. The proof follows
from Young’s inequality, together with the the fact that we can split the weight via (14 |z|)* < (14 |y|)* + (1+
|z — y|)* and estimate in different L norms. For the first term in (23), this is as follows. For large times ¢ > 1
we have

10w % B2,  poll gy < 100w 5 XK (D) 1oy o021 + 1050 % XK ()] 210l 11,

|

\ ||
< 57307078 (1 50D g+ 47207 (14 270D po
whereas for small times ¢ < 1 we have

o 2K ol < 1900 ¢ KOl 1900 OO sl ol s
(

- E (1456

|
2
: z HPOHL3/2 (1)

3
2

B_3c2_ 1
< 53G- (1 )5 G ol e + ¢
for p > 3/2 and
10w s 07Ky * poll o,y < |Oiw x O K (t)Hil(M llpollr + Hatw * 8QKV(t)HL1Hp0H[°,P(M)

,,M
<55 (140t 2HPOHLP+75 5140200l g

\ B

as t — 0 for p > 3/2, blow up at the rate

3,2 1
for 1 < p < 3/2 hence these norms blow up at the rate t_i(§ 5)
1

RS

w\

|| _51_1y,1
t—2 ast— 0for 1 <p<3/2and decay at the rate a2 (=p)ts—
term in pr, we find

ast — oo for all 1 < p < oco. For the next

t
lw s 05 Ky * aoll o,y < llw* O Ko ()] o 1 (5 )*a0||L1+Hw*8a (Q)HLPHK( )*GO||L1
p_3_1y_lal L_(1_1 H _1y_lof _1
§t1+‘2‘ 51 p) 2 (1—}—25)5 1 p) 1||CLOHL1 njl)‘|’t1 2(1 ) 2( ) (1 HK( )*CLOHLl

for large times. For the case p = 0 note that the second term on the right hand side does not appear since we
can use Young’s inequality directly, and if 0 < g < n then we can use

_1n J1 [m]1
HK( 5) * aoll g, <1 laol L1 (n)
For small times we have
lw # 82Ky # aoll gy < e % XK ()| o o laoll vz + w % 2K (8) 5 a0l 272,

—la] _ ¢ : Lo
<R RET A 05 0 gl + 67267 TE A+ 070 D llaol agag,
for p > 3/2 and
w s 92 K, a0l oy < 1w % OZEL ()l gy laoll o + 1w 5 9K (8) |11 ol

— of
< it (1+t)2||Po||Lp+t 5100l

for 1 < p < 3/2. The time estimates of the other terms in are obtained similarly. Note the weighted

estimates in aren’t sharp for &y, but instead match the decay rate of solutions of . ]
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