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A little more about computing the determinant

Example. Consider the 4 x 4 matrix

2 =2 4 14
4 3 1 2
A= -1 8 6 2
2 =2 4 -3

Let’s calculate the determinant of A using row operations.

Some practice with the properties of determinants:

Let A and B be 4 x 4 matrices with det A = 3 and det B = —2. Compute:

1. det AB

2. det B®

3. det 2A

4. det ATA

5. det B"'AB
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The classical adjoint and Cramer’s Rule

Now we study two computationally oriented applications of the determinant which are some-
times theoretically useful.

Recall the definitions of cofactors and the determinant.

Definition. Given an n x n matrix A, the ijth minor A;; of A is the (n —1) x (n — 1)
matrix obtained from A by eliminating the ¢th row and jth column. The 75th cofactor of A
is

Cyi = (=1)"" det A;;.
Definition/Theorem. If A is an n X n matrix, the determinant of A can be computed
using cofactor expansion along the ith row by
det A = a;1C;1 + a;2Ci0 + .. . + 0;nCip,
or by cofactor expansion along the jth column by
det A = a1;C1; + a9;Cy5 + ... + a4y Cpj.
Any row or any column yields the same result.

Both of these formulas are reminiscent of matrix multiplication except for the fact that the
indexes are not quite right.

Given an n X n matrix A, there is a cofactor C;; for each entry of the matrix. Hence, we
can make another n X n matrix C using the cofactors of A.

Example. Let

2 1 1
A= 1 1
L 0 3 .
Its matrix of cofactors is ) _
3 -3 0
C=1|-3 6 0
| -1 1 1]
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Let’s multiply A and C”.

Why are the diagonal terms of AC” the way that they are?

What about the off diagonal terms of ACT? For example, consider the 1,2-term of the
product ACT.
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Definition. The classical adjoint adj A of an n X n matrix A is the transpose of its matrix
of cofactors. It is also called the adjugate of A.

Theorem. For any n X n matrix A, A(adjA) = (det A)I. If det A # 0, then

1
Al = PA.

det A ad]
Cramer’s Rule

As we have seen, the linear system Ax = b has the unique solution x = A 'b if A is
invertible. Using the formula above for A ', we can derive an appealing formula for A 'b.
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Summary. (Cramer’s Rule) The kth component z; of the vector x = A 'b is given by

. det Bk

Tk = det A’

where the matrix By is the obtained from the matrix A by replacing the £th column of A
with b.

Example. Solve the system

3.’L‘1—$2+$3:4
$1+LE2+$3:2

$1—$2—$3:—1.

Warning. Using the classical adjoint or Cramer’s Rule usually involves a lot more work
than the row reduction techniques that we have already discussed.
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Area and the determinant

What can you say about the areas of the following two parallelograms?

Consider a parallelogram P = {riu+7ryv|[0 <7 <1, 0 <ry <1}in R? formed by two
linearly independent vectors u and v.

w[2] wa v=[1]

Let’s calculate the area of the parallelogram formed by u and v in an unusual way.

Example. Let

4 4 4
3 3 3
2 2 2
/
1 11 1
1 2 3 4 1 2 3 4 1 2 3 4

We can represent these two geometric manipulations as column operations on a matrix.
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Summary: 2 x 2 Matrices and Area in R?

u=[u11 and v:[m],
U9 (%)

then the area of the parallelogram formed by u and v is

[z 2]

Given

%)



