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1 Introduction

Let p ≥ 3 be a prime integer, K a finite extension of Qp and N ≥ 4 a positive integer not
divisible by p. We fix once for all an algebraic closure K of K and an embedding Q ↪→ K, where
Q is the algebraic closure of Q in C. We denote by Cp the completion of K and let v be the
p-adic valuation of Cp normalized such that v(p) = 1. We write τ : F∗p → µp−1 ⊂ Q∗p for the
Teichmüller character.

Let F be a totally real number field of degree g ≥ 1 over Q in which p is unramified and
let us denote by WF the rigid analytic space over Qp called the weight space, which is the rigid
space attached to the noetherian complete algebra Zp[[(OF ⊗Zp)

×]]. Let us fix an OK-algebra A
which is a p-adically complete and separated integral domain, formally smooth and topologically
of finite type over OK and a weight k ∈ WF (AK). Here AK := A ⊗OK

K and we may view k
as a continuous group homomorphism k : (OF ⊗ Zp)

× −→ A×K . We choose w a rational number
such that 0 ≤ w < 2/pr−1 if p > 3 and 0 ≤ w < 1/3r if p = 3, where r is a certain constant
determined by k (see section §3.3.) We call such a w adapted to k.

The main purpose of this article is to attach to the data (A,F,N,w, k) an overconvergent
modular sheaf ω†,kA and to this modular sheaf the AK-module of overconvergent Hilbert modular
forms of weight k, tame level µN and degree of overconvergence w denoted M(k, µN , w).

The first remark is that if A = OK and k ∈ WF (K) then M(k, µN , w) is the K-vector space
of what would usually be called overconvergent Hilbert modular forms of weight k. If, on the
other hand we choose A such that U := Spm(AK) is an admissible affinoid open of WF and
choose k ∈ WF (AK) to be the universal character attached to AK , i.e. k : (OF ⊗ Zp)

× −→ A×K
is defined by tk(α) := tα for all t ∈ (OF ⊗ Zp)

× and α ∈ U ↪→ WF , then M(k, µN , w) is the
AK-module usually called the p-adic families of w-overconvergent Hilbert modular forms over
U .

We show that the above mentioned constructions of overconvergent modular sheaves and
overconvergent Hilbert modular forms are functorial in A and w and that we have natural Hecke
operators Tq and Up on M(k, µN , w), for every q prime ideal of OF not dividing Np. Moreover
we show compatibility (as Hecke modules) of these overconvergent Hilbert modular forms with
the classical Hilbert modular forms of tame level µN (for A = OK and k a classical weight)
and with Katz-type p-adic modular forms. For g = 1 we show that the overconvergent modular
forms defined in this article coincide (as Hecke modules) with the ones previously defined by R.
Coleman in [C1].

Let us quickly sketch the new concept of overconvergent modular sheaf and how such objects
define overconvergent Hilbert modular forms. For the precise definitions and details of proofs
see chapters 3 and 4.

Let the notations be as at the beginning of this section. We define the following categories
and functors.

• The category FSchemesA. It is the category whose objects are normal p-adic formal
schemes topologically of finite type over S := Spf(A), flat over Zp, and the morphisms are
morphisms of formal schemes over S.

• The category SheavesK . It is the category whose objects are pairs (U ,F) where U is an
object of FSchemesA and F is a sheaf of OU ⊗OK

K-modules on U such that there is a coherent
OU -module F on U with the property that F ∼= F ⊗OK

K. The morphisms in this category are
defined in section §3.1.
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• The category Hilb(µN)wA. It is the category whose objects are quintuples
(
G/U , ι, λ, ψN , Y

)
where

– U is an object of FSchemesA and G −→ U is a formal abelian scheme.
– ι denotes real multiplication by OF on G/U .
–λ is an identification of the sheaf of symmetric OF -homomorphisms from G to its dual, G∨,

and the notion of positivity given by the sub-sheaf of polarizations with a representative of a
class of the strict class group of F .

–ψN is a level µN -structure on G/U .
–finally Y is a pw-growth condition.
We send the reader to section §3.1 for the details and also for the definition of the morphisms

in this category. We have natural functors Hilb(µN)wA −→ FSchemesA (and SheavesK −→
FSchemesA ) defined on objects by

(
G/U , ι, λ, ψN , Y

)
→ U (respectively (U ,F) → U) which

give the categories Hilb(µN)wA and respectively the category SheavesK the structure of a fibered
category over FSchemesA. In fact Hilb(µN)wA is stack (although not a stack in groupoids) but
we will not use the language of stacks in this article.

We prove that if k ∈ WF (AK) is a weight such that w is adapted to it, then:
1) There exists a cartesian functor ω†,kA : Hilb(µN)wA −→ SheavesK over FSchemesA which

we call an overconvergent modular sheaf of weight k. This object is close to what is usually
called a coherent sheaf on a stack.

2) The category Hilb(µN)wA has a final object denoted Guniv consisting of the abelian scheme
Guniv −→ M(A, µN)(w) with its extra structure, where M(A, µN)(w) is an appropriate for-
mal model of the strict neighborhood of width pw of the ordinary locus in the fine moduli
space of abelian schemes over A with real multiplication by OF and µN -level structure, denoted
M(A, µN), and Guniv is the pull-back of the universal abelian scheme (see section §3.1 and lemma
3.2). This special object satisfies a universal property similar to the property of a “final object”
in a category.

We denote
M(k, µN , w) := H0

(
M(A, µN)(w), ω†,k

Guniv

)
and call them weakly holomorphic overconvergent modular forms of weight k.

3) By construction there are natural Hecke operators Up and Tq on M(k, µN , w) for every q

prime ideal of OF not dividing Np.
4) Let M(A, µN)(w) denote the normalization of M(A, µN)(w) in a smooth, projective

toroidal compactification M(A, µN) of M(A, µN). We show that ω†,k
Guniv extends uniquely to

a coherent, locally free OM(A,µN )(w) ⊗ K-module of rank 1 on M(A, µN)(w) which will be also

denoted ω†,k
Guniv .

Moreover the AK-module

M(k, µN , w) := H0
(
M(A, µN)(w), ω†,k

Guniv

)
which will be called the module of overconvergent Hilbert modular forms of weight k, is inde-
pendent of the toroidal compactification.

5) If T is a Hecke operator on M(k, µN , w) then T
(
M(k, µN , w)

)
⊂M(k, µN , w).

6) For certain accessible weights k we construct integral models of our overconvergent modular
forms of weight k.
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Finally let us comment on what we do not do in this article. First we do not treat the case p = 2
as the main results on canonical subgroups in the paper of Andreatta-Gasbarri [AGa], which we
use in Appendix A and apply in Chapters 2 and 3, do not hold for p = 2.

We do not deal here with the case in which p is ramified in F , this is done in [AIP]. In that
article we also prove that every finite slope overconvergent Hilbert cusp form sits in a p-adic
family of finite slope cusp forms and therefore one can define the cuspidal part of the Hilbert
modular eigenvariety.

Finally, as already mentioned, we do not use the language of stacks in this article although
we believe that it would be an interesting venue to pursue. We propose to come back to this
issue in the future.

We’d like to point out that Vincent Pilloni independently has constructed in [P], using a
different idea, sheaves like our ω†,k

Guniv in the case g = 1. In Appendix B we briefly recall his

definition and prove that those overconvergent modular forms are the same as the ones defined
in this article. Pilloni’s definition goes through the construction of a “partial Igusa tower” over
certain strict neighborhoods of the ordinary locus in X1(N)rig and it is a very natural, finite
slope extension of Hida’s construction of overconvergent ordinary modular forms. Our method
is different, at least at the first sight: we emphasize certain universal torsors which we construct
using p-adic Hodge theory. This method provides good integral structures for the Banach spaces
of overconvergent modular forms. In [AIP1] we combined the two ideas and constructed the
cuspidal part of the Eigenvariety for Siegel modular forms.

Acknowledgements While working at this project we benefited from very inspiring discussions
on p-adic families of modular forms with Vincent Pilloni and Benoit Stroh. We thank Robert
Coleman for the careful reading of the paper. He pointed out an error in an earlier draft and
suggested ways to fix it. We also thank the referee for the careful reading of the paper and
useful suggestions. Part of the work on this article was done while its authors were guests of the
Institut Henri Poincaré, Paris during the Galois Trimester 2010. We are very grateful to this
institution for its hospitality.

Notations Throughout this article we will use the following notations: if u ∈ Q, we will denote
by pu an element of Cp of valuation u. If R is an OK-algebra, pu ∈ OK and M is an object over
R (an R-module, an R-scheme or formal scheme) then we denote by Mu := M ⊗R R/p

uR. In
particular M1 = M ⊗R R/pR.

Finally we would like to warn the reader that in section §2 and Appendix A the letter A
usually denotes an abelian scheme, while in the rest of the article the letter A denotes a certain
OK-algebra and the abelian schemes are denoted by the letter G.

Moreover, in this article N denote the set of integers greater or equal to 0.

2 The Hodge-Tate sequence for abelian schemes

We fix N , p and w where N is a positive integer, p ≥ 3 is a prime integer and w is a rational
number such that 0 ≤ w < 1/p. We denote by K a finite extension of Qp containing an element
of valuation w. Let k be its residue field.
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Now denote by R anOK-algebra which is a noetherian, p-adically complete and separated normal
integral domain and let A −→ U := Spec(R) be an abelian scheme of relative dimension g.

Let K be an algebraic closure of the fraction field of R which contains K and let η = Spec(K)
denote the respective geometric generic point of U . Let T := Tp(Aη), where Aη is the fiber of A
at η.

Our standard local assumptions will be the following.

(i) We suppose we are given a fixed R-sub-algebra R ⊆ K such that RK is Galois over RK ,
and we let G denote the Galois group.

(ii) We suppose the natural action of Gal
(
K/Frac(R)

)
on T factors through G.

(iii) We suppose (R̂)G = R, where R̂ denotes the p-adic completion of R.

There are two cases of interest for us in this article as well as for future applications in which
these local assumptions are satisfied:

a) The situation when R is a small OK-algebra, i.e. there is anOK-algebraW andOK-algebra
morphisms

OK{T1, T2, · · · , Td}/(T1 · T2 · . . . · Tj − πa) −→ W −→ R

where 1 ≤ j ≤ d, a ≥ 0 and the first morphism is étale and the second is finite and becomes
étale after inverting p.

In this case we take R to be the inductive limit of all normal R-sub-algebras of K that
become finite and étale after inverting p. Then the theory of almost étale extensions ([F1],
[GR]) guarantees the desired properties.

b) Suppose that R′ is a small OK-algebra (as in (a) above) and that the abelian scheme A

is defined over Spf(R′). Then, (i)–(ii) hold for R′ ⊂ R
′
thanks to (a). Let U ′ := Spf(R′) and let

U = Spf(R) denote the normalization of a formal open affine of an admissible blow-up of U . In

this case we take R to be the image of R
′ ⊗R′ R in K.

Lemma 2.1. The local assumptions (i), (ii) and (iii) hold in cases (a) and (b).

Proof. In (a) one constructs an intermediate extension R∞ equal to the normalization of the

image of R⊗OK
OK∞ [T

1
p∞
1 , . . . , T

1
p∞

d ] in R with Galois group Γ over RK after inverting p. Here
K ⊂ K∞ is the extension obtained by adding all pn–roots of 1. Faltings’ Almost Purity Theorem
[F1, Thm. 4] guarantees that for every finite and étale extension R∞[p−1] ⊂ S, the normalization

S∞ of R∞ in S is almost étale. Arguing as in the proof of [Br, Prop. 3.1.1] we get that p(R̂)G ⊂(
R̂∞

)Γ
. One then proves that the latter is contained in R · 1

p
using the explicit action of Γ on

the variables T
1

pn

i ; see the proof of [Br, Lemme 3.1.4& Prop. 3.1.8]. Thus, p2(R̂)G ⊂ R so that

we have inclusions R ⊂ (R̂)G ⊂ R · 1
p2

. In particular, as R is noetherian and normal, to deduce

the equality R = (R̂)G it suffices to check it after localizing at height one prime ideals P of R
over p. Replacing R with RP we may then assume that R is a discrete valuation ring (DVR) in

which case the inclusions R ⊂ (R̂)G ⊂ R · 1
p2

imply that R = (R̂)G.

In (b) let R∞ be the image of R⊗R′R
′
∞ in R with R′∞ as above. Consider a normal extension

R′∞ ⊂ S ′ ⊂ R
′
, finite and étale after inverting p. Let S be the normalization of the image of

S ′ ⊗R′ R in R. We claim that it is an almost étale extension of R∞. This means that given
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the canonical idempotent eS ∈ S ⊗R∞ S[p−1], see loc. cit., for every element pδ in the maximal
ideal of OK∞ we have that pδeS ∈ S ⊗R∞ S. As eS is the image of the the canonical idempotent
eS′ ∈ S ′ ⊗R′∞ S ′[p−1] and R′∞ ⊂ S ′ is almost étale, this condition holds for eS′ and, hence, for
eS. We conclude that R is the direct limit of almost étale extensions of R∞. Arguing as in

loc. cit. we deduce that the map
(
R̂∞

)Γ → (R̂)G has cokernel annihilated by multiplication by p

so that p(R̂)G ⊂
(
R̂∞

)Γ
. Note that Γ acts as a subgroup of automorphisms of R ⊂ R∞ so that

pR̂Γ
∞ ⊂ R because of the explicit action of Γ on the variables T

1
pn

i and on OK∞ . Thus we have

inclusions R ⊂ (R̂)G ⊂ R · 1
p2

and we conclude that R = (R̂)G arguing as in case (a).

From now on we assume that R is such that the local assumptions are satisfied. We denote
by ωA/R := π∗(Ω

1
A/R) = e∗(Ω1

A/R), where e : Spec(R) −→ A is the zero-section, and we assume
that ωA/R is a free OU -module of rank g.

We now consider the relative Frobenius morphism ϕA : R1π∗
(
OA1

)
−→ R1π∗

(
OA1

)
, and let

det(ϕA) denote the ideal of R/pR generated by the determinant of ϕA in a basis of R1π∗(A1).
We assume that there exists 0 ≤ w < 1/p such that pw ∈ det(ϕA) and pw ∈ det(ϕA∨). By
[AGa] it follows that there exists a canonical subgroup C ⊂ AK [p] of AK defined over UK . We
let D ⊂ AK [p]∨ ∼= (A∨)K [p] be the Cartier dual of AK [p]/C over UK . It is proven by Fargues in
[Fa2] that A∨K also has a canonical subgroup and that it coincides with D.

Let us remark that as a consequence of the local assumptions we have an isomorphism as
G-modules T ∼= lim

←,n
A[pn](R).

We’d now like to recall a classical construction which will be essential for the rest of this article,
namely the map dlog. Let G be a finite and locally free group scheme over U annihilated by
pm, let G∨ denote its Cartier dual and we denote by ωG∨/R the R-module of global invariant
differentials on G∨. We fix an affine, noetherian, p-torsion free, normal scheme S → U and
define the map

dlogG,S : G(SK) −→ ωG∨/R ⊗R OS/p
mOS

as follows. Let x be an SK-point of G. Since S is normal, affine and p-torsion free and G
is finite and flat over U , x extends uniquely to an S-valued point of G, abusively denoted x.
Such a point corresponds to a group scheme homomorphism over S, fx : G∨ −→ Gm and we set
dlog(x) = f ∗x(dT/T ) where dT/T is the standard invariant

Lemma 2.2. The map dlog is functorial with respect to U , G and S as follows:
a) Let U ′ −→ U be a morphism of schemes and let G −→ U be a finite locally free group

scheme. We denote by G′ −→ U ′ the base change of G to U ′ and let S −→ U ′ be a morphism
with S normal, noetherian, affine and flat over OK. Then the natural diagram commutes

G′(SK)
dlogG′,S−→ ω(G′)∨/R′ ⊗R′ OS/p

mOS

↓ ↓
G(SK)

dlogG,S−→ ωG∨/R ⊗R OS/p
mOS

b) Let G and G′ be group schemes, finite and locally free over U = Spec(R) and G′ −→ G a
homomorphism of group schemes over U . As before we fix a morphism S −→ U with S normal,
noetherian, affine and flat over OK. Then, we have a natural commutative diagram
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G′(SK)
dlogG′,S−→ ω(G′)∨/R ⊗R OS/p

mOS

↓ ↓
G(SK)

dlogG,S−→ ωG∨/R ⊗R OS/p
mOS

c) Finally let us suppose that we have a morphism of normal, noetherian, affine schemes S ′ −→ S
over U , which are flat over OK. Then we have a natural commutative diagram

G(SK)
dlogG,S−→ ω(G)∨/R ⊗R OS/p

mOS

↓ ↓
G(S ′K)

dlogG,S′−→ ωG∨/R ⊗R OS′/p
mOS′

Proof. The proof is standard and we leave it to the reader.

Applying the construction above to the group schemes A∨[pn] ∼= (A[pn])∨ for n ≥ 1 over the
tower of normal R-algebras S whose union is R (see above) we obtain compatible G-equivariant
maps (for varying n)

dlogn : A∨[pn](RK) −→ ωA[pn]/R ⊗R R/p
nR ∼= ωA/R ⊗R R/p

nR.

By taking the projective limit of these maps we get the morphism of G-modules

dlogA∨ : Tp(A
∨
η )⊗Zp R̂ −→ ωA/R ⊗R R̂.

We also have the analogous map for A itself, i.e., a map dlogA : Tp(Aη)⊗Zp R̂ −→ ωA∨/R ⊗R R̂.

The Weil pairing identifies Tp(Aη) with the G-module Tp(A
∨
η )
∨(1) so that the R̂-dual of dlogA

provides a map a : ω∨A∨/R ⊗R R̂(1) −→ Tp(A
∨
η )⊗Zp R̂. We thus obtain the following sequence of

R̂-modules compatible with the semi-linear action of G which we call “the Hodge-Tate sequence
attached to A”

(∗) 0 −→ ω∨A∨/R ⊗R R̂(1)
a−→ Tp(A

∨
η )⊗Zp R̂

dlog−→ ωA/R ⊗R R̂ −→ 0.

Since H0
(
G, R̂(−1)

)
= 0 we have that dlog ◦ a = 0, i.e., this sequence is in fact a complex. We

prove (proposition 6.1):

Theorem 2.3. The cokernel of the map dlog in the sequence (∗), which we call the Hodge-Tate
sequence attached to A, is annihilated by pv for v = w/(p− 1).

Remark 2.4. It follows from [Br] that p is not a zero divisor in R̂, therefore the morphism a
above is injective.

G. Faltings proved that the homology of the given sequence is annihilated by p
1

p−1DK/K0

where DK/K0 is the different of K over the fraction field K0 of W(k). L. Fargues improved this

result showing that it is annihilated by p
1

p−1 . One can prove that A is ordinary if and only if the
theorem holds with v = 0; see [AGa, §13.6]. The general case is a consequence of proposition
6.1 of the appendix and proposition 2.5 (below).
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From now on whenever we write D, A∨[p] and A∨[p]/D we mean the G-representations
D(RK), A∨[p](RK) and

(
A∨[p]/D

)
(RK) respectively. Let us denote by F 0 := Im(dlog) and

F 1 = Ker(dlog). They are R̂-modules and because dlog is G-equivariant it follows that F 0 and
F 1 have natural continuous actions of G.

Proposition 2.5. The R̂-modules F 0 and F 1 are free of rank g and we have a commutative
diagram with exact rows and vertical isomorphisms

0 −→ F 1/p1−vF 1 −→ Tp(A
∨
η )⊗Zp R/p

1−vR −→ F 0/p1−vF 0 −→ 0
↓∼= || ↓∼=

0 −→ D ⊗R/p1−vR −→ A∨[p]⊗R/p1−vR −→ (A∨[p]/D)⊗R/p1−vR −→ 0.

Moreover, the cohomology of the Hodge-Tate sequence (∗) is annihilated by pv.

Proof. We divide the proof in three steps.

Step 1: F 0 is a free R̂-module of rank g and pv annihilates Coker(d log). It follows from
proposition 6.1 that the mod p reduction of dlog factors via a map

α :
(
A∨[p]/D)⊗Fp R/pR −→ ωA/R ⊗R R/pR.

Choose elements {f̃1, . . . , f̃g} of Tp(A
∨
η )/pTp(A

∨
η ) which provide a basis of D over Fp. We also

fix a basis {ω1, ω2, . . . , ωg} of ωA/R. If t1, t2, . . . , tg are elements of a group we denote by t the

column vector with those coefficients and by t̃ the reduction of t modulo p. Let us denote by δ̃ ∈
Mg×g(R/pR) the matrix with the property that α(f̃) = δ̃ · ω̃. Let us now denote by δ ∈Mg×g(R̂)

any matrix such that the image of δ under the natural projection Mg×g(R̂) −→Mg×g(R/pR) is

δ̃. Let G0 ⊂ ωA/R ⊗R R̂ be the R̂-module generated by the vectors δ · ω. Thus Step 1 follows if
we prove:

Lemma 2.6. (1) There exists a matrix s ∈Mg×g(R̂) such that δ · s = s · δ = pvId.

(2) The R̂-module G0 is free of rank g and it contains pvωA/R ⊗R R̂.

(3) The R̂-module G0 coincides with F 0.

In particular, F 1 is a finite and projective R̂-module of rank g.

Proof. The last statement follows from the others.
(1) We use proposition 6.1: as pvCoker(dlog) = 0 and δ · ω generates the image of dlog

modulo p, it follows that there are matrices A and B ∈Mg×g(R̂) such that

pvω = dlog(d) = pA · ω +Bδ · ω.

Therefore, we have pv
(
Id−p1−vA

)
= Bδ and as Id−p1−vA is invertible we obtain that s·δ = pvId.

Let us now recall that p is a non-zero divisor in R̂, therefore the natural morphism Mg×g(R̂) −→
Mg×g(R̂[1/p]) is injective and in the target module the matrices δ and p−vs are inverse one to

the other. Therefore we obtain the relation δ · s = pvId first in Mg×g(R̂[1/p]) and then even in

Mg×g(R̂).
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(2) By construction G0 is generated by the g vectors δ · ω. Let a ∈
(
R̂

)g
be a row vector

such that a · δ · ω = 0. Since δ is invertible after inverting p and ω is a basis of ωA/R, we have

that a = 0 in R̂[p−1]g. Since p is not a zero divisor in R̂ and δ is invertible after inverting p, we
conclude that a = 0. Moreover, we have pvω = s · δ · ω. Hence, the last claim follows.

(3) For every d ∈ Tp(A
∨
η ) ⊗Zp R̂ there exists A and B ∈ Mg×g(R̂) such that dlog(d) =

Aδ · ω + pBω. Since pvωA/R ⊗R R̂ is contained in G0, we conclude that F 0 ⊂ G0. Similarly,

since pvCoker(dlog) = 0 we have that pvωA/R ⊗R R̂ ⊂ F 0. The vectors δ · ω are contained in

F 0 + pωA/R ⊗R R̂ which is contained in F 0. The conclusion follows.

Step 2: We prove that we have a commutative diagram

ω∨A∨/R ⊗R R/pR
ã−→ Tp(A

∨
η )⊗R/pR

gdlog−→ ωA/R ⊗R/pR

β ↓ || ↑ α
0 −→ D ⊗R/pR −→ A∨[p]⊗R/pR −→

(
A∨[p]/D

)
⊗R/pR −→ 0

Let H0 and H1 be the image and respectively the kernel of the map dlog : Tp(Aη)⊗Zp R̂ −→
ωA∨/R⊗R R̂. Since also A∨ admits a canonical subgroup, we know from Step 1 that H0 is a free

R̂-module of rank g and H1 is a finite and projective R̂-module of rank g. It follows from [F, §3,

lemma 2] that H1 and F 1 are orthogonal with respect to the perfect pairing
(
Tp(Aη)⊗Zp R̂

)
×(

Tp(A
∨
η ) ⊗Zp R̂

)
−→ R̂(1) defined by extending R̂-linearly the Weil pairing. In particular, via

the isomorphism

h : Tp(A
∨
η )⊗Zp R̂ −→ Tp(A

∨
η )
∨ ⊗ R̂(1),

induced by the pairing, we have h(F 1) ⊂ (H0)∨(1). Thus, h induces a morphism h′ : F 0 −→
(H1)∨(1). Since H1 is a projective R̂-module, the map Tp(A

∨
η )
∨⊗ R̂(1) → (H1)∨(1) is surjective

so that h′ is a surjective morphism of finite and projective R̂-modules of the same rank and,
hence, it must be an isomorphism. This implies that h induces an isomorphism F 1 ∼= (H0)∨(1).

Since (H0)∨/p(H0)∨)(1) ⊂ Tp(A
∨
η )
∨⊗ R̂/pR̂(1) is identified with D⊗R/pR ⊂ A∨[p]⊗R/pR via

h, we get the claim in Step 2.

Step 3: End of proof. From Step 1 (applied to the abelian scheme A/R) we have that

pv
(
ωA∨/R ⊗R R̂

)
⊂ H0 and from Step 2 we have an isomorphism F 1 ∼=

(
H0

)∨
(1). Consider the

map
γ : F 1 ⊂ Tp(A

∨
η )⊗R −→ A∨[p]⊗R/pR −→

(
A∨[p]/D

)
⊗R/pR.

Note that that ω∨A/R ⊗R R/pR goes to zero in
(
A∨[p]/D

)
⊗ R/pR by Step 2 and the latter

is a free R/pR-module. Since R is p-torsion free, the subset of elements of R/pR annihilated
by pv coincides with p1−vR/pR. We conclude that the image of the map γ is contained in
p1−v(A∨[p]/D)

⊗ R/pR so that it is zero modulo p1−v. In particular, the map Tp(A
∨
η )⊗ R −→

A∨[p]⊗R/p1−vR −→
(
A∨[p]/D

)
⊗R/p1−vR induces a map F 0/p1−vF 0 −→

(
A∨[p]/D

)
⊗R/p1−vR.

This is a surjective morphism of free R/p1−vR-modules of the same rank. Hence, it must be
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an isomorphism. More concretely, it is defined by sending the reduction of δ · ω modulo p1−v,

to the basis f̃ of D. Since F 0 is a free R̂-module, we can find a (non canonical) splitting

Tp(A
∨
η ) ⊗ R = F 0 ⊕ F 1. In particular, F 1/p1−vF 1 injects into Tp(A

∨
η ) ⊗ R/p1−vR and it must

coincide with D ⊗R/p1−vR. This provides the diagram in the statement of proposition 2.5.

Note that D ⊗ R/p1−vR is a free R/p1−vR-module of rank g. Since F 1 is a projective R̂-
module of rank g, any lift of a basis of D ⊗ R/p1−vR to elements of F 1 provides a basis of the

latter as R̂-module. We conclude that also F 1 is a free R̂-module of rank g as claimed.

Let us now suppose that (A∨[p]/D)(R) = (A∨[p]/D)(R) and therefore, using 6.2, it follows that
δ̃ ∈Mg×g(R/pR). We have the following

Proposition 2.7. Let δ0 ∈ Mg×g(R) be any lift of δ̃ in Mg×g(R). Let us denote by G0 ⊂ ωA/R
the R-sub-module generated by the entries of δ0 · ω.

1) Then, G0 is a free R-module of rank g with basis δ0 · ω and G0 ⊗R R̂ ∼= F 0.

2) The R-module F0 := (F 0)G ⊂ ωA/R coincides with G0. In particular, F0 ⊗R R̂ ∼= F 0.
3) We have a natural isomorphism F0/p

1−vF0
∼= (A∨[p]/D)⊗R/p1−vR whose base change via

R→ R̂ provides the isomorphism F 0/p1−vF 0 ∼= (A∨[p]/D)⊗R/p1−vR in 2.5 via the isomorphism

F0 ⊗R R̂ ∼= F 0.

4) Let F1 := (F0)
∨(1), then we have a natural G-equivariant isomorphism of R̂-modules:

F1 ⊗R R̂ ∼= F 1.

Proof. (1) As δ0( mod pR̂) = δ̃ lemma 2.6 implies that there is an s0 ∈ Mg×g(R̂) such that

δ0 · s0 = s0 · δ0 = pvId. In Mg×g
(
R̂[1/p]

)
we have s0 = p−vδ0 ∈ Mg×g

(
R[1/p]

)
∩Mg×g(R̂). But

R[1/p] ∩ R̂ = R because R is normal. Hence, δ0 · s0 = s0 · δ0 = pvId. This implies that G0 is a

free R-module. By lemma 2.6 the R̂-sub-module generated by δ0 · ω is F 0. This concludes the
proof of (1).

(2) It follows from (1) that G0 ⊂ F 0 and that G0 ⊂ (F 0)G. Let now x ∈ (F 0)G. Then

x = ut · (δ0 · ω) for some column vector u with coefficients in R̂. As x and δ0 · ω are G-invariant
and the elements of δ0 · ω are R-linearly independent (as δ0 is in GLg(R[1/p])), it follows that

u is G-invariant. Since
(
R̂

)G
= R by our assumption on R, we have x ∈ G0. This proves (2).

(3) By construction the map F 0 −→ (A∨[p]/D) ⊗ R/p1−vR in 2.5 sends the basis δ0 · ω to
the given basis of A∨[p]/D; see Step 3 of the proof of 2.5. Extending R-linearly and reducing
modulo p1−v we get the claimed isomorphism F0/p

1−vF0 → (A∨[p]/D)⊗R/p1−vR.

(4) This follows from the natural isomorphism as R̂-modules which is G-equivariant F 1 ∼=
(F 0)∨(1) (see Step 2 of the proof of proposition 2.5.)

We now claim that the free R-module F0 defined in proposition 2.7, and which will be now
denoted F0(A/R) is functorial both in A/R. More precisely, we have:
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Lemma 2.8. a) Let R −→ R′ be a morphism of OK-algebras of the type defined at the beginning
of this section, let A/R be an abelian scheme such that the assumptions of 2.7 hold and let
A′/R′ be the base change of A to R′. Then we have a natural isomorphism of R′-modules
F0(A/R)⊗R R

′ ∼= F0(A
′/R′) compatible with the isomorphism ωA/R ⊗R R

′ ∼= ωA′/R′.
b) Let us assume that we have a morphism of abelian schemes A −→ B over R and that

for both A and B the assumptions of 2.7 hold. Then we have a natural morphism of R-modules
F0(B/R) −→ F0(A/R) compatible with the morphism ωB/R −→ ωA/R.

Proof. We have similar statements for F 0: in case (a) we have a morphism of R̂
′
-modules

F 0(A/R)⊗bR R̂
′
−→ F 0(A′/R′), compatible with the isomorphism of invariant differentials, and

in case (b) we have a natural morphism of R̂-modules F 0(B/R) −→ F 0(A/R) compatible with
the morphism on invariant differentials. These two statements follow from the functoriality of
dlog; see 2.8. Taking Galois invariants we immediately get (b) and also that we have a morphism
f : F0(A/R)⊗R R

′ −→ F0(A
′/R′). Since f is an isomorphism modulo p1−v by 2.7 and since it is

a linear morphism of free R′-modules of the same rank, it must be an isomorphism as claimed.

2.1 The Hodge-Tate sequence for semi-abelian schemes

We need a generalization of proposition 2.5 to the case of semi-abelian schemes in order to deal
with the cusps when implementing our constructions to moduli spaces of abelian varieties. We
follow [F, §3.e] providing more details.

Let S ⊂ U be a simple normal crossing divisor, transversal to the special fiber of U . We
write Uo := U\S and let R[S−1] be the underlying ring. Assume that its p-adic completion

R̂[S−1] is an integral normal domain. As before we fix a geometric generic point η = Spec(K) of

Ûo. Let A be an abelian scheme over Uo and assume that there exists an étale sheaf X over U
of finite and free Z-modules, a semi-abelian scheme G over U , extension of an abelian scheme B
by a torus T , and a 1-motive M := [X → GUo ] over UoK such that Tp(Aη) is isomorphic to the
Tate module Tp(Mη) as Go-module. This is the case for generalized Tate objects used to define
compactifications of moduli spaces.

By analogy with our discussion at the beginning of §2, we assume that we are given an
R-sub-algebra R of K, which is an inductive limit of normal R-algebras M ⊂ K for which each
R[S−1, p−1] ⊂M [S−1, p−1] is finite and étale, and which satisfies the following local assumptions:

(i) We suppose RK [S−1] is Galois over RK [S−1] and let Go denote the Galois group.

(ii) We suppose the natural action of Gal
(
K/Frac(R)

)
on T factors through Go.

(iii) We suppose (R̂)G = R, where R̂ denotes the p-adic completion of R.

Let M∨ := [Y → HUo ] be the dual one-motive; here, Y is the character group of T and
H is a semi-abelian scheme over U , extension of B∨ by the torus T ′ with character group X.
Then, Tp(A

∨
η ) is isomorphic to the p-adic Tate module of the dual motive M∨. In particular,

it admits a decreasing filtration W−iTp(A
∨
η ) for i = 0, 1 and 2 by Go-sub-modules such that (1)

W−1Tp(A
∨
η ) = Tp(H

∨
η ); (2) gr0Tp(A

∨
η )
∼= Y ⊗Zp; (3) gr−2Tp(A

∨
η )
∼= Tp(T

′); (4) gr−1(T ) ∼= Tp(B
∨
η ).

Consider the map dlog : Tp(A
∨
η )⊗R̂[S−1] −→ ωA/Uo⊗RR̂[S−1]. Since the p-adic completion of

ωA/Uo can be expressed in terms of the p-divisible subgroup of A and the latter can be expressed
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using M we have ωA/Uo ⊗R R̂[S−1] ∼= ωG/U ⊗R R̂[S−1]. The latter sits in the following exact
sequence of sheaves on U :

0 −→ ωB/U −→ ωG/U −→ ωT/U −→ 0.

We then define a filtration on ωG/U by setting W−2ωG/U := 0, W−1ωG/U := ωB/U and W−2ωG/U :=
ωG/U .

Lemma 2.9. The map dlog extends uniquely to a morphism

dlog : Tp(A
∨
η )⊗ R̂ −→ ωG/U ⊗R R̂,

which is trivial on gr−2Tp(A
∨
η ), induces an isomorphism on gr0Tp(A

∨
η ) ⊗ R̂ −→ ωT/U ⊗R R̂

and coincides with the map dlog : Tp(B
∨
η ) ⊗ R̂ −→ ωB/U ⊗R R̂[S−1] on B via the identification

gr−1Tp(A
∨
η )
∼= Tp(B

∨
η ).

This extension is functorial in R and in A. More precisely, assume that we have a morphism
of abelian schemes f : A→ A′ over Uo such that the associated p-adic Tate modules are the Tate
modules of one-motives M = [X → G] and M ′ = [X ′ → G′] as above and the map induced
from f on Tate modules arises from a morphism of one-motives M → M ′. Then, the following
diagram is commutative

Tp((A
′
η)
∨)⊗ R̂

dlog(A′)∨−→ ωG′/R ⊗ R̂
↓ ↓

Tp(A
∨
η )⊗ R̂

dlogA∨−→ ωG/R ⊗ R̂

Proof. The uniqueness follows from the fact that dlog is a map of free R̂-modules and the

map R̂ → R̂[S−1] is injective. This also implies that the displayed diagram commutes since it

commutes after base change to R̂[S−1] by functoriality of dlog.
For every n ∈ N let R ⊂ Rn ⊂ R be a finite and normal extension such that A∨η [p

n] ∼= M∨
η [pn]

is trivial as Galois module over Rn[S
−1, p−1]. This allows to split the filtration on Mη[p

n]
so that Mη[p

n] ∼= B∨η [pn] ⊕ T ′η[p
n] ⊕ Y/pnY as representations of the Galois group of R over

Rn. Note that the Galois module B∨η [pn] ⊕ T ′η[p
n] ⊕ Y/pnY is associated to the group scheme

B∨[pn]⊕T ′[pn]⊕Y/pnY over Rn. By functoriality of the map dlog we deduce that dlog modulo pn

extends to all of Spec(Rn) and coincides with the sum of the maps dlog of these group schemes.
Passing to the limit the conclusion follows.

Applying the same argument to the dual abelian scheme and one-motive we deduce that also
in this case we have a Hodge-Tate sequence attached to A:

0 −→ ω∨H∨/R ⊗R R̂(1)
a−→ Tp(A

∨
η )⊗Zp R̂

dlog−→ ωG/R ⊗R R̂ −→ 0.

As before we denote by F 0 the image of dlog and by F 1 its kernel. We assume that Frobenius
ϕB : R1π∗(B1) −→ R1π∗(B1) and ϕB∨ : R1π∗(B

∨
1 ) −→ R1π∗(B

∨
1 ) have determinant ideals con-

taining pw for some 0 ≤ w < 1/p. Let C ⊂ B[p] be the Galois sub-module associated to the
canonical subgroup and DB ⊂ B∨[p] to be the Cartier dual of B[p]/C. We define D ⊂ A∨[p] (as
Galois modules) to be the inverse image of DB in H[p] → B∨[p] which we view in A∨[p] via the
inclusion H[p] ⊂ A∨[p]. Note that the kernel of D → DB is T ′[p]. Then,
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Corollary 2.10. The R̂-modules F 0 and F 1 are free of rank g and we have a commutative
diagram with exact rows and vertical isomorphisms

0 −→ F 1/p1−vF 1 −→ Tp(A
∨
η )⊗Zp R/p

1−vR −→ F 0/p1−vF 0 −→ 0
↓∼= || ↓∼=

0 −→ D ⊗R/p1−vR −→ A∨[p]⊗R/p1−vR −→ (A∨[p]/D)⊗R/p1−vR −→ 0

Moreover, if A∨[p]/D is a constant group over Uo, the R-module F0 := (F 0)G ⊂ ωA/R is free

of rank g, we have F0⊗R R̂ ∼= F 0 and we have a natural isomorphism F0/p
1−vF0

∼= (A∨[p]/D)⊗
R/p1−vR whose base change via R → R provides the isomorphism F 0/p1−vF 0 ∼= A∨[p]/D) ⊗
R/p1−vR.

Eventually, the construction of F0 is functorial in U and A (see 2.9 for the meaning of the
functoriality in A).

Proof. The statement concerning F0 follows from the first arguing as in 2.7. The statement
about the functoriality is the analogue of 2.8 and is proven as in loc. cit. It is deduced from the
functoriality of F 0 using the functoriality of the map dlog proven in 2.9.

For the first statement one argues that, using the filtration given in 2.9 and the description
of dlog on such a filtration, it suffices to prove the claim for B∨ and this is the content of 2.5.
The details are left to the reader.

3 Overconvergent modular sheaves

3.1 Definition of overconvergent modular sheaves

As always, we fix a positive prime p ≥ 3. Now fix a p-adically complete and separated, formally
smooth and topologically of finite type OK-algebra A. We write S := Spf(A) for the associated
formal scheme and SK = Spm(AK) for the associated rigid analytic fiber. We let || || be the
Gauss norm on AK so that A = {x ∈ AK | ||x|| ≤ 1}. We define the following categories and
functors.

a) FSchemesA. It is the category whose objects are p-adic formal schemes U over S, flat over
Spf(Zp) and such that U has a finite affine open covering {Ui = Spf(Ri)}i∈I with the property
that Ri is a p-adically complete and separated normal domain, topologically of finite type over
A, for every i ∈ I. The morphisms in FSchemes are morphisms as formal schemes over S.

For any object U we denote by UK → SK the corresponding morphism of rigid analytic
spaces.

b) Given an object U of FSchemesA we define Coh(OU ⊗OK
K) to be the category of sheaves of

OU ⊗OK
K-modules F on U , with the property that there is a coherent OU -module F on U such

that F = F ⊗OK
K. We let SheavesK be the category whose objects are pairs

(
U ,F

)
where U

is an object of FSchemesA and F is an object of Coh(OU ⊗OK
K).

If
(
U ,F

)
and

(
U ′,F ′

)
are two objects of SheavesK then a morphism

(
U ,F

)
−→

(
U ′,F ′

)
is

a pair
(
φ, φ+

)
where φ : U −→ U ′ is a morphism of formal schemes over S and φ+ : φ∗K(F ′) −→ F

is a morphism of OU ⊗OK
K-modules over U .
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We have a natural functor SheavesK −→ FSchemesA defined at the level of objects
by

(
U ,F

)
−→ U and at the level of morphisms

(
φ, φ+

)
−→ φ. For every object U of

FSchemesA we let SheavesK |U be the full subcategory of SheavesK consisting of pairs of
type

(
U ,F

)
with morphisms inducing the identity on U . It is equivalent to the opposite cate-

gory of Coh(OU ⊗OK
K). For every morphism φ : U → U ′ in FSchemesA we have an inverse

image functor φ∗ : SheavesK |U ′ → SheavesK |U such that (α ◦ β)∗ ∼= β∗ ◦ α∗ for every two
morphisms α : U ′ → U ′′ and β : U → U ′. In particular, SheavesK −→ FSchemesA is a fibred
category; cf. [SGA1, Ex. VI, Example 11.b].

We also have an integral variant of the category SheavesK , the category Sheaves whose
objects are pairs (U ,F) where U is an object of FSchemesA and F is a coherent sheaf of OU -
modules on U . Given two objects

(
U ,F

)
and

(
U ′,F ′

)
a morphism

(
U ,F

)
−→

(
U ′,F ′

)
is a pair(

φ, φ+
)

where φ : U −→ U ′ is a morphism of formal schemes over S and φ+ : φ∗K(F ′) −→ F is a
morphism of OU -modules over U . Then also Sheaves −→ FSchemesA is a fibred category.

c) Let F denote a totally real number field of degree g over Q with ring of integers OF and
different ideal DF . Let (c1, c

+
1 ), . . . , (ch, c

+
h ) be a complete system of representatives for the strict

class group of F . Fix an integer N ≥ 4 and assume that p is unramified in F and does not
divide N . We define the category Hilb(µN)wA to be the category whose objects are quintuples(
G/U , ι, λ, ψN , Y

)
where

• U is an object of FSchemesA.

• G −→ U is a formal abelian scheme of relative dimension g. We assume that G −→ U
is relatively algebrizable by which we mean that there exists an affine open covering {Ui =
Spf(Ri)}i∈I of U , with Ri a normal domain, such that G ×U Ui is algebrizable to an abelian
scheme Gi over Spec(Ri).

• ι : OF → EndU(G) is a ring homomorphism. It has the following property: if e : U −→ G
is the zero section of G and we denote ωG/U := e∗(Ω1

G/U), then ωG/U is an invertible OF ⊗Z OU -
module.

• if PG ⊂ HomOF

(
G,G∨

)
is the sheaf of OF -modules for the finite étale topology of U ,

defined as the symmetric OF -linear homomorphisms G → G∨, and if P+
G ⊂ PG is the subset

of polarizations, then λ is an isomorphism λ :
(
PG,P+

G

) ∼= (ct, c
+
t ), for some t, of invertible

OF -modules with a notion of positivity for the finite étale topology of U ; [R, Def. 1.19].

• we have a closed immersion ΨN : µN ⊗D−1
F → G[N ] of group schemes compatible with the

OF -actions over U .

• Y ∈ H0
(
U , det

(
ωG/U

)1−p ⊗OK
OK/pOK

)
is such that Y h

(
G/U , ι, λ, ψN

)
= pw. Here,

det
(
ωG/U

)
:= ∧gωG/U and h

(
G/U , ι, λ, ψN

)
∈ H0

(
U , det

(
ωG/U

)p−1 ⊗OK
OK/pOK

)
is the Hasse

invariant; see [AGo, Def. 7.12].

Remark 3.1. If (G/U , ι, λ, ψN , Y ) is as above, then GK → UK has a canonical subgroup CG ⊂
GK [p]. See 2.1.

The morphisms of the category Hilb(µN)wA are defined as follows. Let
(
G/U , ι, λ, ψN , Y

)
and(

G′/U ′, ι′, λ′, ψ′N , Y ′
)

be objects, then a morphism
(
G/U , ι, λ, ψN , Y

)
−→

(
G′/U ′, ι′, λ′, ψ′N , Y ′

)
is a pair

(
φ, α

)
such that

• φ : U −→ U ′ is a morphism of formal schemes.

14



• α : G −→ G′U := G′ ×U ′ U is an OF -linear morphism of group schemes defined over U such
that ψN ◦ α = ψ′N , α∗(Y ′) = Y and α induces an isomorphism CG ∼= CG′ ×U ′K UK .

We have a functor Hilb(µN)wA −→ FSchemesA defined by
(
G/U , ι, λ, ψN , Y

)
−→ U and(

φ, α
)
−→ φ. Given an object U of FSchemesA we let Hilb(µN)wA|U be the subcategory of

FSchemesA consisting of objects
(
G/U , ι, λ, ψN , Y

)
over U and of morphisms mapping to the

identity of U . For a morphism φ : U → U ′ in FSchemesA we have an inverse image functor
φ∗ : Hilb(µN)wA|U ′ → Hilb(µN)wA|U defined by the fibre product with respect to φ. Moreover,
(α ◦ β)∗ ∼= β∗ ◦ α∗ for every two morphisms α : U ′ → U ′′ and β : U → U ′. In particular, also
Hilb(µN)wA −→ FSchemesA is a fibred category. In fact, as mentioned in the intorduction,
Hilb(µN)wA is stack (but not a stack in groupoids) over FSchemesA.

The category of Hilb(µN)wA has a special object which enjoys a certain universal property
as follows (see lemma 3.2). Let us point out that due to the fact that in the definition of a
morphism in Hilb(µN)wA above we do not require α to be an isomorphism, this special object is
not universal in the usual sense.

Let M(A, µN) be the fine moduli space classifying abelian schemes over A with real mul-
tiplication by OF and µN -level structure. It is a smooth and quasi-projective scheme over A;
see [R, §1]. Let M̂(A, µN) denote the formal completion of M(A, µN) along its special fiber

and B(w) denote the normalization of the blow-up of M̂(A, µN) along the ideal generated by(
pw, h̃(G, ι, λ, ψN)

)
where

(
G/M̂(A, µN), ι, λ, ψN

)
is the pull back of the universal abelian scheme

with its OF -multiplication, polarization and level structure on M(A, µN) and h̃ωp−1 is a local
lift of the Hasse invariant h(G, ι, λ, ψN) with ω a local generator of det

(
ωG/cM(A,µN )

)
.

We denote by M(A, µN)(w) the p-adic completion of the open sub-scheme of B(w) which
is the complement of the section at ∞ in the exceptional divisor of B(w). It is a p-adic for-
mal scheme which is an object of FSchemesA defined at the beginning of this section. The
rigid analytic generic fiber M(A, µN)(w)K is the strict neighborhood of the ordinary locus of
M(A, µN)rig

K of width pw.

Let
(
Guniv, ιuniv, λuniv, ψuniv

N

)
be the pull back under the canonical map M(A, µN)(w) −→

M̂(A, µN) of the p-adic completion of the universal object over M(A, µN). We also define

Y univ = pw/h
(
Guniv/M(A, µN)(w), ιuniv, λuniv, ψuniv

N

)
. Then

Guniv :=
(
Guniv, ιuniv, λuniv, ψuniv

N , Y univ
)

is an object of Hilb(µN)wA and we have

Lemma 3.2. Let
(
G/U , ι, λ, ψN , Y

)
be an object of Hilb(µN)wA. Then there exists a unique mor-

phism in FSchemesA, φ : U −→ M(A, µN)(w) and a morphism (φ, α) :
(
G/U , ι, λ, ψN , Y

)
−→(

Guniv/M(A, µN)(w), ιuniv, λuniv, ψuniv
N , Y univ

)
in Hilb(µN)wA such that α : G −→ Guniv×M(A,µN )(w)

U is an isomorphism compatible even with the polarizations data. Moreover α is unique among
all such isomorphisms compatible with the OF -multiplications, the level structures and the po-
larizations data.

Remark 3.3. The compatibility between polarizations data alluded to in lemma 3.2 means
that λ :

(
PG,P+

G

) ∼= (ct, c
+
t ) coincides through α with the isomorphism of sheaves on the étale

topology of M(A, µN)(w), λuniv :
(
PGuniv ,P+

Guniv

) ∼= (ct, c
+
t )
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More precisely, the isomorphism defined by α is
(
PGuniv

U
,P+

Guniv
U

) ∼=
(
PG,P+

G

)
which sends

f : Guniv
U → Guniv,∨

U to α∨ ◦ f ◦ α.

We now prove Lemma 3.2.

Proof. Let
(
G/U , ι, λ, ψN , Y

)
be an object of Hilb(µN)wA. Then there exists a unique mor-

phism of formal schemes ϕ : U −→ M̂(A, µN) such that G ∼= G0 ×cM(A,µN ) U over U , where

G0 is the universal object over M̂(A, µN). This isomorphism is compatible with the OF -
multiplications, level structures and polarizations data. Moreover, because of the existence
of the section Y , ϕ factors uniquely through the above mentioned blow-up of M̂(A, µN) and
because U is a normal p-adic formal scheme, it factors uniquely through the p-adic completion
of the normalization B(w) of the blow-up, in other words ϕ factors uniquely through a mor-
phism φ : U −→ M(A, µN)(w). Thus we obtain an isomorphism α : G ∼= Guniv ×M(A,µN )(w) U
over U such that (φ, α) :

(
G/U , ι, λ, ψN , Y

)
−→

(
Guniv/M(A, µN)(w), ιuniv, λuniv, ψuniv

N , Y univ
)

is
a morphism in Hilb(µN)wA. Moreover, α also preserves the polarizations data.

We claim that α is unique with these properties: if α′ : G ∼= Guniv ×M(A,µN )(w) U is another
isomorphism preserving the OF -action, level structures, and polarizations then α−1 ◦α′ : G ∼= G
is an isomorphism over U which preserves all structures (including the polarizations data) so it
is the identity by Lemma 1.23 in [R].

Definition 3.4. An overconvergent modular sheaf of tame level N (with degree of overconver-
gence w) is a functor F : Hilb(µN)wA −→ SheavesK over FSchemesA.

Definition 3.5. If F is an overconvergent modular sheaf and
(
G/U , ι, λ, ψN , Y

)
is an object of

Hilb(µN)wA, we denote by F(G/U ,ι,λ,ψN ,Y ) the respective coherent sheaf on U . We denote by

M(F , N, w) := H0
(
M(A, µN)(w),FGuniv

)
and call these weakly holomorphic overconvergent F-valued modular forms.

Remark 3.6. The sheaf FGuniv defines a coherent sheaf on the rigid analytic fiber M(A, µN)(w)K
and we could have defined equivalentlyM(F , N, w) asM(F , N, w) := H0

(
M(A, µN)(w)K ,FGuniv

)
.

Remark 3.7. The universal property of the special object Guniv of Hilb(µN)wA implies that to
give a section f ∈ M(F , N, w) is equivalent to give a rule which assigns to every isomorphism
class of an object (G/U , ι, λ, Y ) of Hilb(µN)wA a section f(G/U , ι, λ, Y ) ∈ H0

(
U ,F(G/U ,ι,λ,Y )

)
which is functorial in (G/U , ι, λ, Y ) and commutes with base change.

3.2 Classical Hilbert modular sheaves

Let K be a finite extension of Qp containing a Galois closure of F . Let σ1, . . . , σg be the field
homomorphisms F → K. Each σi defines a so called universal character χi = (σi ⊗ 1) : (OF ⊗
Zp)

× → O×K , see [AGo, Def. 4.1]. Then, inside W(K) one has the so called classical weights
which are of the form χ :=

∏g
i=1 χ

ki
i with (k1, . . . , kg) ∈ Zg.
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Let G =
(
G/U , ι, λ, ψN , Y

)
be an object of Hilb(µN)wOK

. The OF ⊗ZOU -module of invariant
differentials ωG/U is invertible as p is unramified in F ; see [AGo, Rmk. 3.6]. In particular, ωG/U
decomposes as ⊕g

i=1Li where Li is the OU -sub-module on which OF acts via σi. Each Li is an
invertible OU -module. Given a classical weight χ we define the invertible OU ⊗OK

K-module

ωχG := ⊗g
i=1L

ki
i ⊗OK

K.

Given a morphism
(
φ, α

)
: G :=

(
G/U , ι, λ, ψN , Y

)
−→

(
G′/U ′, ι′, λ′, ψ′N , Y ′

)
:= G′ the natural

map α∗ : φ∗
(
ωG′/U ′

)
−→ ωG/U is a map of OF ⊗ OU -modules. It induces a map of OU ⊗OK

K-
modules

αi : φ
∗(Li) −→ Li,

which is an isomorphism as α is an isogeny. Define the isomorphism of OU ⊗OK
K-modules

ωχ(α, φ) := ⊗iα
ki
i : φ∗

(
ωχ
G′

) ∼−→ ωχG,

where αki
i = ⊗kiαi for ki ≥ 0 and αki

i =
(
α−ki
i

)−1
for ki ≤ 0. With these definitions one verifies

that ωχ defines an overconvergent modular sheaf.

For parallel weights k1 = . . . = kg =: k the invertible sheaf ωχG is the k-th power of the Hodge

invertible sheaf det
(
ωG/U

)
⊗OK

K considered in [R, §6].

A description à la Katz. For later purposes we provide an alternative description of ωχG.

Given an object G =
(
G/U , ι, λ, ψN , Y

)
of Hilb(µN)wOK

, put TU :=
(
OF ⊗Z OU

)×
and let ω×G be

the TU -torsor defined by ωG/U . Let O(χ−1)
U be the sheaf OU with action by TU twisted by χ−1.

Consider the invertible OU ⊗OK
K-module HomTU

(
ω×G,O

(χ−1)
U

)
⊗OK

K. Given a generator ω of

ωG/U as OF ⊗OU -module, an element f ∈ HomTU

(
ω×G,O

(χ−1)
U

)
is determined by the image f(ω)

via the rule f
(
α−1ω

)
= χ(α)f

(
ω
)
. This should be thought of as the sheaf theoretic analogue of

the notion of an Hilbert modular form as a rule à la Katz, cf. [AGo, Def. 5.1].

Define the OU ⊗OK
K-linear map

HomTU

(
ω×G,O

(χ−1)
U

)
⊗OK

K −→ ωχG/U

as follows. Given a local generator ω of ωG/U over an open V ⊂ U as OF ⊗OV-module we get a
local trivialization of ω×G over V and a splitting ω =

∑
i ωi where ωi is a generator of Li|V as OV-

module for every i = 1, . . . , g. Given ψ ∈ HomTV

(
ω×G/V ,O

(χ−1)
V

)
, the element ψ(ω) · ⊗g

i=1ω
ki
i lies

in Γ
(
V , ωχG

)
. If we choose another generator ω′ := αω with α an invertible section of OF ⊗OV ,

we have ω′ =
∑

i ω
′
i with ω′i = χi(α)ωi and we compute

ψ(ω′) · ⊗g
i=1ω

′,ki

i = χ−1(α)ψ(ω) · ⊗g
i=1χi(α)kiωki

i = ψ(ω) · ⊗g
i=1ω

ki
i .

Thus, we get a well defined map which does not depend on the choice of ω and which glues for
varying V ’s to a global map.

Lemma 3.8. For every χ the map HomTU

(
ω×G,O

(χ−1)
U

)
⊗OK

K −→ ωχG/U , defined locally on U
by choosing a local generator ω of ω×G and sending a local section ψ of HomTU

(
ω×G,O

(χ−1)
U

)
to

ψ(ω) · ⊗g
i=1ω

ki
i , is an isomorphism of OU ⊗OK

K-modules.
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In particular, HomTU

(
ω×G,O

(χ−1)
U

)
⊗OK

K is endowed with the structure of an overconvergent
modular sheaf inherited by the isomorphism of the lemma and the structure of modular sheaf on
ωχG/U . We describe explicitly how it behaves on morphisms. Suppose we are given a morphism(
φ, α

)
: G :=

(
G/U , ι, λ, ψN , Y

)
−→

(
G′/U ′, ι′, λ′, ψ′N , Y ′

)
:= G′. Consider the induced map

α∗ : φ∗
(
ωG′/U ′

)
−→ ωG/U . Given local generators ω and ω′ of ωG/U and ωG′/U ′ respectively over

open sub-schemes V ⊂ U and V ′ ⊂ U ′ such that φ(V) ⊂ V ′, write α∗(ω′) = aω with a a section
of OF ⊗ OV over V . It is invertible after inverting p as α∗ is an isomorphism after inverting p.

Given a local section t of HomTU′

(
ω×G′ ,O

(χ−1)
U ′

)
⊗OK

K over V ′, we let φ+(t) be the local section

of HomTU

(
ω×G,O

(χ−1)
U

)
⊗OK

K over V defined by sending b · ω 7→ χ−1(b)χ(a)φ∗
(
t(ω′)

)
for every

section b of TV .

3.3 Hecke operators

The main property of the definition in section 3.1 is that given an overconvergent modular sheaf
F of tame level N there is an operator Up and a Hecke operator Tq for every prime ideal q of OF

not dividing pN on the AK-module of weakly holomorphic overconvergent F -valued modular
forms. Let Guniv :=

(
Guniv, ιuniv, λuniv, ψuniv

N , Y
)

be the universal abelian formal scheme over
M

(
OK , µN

)
(w) and let M

(
OK , µN

)
(w)K be the rigid analytic fiber of M

(
OK , µN

)
(w).

Lemma 3.9. The canonical subgroup C of the universal object is isomorphic to the constant
group scheme OF/pOF over a finite and étale covering of M(OK , µN)(w)K.

Proof. We first consider the finite and étale cover Z ′ where CK becomes constant. We have to
prove that finite étale locally over Z ′ such a group is isomorphic to OF/pOF . It suffices to prove
it for every point of Z ′. Let K ⊂ L be a finite extension, let F be its residue field and consider
an L-valued point x of Z ′.

The pull-back Gx of G to the ring of integers of L is an abelian scheme. Then, Gx,K admits
a canonical subgroup Cx,K which is a constant group. In particular, it is a OF/pOF -module of
dimension pg as Fp-vector space. We need to prove that it is a free OF/pOF -module. It suffices
to show that given a non-trivial element e of OF/pOF then e does not annihilate Cx,K . We let
Cx ⊂ Gx be the schematic closure of Cx,K in Gx. Its special fiber Cx,F coincides with the kernel
of Frobenius on Gx,F. In particular its module of invariant differentials coincides with ωGx,F/F
which is a free OF ⊗F-module so that e does not annihilate it. Then e does not annihilate Cx,K
either.

Set q = p or q is a prime ideal of OF not dividing pN . For every i we fix an identifica-
tion (qci, q

+c+
i ) ∼= (cj, c

+
j ) (j depends on i), where let us recall the family {(ci, c+

i )}i=1,h+ is a

complete set of representatives for the strict class group of F . We define M
(
A, µN , q

)
(w)K →

M
(
A, µN

)
(w)K as the finite and étale cover of rigid analytic spaces classifying OF -invariant sub-

group schemes HK of the universal abelian object which, finite and étale locally, are isomorphic
to OF/q and such that HK does not intersect the canonical subgroup C. If q does not divide p,

this last condition is automatic. If q = p it follows from lemma 3.9 that HK ⊕C ∼=
(
OF/pOF

)2

étale locally over M
(
A, µN , q

)
(w)K so that HK ⊕C coincides with the p-torsion of the universal

abelian scheme Guniv
K . Thanks to [AGa, Thm 10.6] there is a normal formal scheme

p1 : M
(
A, µN , q

)
(w) −→ M

(
A, µN

)
(w),
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with rigid analytic fiber M
(
A, µN , q

)
(w)K such that HK extends to a finite and flat subgroup

scheme Huniv of the universal abelian object Guniv. We also have a unique morphism

p2 : M
(
A, µN , q

)
(w) −→ M

(
A, µN

)
(w′)

defined by taking the quotient G
′,univ := Guniv/Huniv with induced action of OF , polarization

structure, ψN and Y . Notice that the locus where the polarization module is (ci, c
+
i ) is sent to

the locus where the polarization module is (qci, q
+c+

i ); see [GK, §7.1]. Here we take w′ = w if
q does not divide p. If q = p and w < 1

p+1
, as HK ⊕ C = Guniv

K [p], we may take w′ = pw by

[Fa2, Thm. 5] or [GK, Thm. 5.4.3]. In both cases, the morphism p2 induces an isomorphism on

rigid analytic fibers as Guniv
K is canonically isomorphic to the quotient of G

′,univ
K by the subgroup

scheme Guniv
K [q]/HK and HK coincides with the image of G

′,univ
K [q]. We denote by

πq : Guniv −→ G
′,univ

the universal isogeny with kernel Huniv defined over M
(
A, µN , q

)
(w). Therefore we have a

natural morphism:

F
(
πq

)
: p∗2

(
FGuniv

)
−→ FG′,univ −→ FGuniv

∼= p∗1
(
FGuniv

)
.

We define the operator Tq (for q not dividing p) and the operator Up (for q = p) as 1/N(q) times
the composition:

H0
(
M(A, µN)(w′),FGuniv

)
−→ H0

(
M

(
A, µN , q

)
(w), p∗2

(
FGuniv

)) F(πq

)
−→

F
(
πq

)
−→ H0

(
M

(
A, µN , q

)
(w)K , p

∗
1

(
FGuniv

)) ∼= H0
(
M

(
A, µN

)
(w)K , p1,∗

(
p∗1FGuniv

)) Tr−→

Tr−→ H0
(
M

(
A, µN ,

)
(w)K ,FGuniv

) ∼= H0
(
M

(
A, µN

)
(w),FGuniv

)
.

As in 3.6 we implicitly identify the global sections of p∗1
(
FGuniv

)
on M

(
A, µN , q

)
(w) with the

global sections of the associated locally free sheaf on the rigid analytic space M
(
A, µN , q

)
(w)K .

Similar considerations apply to the last isomorphism. This allows us to define the trace of p1,K

as p1 induces a finite and étale morphism of rigid analytic spaces but not necessarily at the level
of formal schemes.

In particular we get Hecke operators

Tq : M(F , N, w) −→M(F , N, w), Up : M(F , N, w) →M(F , N, w),

for primes q not dividing p, by pre-composing the maps above with the inclusion M(F , N, w) →
M(F , N, w′).

Corollary 3.10. Given overconvergent modular sheaves F and G and a natural transformation
of functors f : F → G, the induced map M(F , N, w) −→M(G, N, w) is Hecke equivariant.

Proof. This follows as the Hecke operators are defined using only the fact that F and G are
functors.
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3.4 Overconvergent modular sheaves of weight k

Let WF be the rigid analytic space over Qp associated to the noetherian complete algebra
Zp[[(OF ⊗ Zp)

×]], called the weight space for GL2/F .
Let us recall that we fixed a K-affinoid algebra AK with good reduction (see the beginning of

section 3.1). Let k ∈ WF (AK) be an AK-valued weight, in other words k :
(
OF ⊗Zp

)× −→ A×K is
a continuous homomorphism. We denote the action of k on elements t ∈ (OF ⊗Zp)

× additively,

i.e. k(t) = tk. As
(
OF ⊗ Zp

)×
is compact the image of k is contained in A× and we denote also

by k :
(
OF ⊗ Zp

)× −→ A×. The goal of this section is to attach to the data (A,F,N,w, k) an

overconvergent modular sheaf ω†,kA on Hilb(µN)wA, functorial in A and w; see 3.13.

We denote by r := min

{
n ∈ N

∣∣∣∣ ||k(1 + pn(OF ⊗ Zp)
)
− 1|| < p−1/(p−1)

}
. Any non-negative

w ∈ Q such that w < 2
pr−1 if p 6= 3 and w < 1

3r if p = 3 is called adapted to k. We fix such a w
and note that there exists a unique Zp-linear function a : OF ⊗ Zp → A such that

tk = exp
(
a log(t)

)
∀t ∈ 1 + pr(OF ⊗ Zp).

Let e1, . . . , eg be a Z-basis of OF . By [AGo, §4] we have an isomorphism WF
∼= qε∈µ̂D,

where µ̂ is the set of characters of (OF/pOF )× and D is the open unit polydisk of dimension g
given by Spm

(
Zp[[X1, . . . , Xg]]

[
p−1

])
, centered at 0. Given a Cp-valued point (x1, . . . , xg) of D,

the associated character of (OF ⊗Zp)
× is the logarithm 1+p

(
OF ⊗Z Zp

)
−→ OF ⊗Z Zp composed

with the map OF ⊗Z Zp 7→ C×p ,
∑
aiei 7→

∏
xai
i .

Examples 1) For every finite extension K ⊂ L and every k ∈ WF (L) our construction for
A = OL provides overconvergent modular sheaves of weight k:

ω†,k : Hilb(µN)wOL
−→ SheavesK .

2) For every positive r ∈ N let Wr ⊂ WF be the open subspace of weights k such that
||k

(
1 + pr

(
OF ⊗ Zp

)
|| < p−1/(p−1). Then the family {Wr}r defines an open admissible covering

of WF by affinoids associated to formal affine schemes Spf(Ar). As on each Wr there exists a
universal character kr : (OF ⊗ Zp)

× −→ A×r defined by
(
tkr

)
(x) = tx for all t ∈ (OF ⊗ Zp)

× and
x ∈ Wr, we can apply the previous construction providing a family of overconvergent modular
sheaves

ω†r,w : Hilb(µN)wAr
−→ SheavesK .

For every finite extension K ⊂ L and every k ∈ Wr(Cp), the functoriality implies that the
restriction of ω†r,w to the inclusion Hilb(µN)wL ⊂ Hilb(µN)wAr

coincides with ω†,k.

We start explaining the construction of ω†,kA with the following lemma.

Lemma 3.11. Every object G :=
(
G/U , ι, λ, ψN , Y

)
in Hilb(µN)wA admits a canonical subgroup

Cr ⊂ GK of level r. Moreover, Cr is the iterated extension of C1, it is OF -invariant and finite
étale locally over UK the OF -group scheme Cr is isomorphic to OF/p

rOF .

Proof. The existence of the canonical subgroup follows from [Fa2, Thm. 6]. By loc. cit. finite
étale locally over UK it is a free Z/prZ-module of rank g , it is stable under the action of OF
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and it is the successive extension of the canonical subgroup C1 of level 1. It then follows from
3.9 that finite étale locally over UK it is is a free OF/p

rOF -module of rank 1.

We first define the functor ω†,kA on a full subcategory Hilb′(µN)wA of Hilb(µN)wA. We then
show how ω†,kA extends uniquely to Hilb(µN)wA.

The category Hilb′(µN)wA. Given an object G :=
(
G/U , ι, λ, ψN , Y

)
in Hilb(µN)wA with U =

Spf(R), let θK : U ′K −→ UK be the finite and étale morphism representing the functor

IsomOF

(
OF/p

rOF , Cr
)
,

i.e., all the trivializations of Cr as OF/p
rOF -group scheme. By the Lemma it is Galois with

group G ∼=
(
OF/p

rOF

)×
. Let now θ : U ′ −→ U denote the normalization of U in U ′K and

set G′ :=
(
G′/U ′, ι′, λ′, ψ′N , Y ′

)
be given by the pull–back of G via θ. It defines an object of

Hilb(µN)wA.
We define Hilb′(µN)wA as the full subcategory of Hilb(µN)wA consisting of objects G :=(

G/U , ι, λ, ψN , Y
)

such that U = Spf(R) is affine, G is algebrizable and, with the notations
above setting U ′ := Spf

(
R′

)
, the ring R′ satisfies the local assumptions of §2.

The functor ω†,kA on objects. There is an OU ′-sub-module FG of ω eG′/R′ given by F0(G̃
′/R′) of 2.7.

It is stable under the action of OF on G̃′ by the functoriality of F0 proven in 2.8. Moreover we
have an isomorphism of OF ⊗OU ′-modules provided by the map dlog:

(Cr)
∨ ⊗OU ′/p(1−v)rOU ′ ∼= FG/p(1−v)rFG. (1)

Define F ′G as the inverse image in FG of (Cr)
∨−(Cr)

∨[pr−1]. Then F ′G is a torsor under the sheaf

of groups SU ′ :=
(
OF ⊗ Zp

)× · (1 + p(1−v)r(OF ⊗OU ′)
)

and both SU ′ and F ′G are endowed with

compatible actions of G, lifting the action on U ′. If x is a local section of 1 + p(1−v)r(OF ⊗OU ′
)

then we write xa := exp(a log(x)) where let us recall a : OF ⊗Zp −→ A was a Zp-linear map such
that tk = exp(a log(t)) for all t ∈ 1 + pr(OF ⊗ Zp). Let us then remark that with the definition
above xa is also a section of 1 + p(1−v)r(OF ⊗ OU ′

)
. We now define a twisted action of SU ′ on

OU ′ as follows: let s := c · x be a local section of SU ′ :=
(
OF ⊗ Zp

)× · (1 + p(1−v)r(OF ⊗ OU ′)
)

and y a local section of OU ′ . We set

s ∗ y := xa · ck · y.

We denote O(k)
U ′ the sheaf OU ′ with this action of SU ′ . We define the coherent OU ⊗OK

K-module

ω†,kG :=
(
θK,∗

(
HomSU′ (F

′
G,O

(−k)
U ′ )

)
⊗OK

K
)G
.

As HomSU′
(
F ′G,O

(−k)
U ′

)
is an invertible OU ′-module, we deduce that ω†,kG is an invertible OU ⊗OK

K-module. This defines ω†,kA on objects of Hilb′(µN)wA.

The functor ω†,kA on morphisms. Consider the functor S : Hilb′(µN)wA −→ Groups and the
functor O′(−k) : Hilb′(µN)wA −→

(
S–Sheaves

)
associating to an object G :=

(
G/U , ι, λ, ψN , Y

)
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the sheaf SU ′ and the coherent OU ′-module with action of SU ′ given by O(−k)
U ′ . It follows from

2.8 and 2.10 that the association G 7→ FG defines a functor F : Hilb′(µN)wA −→
(
S–Sheaves

)
.

Consider a morphism α : G −→ H in Hilb′(µN)wA over a map U → W in FSchemesA. By
assumption it induces an isomorphism of canonical subgroups CG ∼= CH ×WK

UK of level 1.
Thanks to 3.11 it induces an isomorphism of the canonical subgroups of level r of GK and
HK ×WK

UK . In particular, if we let U ′K → UK and W ′
K → WK be G-coverings classifying the

trivializations of the the canonical subgroups of level r of GK and HK we have U ′K ∼= W ′
K×WK

UK
compatibly with the action of G. This induces a morphism U ′ → W ′ lifting the morphism
U → W . Due to 2.8 the map on differentials ωH → ωG induces a morphism α∗ : FH → FG.
Consider the diagram

α∗
(
FH

) α∗−→ FGy y
α∗(C∨H)⊗OU ′/p1−vOU ′

α∨−→ C∨G ⊗OU ′/p1−vOU ′ ,

where the vertical arrows are induced by the isomorphisms defined in (2) and α∨ : C∨H → C∨G is
induced by α so that it is an isomorphism. The diagram is commutative due to the functoriality
of dlog proven in lemma 2.8. In particular α∗ is an isomorphism ofOF⊗OU ′-modules and induces
an isomorphism α∗ : α∗

(
F ′H

)
⊗α∗(SW′ ) SU ′ ∼= F ′G of SU ′-torsors. We thus get isomorphisms

α∗
(
HomSW′

(
F ′H ,OW ′

)) ∼= Homα∗(SW′ )

(
α∗(F ′H),OU ′

) ∼−→ HomSU′

(
F ′G,OU ′

)
of OU ′-modules with action of G. Here, the first map is induced by the natural map OW ′ →
α∗

(
OU ′

)
and the last map is induced by inverting the isomorphism α∗

(
F ′H

)
−→ F ′G. Inverting

p and taking G-invariants of θK,∗ we get the sought for isomorphism of OU ⊗OK
K-modules

ω†,kG
∼= α∗

(
ω†,kH

)
.

Remark 3.12. An alternative definition of the sheaves ω†,kG over U ′ would have been as the

“push-out” F ′G⊗SU′
O(k)
U ′ ⊗K; this definition of ω†,kG would have given a more direct and readily

contravariant action on morphisms. Using local trivializations of F ′G as SU ′-torsor, one can
make sense of such a tensor construction as the push-out of the cocyle defining F ′G via the map

k : SU ′ → OU ′ ⊗K. The need in applications for an intrinsic definition of ω†,kG , not based on a
choice of local trivializations, led the authors to the present definition. One should think of it
as the OU ′ ⊗ K-dual of F ′G ⊗SU′

O(−k)
U ′ ⊗ K. This issue and the comparison between the two

approaches are discussed for classical modular sheaves in §3.2.

Recall from [SGA1, Ex. VI, Def. 5.2] that a functor between two categories over a given
category is cartesian if it transforms cartesian diagrams into cartesian diagrams. We deduce from
the above that ω†,kA is a cartesian functor Hilb′(µN)wA, namely for every morphism G −→ G′

in Hilb′(µN)wA over φ : U → U ′, the induced map φ+ : φ∗
(
ω†,k
G′

)
→ ω†,kG is an isomorphism of

OU ⊗OK
K-modules.

Theorem 3.13. There exists a unique overconvergent modular sheaf

ω†,kA : Hilb(µN)wA −→ SheavesK ,
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which is a cartesian functor and extends the functor ω†,kA on Hilb′(µN)wA. Furthermore,

(1) for every object G of Hilb(µN)wA over a formal scheme U the OU ⊗ K-module ω†,kG is
locally free.

(2) ω†,kA is functorial in A and in w, i.e., for every morphism of formally smooth OK-algebras
A→ B and for every w′ ≤ w satisfying the bound above, the modular sheaf ω†,kB on Hilb(µN)w

′
B

is ω†,kA on Hilb(µN)wA restricted to the subcategory Hilb(µN)w
′

B ⊂ Hilb(µN)wA.

(3) Let O : Hilb(µN)wA −→ SheavesK be the functor associating to G :=
(
G/U , ι, λ, ψN , Y

)
the sheaf OU ⊗OK

K. For weights k and k′ let k + k′ be the weight tk+k
′

:= tk · tk′. Then,

taking w adapted to k and k′ there is a natural isomorphism of functors ω†,kA ⊗O ω†,kA
∼−→ ω†,k+k

′

A ,
compatible with the functorialities in (2).

Proof. For every affine open U ⊂ M(A, µN)(w) the pull-back of the universal object Guniv
U

defines an object of Hilb′(µN)wA. In particular, ω†,k
Guniv is defined for the universal object over

M(A, µN)(w). Consider an object G of Hilb(µN)wA over a formal scheme U . Possibly replacing
U with an open affine formal sub-scheme we may assume that U = Spf(R) is affine. We have a
unique map f : U → M(A, µN)(w) such that G is isomorphic to the pull–back of the universal
object via Guniv via f . We set ω†,kG := f ∗

(
ω†,k
Guniv

)
. This construction glues and provides a

definition of ω†,kG for every object G of Hilb(µN)wA.

As we have already proven that the functor ω†,kA on Hilb′(µN)wA is cartesian, this definition
agrees with the one already given for objects of Hilb′(µN)wA. The cartesian property implies that
any functor with the properties required in the Theorem agrees on objects with our definition.
This proves the uniqueness claimed in the Theorem 3.13. We are left to define ω†,k on morphisms
and to prove that it is cartesian.

Consider an object G of Hilb(µN)wA over a formal scheme V . Possibly after replacing
V with a covering by open formal sub-schemes we may assume that V = Spf(R) and the
morphism f : V → M(A, µN)(w), defined above, factors via an open affine sub-scheme U of
M(A, µN)(w) for which Guniv

V is in Hilb′(µN)wA. Define θK : V ′K −→ VK as the finite and
étale morphism representing the functor IsomOF

(
OF/p

rOF , Cr
)

and let R′ be the normaliza-
tion of R in V ′K . Recall that over U we have FGuniv |U ⊂ ωGuniv/U ⊗OU OU ′ and an isomorphism

(Cr)
∨ ⊗ OU ′/p(1−v)rOU ′ ∼= FGuniv/p(1−v)rFGuniv . As V ′K ∼= VK ×UK

U ′K the morphism f : V → U
lifts to a morphism f ′ : V ′ → U ′ and pulling back via f ′ provides an invertible OF ⊗OV ′-module
FG ⊂ ωG/V ⊗OV OV ′ and an isomorphism γG : (Cr)

∨ ⊗ OV ′/p(1−v)(r)OV ′ ∼= FG/p(1−v)rFG. It

follows that ω†,kG
∼=

(
θK,∗

(
HomSV′ (F

′
G,O

(−k)
V ′ )

)
⊗OK

K
)G

where SV ′ , F ′G and O(−k)
V ′ are defined as

before.
By the functoriality of dlog the map γG is induced by the map dlog on the Tate module

of G if R′ is a DVR as explained in 2.7. As R′ is normal and FG is an invertible OV ′-sub-
module of ΩG/V ⊗OV OV ′ , the knowledge of FG and γG in co-dimension one on Spec(R′), for
general R′, characterizes them uniquely. This implies that they are defined for any object G of
Hilb(µN)wA by gluing and that they are functorial for morphisms in Hilb(µN)wA. Proceeding as
for the definition of ω†,kA on morphisms in Hilb′(µN)wA, this suffices to define the functor ω†,kA on
morphisms in Hilb(µN)wA and to prove that it is cartesian.
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(2) Due to uniqueness in order to prove that ω†,kA is functorial in A and w we may restrict
to the subcategories Hilb′(µN)wA and Hilb′(µN)w

′
B . We remark that Hilb′(µN)w

′
B ⊂ Hilb′(µN)wA.

Then, the construction implies that ω†,kB = ω†,kA |Hilb′(µN )w′
B

proving (1).

(3) Due to the uniqueness statement in the theorem, it suffices to construct the claimed
isomorphism on the subcategory Hilb′(µN)wA. Take an object G :=

(
G/U , ι, λ, ψN , Y

)
. The

product on OU ′ defines a natural isomorphism of invertible OU ′-modules

HomSU′ (F
′
G,O

(−k)
U ′ )⊗OU′ HomSU′ (F

′
G,O

(−k′)
U ′ ) −→ HomSU′ (F

′
G,O

(−k·k′)
U ′ ).

Taking ⊗OK
K and the G-invariants of the push-forward by θK , we get the isomorphism ω†,kG ⊗OU

ω†,k
′

G
∼= ω†,k·k

′

G . We leave it to the reader to verify that it is functorial in G, in A and in w.

3.5 Overconvergent modular forms of weight k

We write M(A, µN)(w) for the p-adic formal scheme defining the normalization of M(A, µN)(w)
in a smooth projective toroidal compactification M(A, µN) of M(A, µN). The existence of
M(A, µN) is proven in [R, §6]. If g = 1, we are classifying elliptic curves and those com-
pactifications coincide all with the strict neighborhood of the ordinary locus of width pw in the
modular curve X1(N) ⊗OK

A. If g ≥ 2 the definition of M(A, µN) depends on the choice of a
polyhedral cone decomposition.

Theorem 3.14. Let w, AK, r, k be as in the previous section. Then,
i) ω†,k

Guniv extends uniquely to a coherent, locally free OM(A,µN )(w) ⊗ K-module of rank 1 on

M(A, µN)(w). This extension will also be denoted by ω†,k
Guniv .

ii) The AK-module M(A, µN , w) := H0
(
M(A, µN)(w), ω†,k

Guniv

)
is independent of the toroidal

compactification.
iii) Let q denote p or an ideal of OF not dividing pN . Let f ∈ M(A, µN , w) and let us

denote by f o its restriction to M(A, µN)(w). Then Tq(f
o) extends uniquely to an element of

M(A, µN , w) which will be denoted Tq(f).

We start with the following important result.

Lemma 3.15. There exists a unique triple of objects
(
G

univ
, ιuniv, Y

univ)
over M(A, µN)(w),

extending the triple (Guniv, ιuniv, Y univ) over M(A, µN)(w) as follows:

• Guniv −→ M(A, µN)(w) is a semiabelian scheme, locally relatively algebraizable extending
the abelian scheme on Guniv −→ M(A, µN)(w).

• ιuniv : OF −→ EndM(A,µN )(w)(G
univ

) is a ring homomorphism compatible with the OF -

multiplication on Guniv over M(A, µN)(w).

• Y univ ∈ H0
(
M(A, µN)(w), ω1−p

G
univ ⊗OK

OK/pOK

)
is such that

Y · h(Guniv
, ιuniv, λuniv, ψuniv

N

)
= pw.

Proof. The existence of the extensions follows from [R, Thm. 6.18]. Let G and G
′

be two
semiabelian schemes algebrizable locally over M(A, µN)(w) and extending the universal abelian
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scheme over M(A, µN)(w). We consider a covering by open formal sub-schemes {Ui = Spf(Ri)}i
such that Ri is an integral, noetherian domain and G and G

′
are algebrizable to semiabelian

schemes Gi and G′i over Ui = Spec(Ri) for every i. Then, there is an open dense sub-scheme
U o
i ⊂ Ui over which Gi and G′i are isomorphic to the pull–back of the universal abelian scheme

over M(A, µN)(w). As the Ri’s are all normal such a generic isomorphism extends uniquely to
an isomorphism Gi

∼= G′i thanks to [FC, Prop. I.2.7]. By uniqueness these local isomorphisms

glue to a global isomorphism α : G ∼= G′. If G and G
′

are endowed with extra structures,
namely polarizations and µN -level structures, extending the ones on the universal abelian scheme,
they are preserved by α generically and, hence, they are preserved by α. This proves the
uniqueness.

Proof. (of Theorem 3.14)
i) Let U = Spf(R) ⊂ M(A, µN)(w) be an affine open and let G = (G/U , ι, ψN) denote

the restriction of the universal semiabelian scheme, OF -multiplication and level µN -structure
to U . Let us also denote by Uo the open formal sub-scheme of U over which G is abelian, i.e.
Uo = U ×M(A,µN )(w) M(A, µN)(w), and let Go := (Go/Uo, ιo, λo, ψo, Y o) denote the restriction of

Guniv to Uo. Then Go is an object of HilbµN)wA. By [R, Thm. 5.1] taking U small enough we
may assume that R and G satisfy the assumptions of §2.1. In particular the pull back of G to
the completion of U along U\Uo admits a uniformization à la Mumford by a 1-motive M and
the Tate module of Go

K is defined by the Tate module of M . Due to the real multiplication, M
has purely toric semiabelian part. Thus the connected part G[pr]0 of G[pr] is finite and flat over
U of rank prg, it is a diagonalizable group scheme and G[pr]0K defines the canonical subgroup
Cr of GK level pr over UK . Let us define θK : U ′K −→ UK to be the finite and étale morphism
representing the functor

IsomOF

(
OF/p

rOF , Cr
)
,

i.e., all the trivializations of Cr as OF/p
rOF -group scheme. It is Galois with group G ∼=(

OF/p
rOF

)×
. Let now θ : U ′ −→ U denote the normalization of U in U ′K and set G′ :=(

G′/U ′, ι′, ψ′N
)

to be the pull–back of G =
(
G, ι, ψN

)
via θ. Consider the OU ′-sub-module

FG of ωG′/R′ , given by F0(G
′/R′) of 2.10. Due to 2.9 it coincides with ωG′/R′ and in particular it

is stable under the action of OF on G′. Moreover we have an isomorphism of OF ⊗OU ′-modules
provided by the map dlog:

(Cr)
∨ ⊗OU ′/p(1−v)rOU ′ ∼= FG/p(1−v)rFG. (2)

Define F ′G as the inverse image in FG of (Cr)
∨− (Cr)

∨[pr−1]. Now we repeat the construction of

ω†,kG in the abelian case, more precisely we notice that F ′G is a torsor under the sheaf of groups

SU ′ :=
(
OF ⊗Zp

)× · (1 + p(1−v)r(OF ⊗OU ′)
)

and both SU ′ and F ′G are endowed with compatible
actions of G, lifting the action on U ′ given by the same expressions as in the abelian case. We
denote O(k)

U ′ the sheaf OU ′ with that action of SU ′ . We define the coherent OU ⊗OK
K-module

ω†,kG :=
(
θK,∗

(
HomSU′ (F

′
G,O

(−k)
U ′ )

)
⊗OK

K
)G
.

As HomSU′
(
F ′G,O

(−k)
U ′

)
is an invertible OU ′-module, we deduce that ω†,kG is an invertible OU ⊗OK

K-module. Moreover we have:
ω†,kG |Uo

K
= ω†,kGo .

25



By uniqueness the sheaves ω†,kG on UK glue to give an invertible sheaf ω†,k
Guniv on M(A, µN)(w)

extending ω†,k
Guniv on M(A, µN)(w).

ii) We now show that the AK-module H0
(
M(A, µN)(w), ω†,k

Guniv

)
is independent of the choice

of toroidal compactification M(A, µN)(w). If g = 1 all toroidal compactifications coincide and
so there is nothing to prove. For g ≥ 2 we remark that any two smooth toroidal compactifica-
tions are dominated by a third one, still smooth, by [R, Lemme 4.2]. Thanks to 3.15 we have
compatibility of the universal objects. So it suffices to prove the following claim. Consider a
morphism of smooth toroidal compactifications f : M

′
(A, µN)(w) → M(A, µN)(w) and a mor-

phism g : G
′,univ → Guniv over f . We have an isomorphism f ∗

(
ω†,k
Guniv

) ∼= ω†,k
G
′,univ by definition of

overconvergent modular sheaf. By adjunction we obtain a map ω†,k
Guniv −→ f∗

(
f ∗

(
ω†,k
Guniv

))
. We

claim that it is an isomorphism. As ω†,k
Guniv is a locally free OM(A,µN )(w)⊗OK

K-module, it suffices

to prove it for ω†,k
Guniv replaced with OU ⊗OK

K for an open affine U = Spf(R) ⊂ M(A, µN)(w).

In this case, the claim follows from the theorem on formal functions as f−1
(
U

)
→ U is proper

birational and R is normal.
iii) We now prove that the operators Tq and Up restricted to H0

(
M(A, µN)(w′), ω†,k

Guniv

)
factor

through H0
(
M(A, µN)(w), ω†,k

Guniv

)
. As ω†,k

Guniv is a locally free sheaf on M
(
A, µN ,

)
(w) and the

latter admits an open affine covering by the formal spectrum of normal rings, it suffices to prove

that the image of a section s of H0
(
M(A, µN)(w′), ω†,k

Guniv

)
via Tq or Up, defined a priori in

H0
(
M

(
A, µN ,

)
(w)K , ω

†,k
Guniv

)
, extends in co-dimension 1 over M

(
A, µN ,

)
(w)K . More precisely,

it suffices to prove the following.

Claim 1. Let R be a complete discrete valued field with maximal ideal I and fraction field L of
characteristic 0. Consider an object GL :=

(
GL/L, ι, λ, ψN , Y

)
∈ Hilb(µN)wA(L) such that GL

extends to a semiabelian scheme G over R with action of OF , having bad reduction at the closed
point of R. In particular, it will have purely toric reduction and in particular the canonical
subgroup of level r of GL extends to a subgroup scheme of G, finite and flat over R, given by
the connected part of G[pr]. Proceeding as in the proof of (1) one gets an R-module ω†,kG ⊂ ω†,kGL

.

Let L ⊂ L′ be the finite and étale algebra defining the scheme theoretic fiber p−1
1

(
[GL]

)
of

the moduli point [GL]. In particular GL′ admits a tautological subgroup scheme HL′ defining
the Hecke correspondence. Consider the quotient map πL′ : GL′ → GL′/HL′ =: G′L′ . Then,
G′L′ with induced action of OF , polarizations, ψN and Y defines an L′-valued point

[
G′L′

]
of

M(A, µN)(w′). Let R′ be the normalization of R in L. It is the product of finitely many discrete
valuation rings. The schematic closure of HL′ ⊂ GL′ defines a quasi-finite and flat subgroup
scheme H ′ ⊂ G ⊗R R

′. Thus, the projection map π : G ×R R
′ →

(
G ×R R

′)/H ′ =: G′ is a flat
and quasi-finite homomorphism of group schemes extending πL′ . G has purely toric reduction
therefore G′ also has purely toric reduction. Furthermore G′ with the induced action of OF ,
the polarization, ψN and Y defined over L′ provides a moduli interpretation for the extension of[
G′L′

]
to an R′-valued point of M

(
A, µN ,

)
(w′) granted by the valuative criterion of properness;

see [R, Prop. 5.2]. Also in this case as in the proof of (1) one gets an R′-module ω†,kG′ ⊂ ω†,k
G′

L′
.

The claim we need to prove is the following.
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Claim 2. The image of ω†,kG′ via the map p1,∗ ◦ p∗2 : ω†,k
G′

L′
−→ ω†,kGL

is contained in ω†,kG .

We prove the claim. The module ω†,kG (resp. ω†,kG′ ) is constructed from the torsor F ′G (resp. F ′G′)
under SR :=

(
OF ⊗ Zp

)× · (1 + p(1−v)r(OF ⊗R)
)

(resp. under SR′) defined by the inverse image
in ωG (resp. ωG′) of dlog

(
(Cr)

∨− (Cr)
∨[pr−1]

)
. The map dπ : ωG′ ∼= ωG⊗RR

′ is an isomorphism.
As π induces an isomorphism between the canonical subgroups of level pr of G ⊗R R

′ and of
G′, it induces an isomorphism of S ′R-torsors F ′G′

∼−→ FG ×SR S ′R. Arguing as in the proof of the
functoriality of ω†,kA in §3.4 we get an isomorphism of R′-modules

dπk : ω†,kG′
∼−→ ω†,kG ⊗R R

′.

The map p1,∗ ◦ p∗2 is defined as the base change ⊗RL of the composite of dπk and the trace

ω†,kG ⊗R R
′ → ω†,kG . The latter is defined by the trace from R′ to R so that p1,∗ ◦ p∗2

(
ω†,kG′

)
lies in

the sub-module ω†,kG of ω†,kGL
as claimed.

Let w,AK , r, k be as in theorem 3.14.

Definition 3.16. We call M(k, µN , w) := H0
(
M(A, µN)(w), ω†,k

Guniv

)
the space of holomorphic

overconvergent Hilbert modular forms of weight k, tame level µN and degree of overconvergence
w. We denote by

Tq : M(k, µN , w) −→M(k, µN , w), Up : M(k, µN , w) →M(k, µN , w),

for primes q not dividing p, the induced Hecke operators.

Assume now that we can take r = 1, i.e., that ||k
(
1+p

(
OF ⊗Zp

))
|| < p−1/(p−1). Given an object

G :=
(
G/U , ι, λ, ψN , Y

)
in Hilb′(µN)wA, define

Ω†,kG := θ∗
(
HomSU′ (F

′
G,O

(−k)
U ′ )

)G
.

As HomSU′
(
F ′G,O

(−k)
U ′

)
is an invertible OU ′-module and the group G ∼= (OF/pOF )∗ is of order

prime to p, we conclude that Ω†,kG is a coherent OU -module and it is a direct summand in

HomSU′ (F
′
G,O

(−k)
U ′ )

)
. Arguing as in 3.13 the functor Ω†,k extends uniquely to a cartesian functor

Ω†,kA : Hilb(µN)wA −→ FSheaves called the integral overconvergent modular sheaf of weight k.
As in 3.13 one proves that

Corollary 3.17. If ||k
(
1 + pOF

)
− 1|| < p−1/(p−1), the functor Ω†,kA : Hilb(µN)wA −→ Sheaves

is cartesian. Furthermore,

(1) Ω†,kA is functorial in A and in w;

(2) for weights k and k′ there is a natural isomorphism of functors Ω†,kA ⊗O Ω†,kA
∼−→ Ω†,k·k

′

A ;

(3) we have an isomorphism of functors ω†,kA
∼= Ω†,kA ⊗OK

K.

4 Properties of ω†,kA

We gather several properties of the overconvergent modular sheaf ω†,kA defined in theorem 3.13.
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4.1 The q-expansion maps

First of all we show how the general theory of overconvergent modular sheaves provides natu-
rally q-expansion maps on the AK-module M

(
k, µN , w

)
of holomorphic overconvergent Hilbert

modular forms of weight k defined in 3.16.
A cusp of M(A, µN)(w) is defined by (i) a fractional ideal A of OF , (ii) a notion of positivity

on A−1, (iii) an exact sequence ofOF -modules 0 → D−1
F → H → A → 0, (iv) a direct summand

D−1
F /ND−1

F ⊂ H/NH as OF -modules. We write M := A = A2A−1 and MN := 1
N
M with the

notion of positivity induced by A−1. See [Ch, §3.1]. We explain how to define the q-expansion
maps at the given cusp:

q-expA : M
(
k, µN , w

)
−→ A[[qα]]

U2
N

α∈M+
N∪{0}

⊗OK
K,

where A[[qα]]
U2

N

α∈M+
N∪{0}

is the sub-ring of A[[qα]]α∈M+
N∪{0}

on which the group of squares of the units

UN := {x ∈ O×F |x ≡ 1 mod pN}, acting on MN , acts trivially.
Given a cusp one can construct a Tate object TateA over the formal completion UA = Spf

(
RA

)
of suitable affine open formal sub-schemeWA of M(A, µN)(w) at the given cusp. By construction
RA is a sub-ring of A[[qα]]α∈M+

N∪{0}
. The Tate object is the pull–back of the universal object Guniv

defined in 3.15. Set ω†,k
(
TateA

)
as the pull–back of the sheaf ω†,k

(
G

)univ
defined in 3.14. We

describe it explicitly. The Tate object TateA admits a uniformization à la Mumford by a 1-motive
[A → Gm ⊗D−1

F ]. In particular, ωTateA/UA
∼= ωGm⊗D−1

F /UA
admits a canonical basis element ωcan

as OF ⊗RA-module provided by the standard invariant differential on Gm. See [R, §4] and [Ch,
§3.6]. The subgroup scheme µp ⊂ Gm defines the canonical subgroup ψp : µp ⊗D−1

F −→ TateA.
Via these identifications the map dlog for TateA is defined by the map dlog for Gm ⊗D−1

F , see
§2.1, so that the image of the canonical generator of the Cartier dual of µp⊗D−1

F is ωcan modulo
p1−v. Write U ′A := Spf

(
R′A

)
→ UA for the finite étale extension classifying all trivializations of

the canonical subgroup ψ′p : µp ⊗D−1
F of TateA. The group of automorphisms of this extension

is the group previously denoted G = (OF/pOF )∗ in §3.4 and U ′A =
∏
G UA as we have ψp over UA.

An element α ∈ G acts on R′A as a diamond operator, sending ψ′p 7→ ψ′p ◦ 1⊗α so that it acts by
pull–back on F ′TateA

sending ωcan 7→ ωcan|〈α〉 = τ(α)−1ωcan where τ is the Teichmüller character

G →
(
OF ⊗Zp)

∗; see [AGo, Prop. 7.6]. Write S :=
(
OF ⊗Zp

)× ·(1+p(1−v)r(OF ⊗R′A)
)
. Consider

the R′A-module HomS(F ′TateA
, R

′(−k)
A

)
. By construction, see the proof of 3.14(i), the sections of

ω†,k
(
TateA

)
over UA coincide with HomS(F ′TateA

, R
′(−k)
A

)G
[p−1]. It is a free RA[p−1]-module of

rank 1, generated by the element ωkcan sending s · ωcan 7→ (−k)(s)ek for every s ∈ S where
ek =

(
−k(α)

)
α∈G ∈ R′A generates the eigenspace of R′A on which G acts via the character −k.

Hence, for every f ∈ M
(
k, µN , w

)
there exists a unique element q-expA(f) of RA ⊗OK

K such

that q-expA(f) · ωkcan = f |UA
as sections of HomS(FTate′A

, R
′(−k)
A

)G
. Note that as f is a section of

ω†,kA over M(A, µN)(w) by 3.5 the image of q-expA(f) in A[[qα]]α∈M+
N∪{0}

⊗OK
K is contained in

the sub-ring A[[qα]]
U2

N

α∈M+
N∪{0}

⊗OK
K. This provides the sought for q-expansion map.

28



4.2 Comparison with Katz’ ordinary modular forms

For w = 0, the formal scheme M(A, µN)(0) is the open formal sub-scheme of M(A, µN) defined
by the ordinary locus. It is affine with algebra of functions denoted in the sequel by R. Let
M

(
A, µNp∞

)
be the formal affine scheme defined by the Igusa tower over M(A, µN)(0), classi-

fying ordinary abelian schemes G with real multiplication by OF , polarization and a µNp∞-level
structure ΨNp∞ : µNp∞D−1

F ↪→ G. The natural map

r : M
(
A, µNp∞

)
−→ M

(
A, µN

)
(0)

is Galois with group I := (OF ⊗ Zp)
×. Let us fix a weight k ∈ WF (K). Following [K2, §1.9],

see also [AGo, Def. 11.4], we have:

Definition 4.1. The RK-module of ordinary p-adic modular forms à la Katz of level µN and

weight k is the spaceM(A, µN , k)
ord of eigenfunctions inH0

(
M

(
A, µNp∞

)
,O

M
(
A,µNp∞

) ⊗OK
K

)
[k]

i.e. the set of sections on which I acts via the character k.

For every cusp as in §4.1 the connected part of the p-divisible group of the Tate object TateA

is canonically isomorphic to µp∞⊗D−1
F providing a unique morphism f : SpecÂ((qα))α∈M+

N∪{0}
−→

M
(
A, µNp∞

)
. As usual the “hat” denotes p-adic completion. The pull–back of functions via f

defines a q-expansion map

q-expA : M(A, µN , k)
ord −→ Â((qα))α∈M+

N∪{0}
⊗OK

K;

see [K2, (1.9.8)].
On the other hand, using 3.17 and proceeding as in §4.1, we also have an RK-module

H0
(
M

(
A, µN

)
(0), ω†,kA |Guniv

)
and a q-expansion map

q-expA : H0
(
M

(
A, µN

)
(0), ω†,kA |Guniv

)
−→ Â((qα))α∈M+

N∪{0}
⊗OK

K.

The main result of this section is a statement comparing the two spaces:

Proposition 4.2. We have a natural isomorphism of RK-modules

Φord
k : H0

(
M

(
A, µN

)
(0), ω†,kA |Guniv

) ∼−→M(A, µN , k),

which is compatible with q-expansions.

Proof. Let RK ⊂ RK be the Galois extension, with group H, over which the p-adic Tate module
of T of the dual of the universal abelian scheme Guniv over Spec(R) is trivial. Note that we have
an exact sequence

0 −→ T co −→ T → T et −→ 0

ofH-modules, where T co is the Tate module of the connected part ofGuniv,∨[p∞] and T et ∼= Zp(φ),

for φ : H −→
(
OF ⊗ Zp

)×
an étale character, is the Tate module of the maximal étale quotient

of T . They are both invertible OF ⊗Zp-modules. By construction φ factors via I. Let R be the
normalization of R in RK . We denote by Γ ⊂ H the Galois group of R′K ⊂ RK where R′ is the
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algebra underlying the formal scheme M
(
A, µNp

)
(0). The quotient H/Γ is the group previously

denoted by G ∼=
(
OF/pOF

)∗
. We have a commutative diagram with exact rows:

0 −→ ω∨Guniv/R ⊗R R̂(1) −→ T ⊗ R̂
dlog−→ ωGuniv/R ⊗R R̂ −→ 0

↓ ‖ ↑ α
0 −→ T co ⊗ R̂ −→ T ⊗ R̂ −→ T et ⊗ R̂ −→ 0

The morphism α is defined by dlog and is an isomorphism so that F 0 = ωGuniv/R ⊗R R̂ in this
case. Modulo p the morphism α induces the isomorphism (OF/pOF ) ⊗ R′ ∼= Guniv,∨[p]et ⊗
R′ ∼= ωGuniv/R ⊗R R

′/pR′. Let G′ (resp. F ′) be the inverse image of (OF/pOF )∗ under the map

ωGuniv,∨/R⊗R̂ −→
(
OF/pOF

)
⊗R/pR (resp. ωGuniv/R′ −→ (Guniv[p]/C)⊗R′). Then, G′ (resp. F ′)

is a torsor under Sord =
(
OF ⊗Zp

)×
(1+pOF ⊗Zp)R̂

)
(resp. S =

(
OF ⊗Zp

)×(
1+p(OF ⊗Zp)R

′))
and the inclusion F ′ ⊂ G′ induces the isomorphism G′ ∼= F ′ ×S Sord, where the latter is the

push-out torsor. Let R̂
(−k)

(resp R
′(−k)) be R̂ (resp. R′) with the action by Sord (resp. S) twisted

by the character −k. Then,
(
Sord

)Γ
= S and

(
R̂

(−k))Γ
= R

′(−k). Then,

HomS

(
F ′, R

′(−k)) =

(
HomS

(
F ′, R̂

(−k)
))Γ

= HomSord,Γ

(
G′, R̂

(−k)
)
.

An element σ ∈ Γ acts on g ∈ HomSord

(
G′, R̂

(−s))
by (σg)(x) := σ

(
g
(
σ−1(x)

))
. Note that for

s ∈ Sord we have (σg)(sx) = s(σg)(x) so that the action is well defined. The map

ρ : HomS

(
F ′, R̂

(−k)
)
−→ HomSord

(
G′, R̂

(−k)
)

is defined by sending f 7→ g where for y ∈ G′ we let g(y) := sf(x) for s ∈ Sord and x ∈ F ′

such that y = xs. Since f is S-invariant, g(y) does not depend on the choice of s and x such
that xs = y i.e. g is a well defined and Sord-equivariant. Moreover, ρ is Γ-equivariant. Indeed,
if σ ∈ Γ then (σg)(y) = s(σg)(x) = sσ

(
g(σ−1(x))

)
= sσ

(
f(x)

)
since σ−1(x) = x. Because

ρ
(
σ(f)

)
(y) = sσ

(
f(x)

)
we have σ

(
ρ(f)

)
= ρ

(
σ(f)

)
. Moreover, ρ is an isomorphism whose

inverse is defined by g 7→ g|F ′ .
The isomorphism α : T et ⊗ R̂ = R̂(φ) −→ ωGuniv/R ⊗R R̂ gives α−1(G′) ∼= Sord, where the

Γ-action is defined by: if σ ∈ Γ, y ∈ Sord then σ ∗ y = σ(y)φ(σ) ∈ Sord. Therefore α induces an
isomorphism

HomS

(
F ′, R

′(−k)) ∼= HomSord,Γ

(
Sord, R̂

(−k)
)

=

(
HomSord

(
Sord, R̂

(−k)
))Γ

.

Let us observe that HomSord(Sord, R̂
(−k)

) ∼= R̂, as R̂-modules, and the Γ-action is given as

follows. Let σ ∈ Γ and g : Sord −→ R̂
(−k)

be an Sord-morphism. Then (σg)(u) := σ(g(σ−1(u)),
in particular (σg)(1) = σ(g(σ−1(1))) = σ(g(φ(σ)−1 · 1)) = k

(
φ(σ)

)
g(1).

30



In other words, HomSord(Sord, R̂
(−k)

) ∼= R̂(k ◦ φ) as Γ-modules and therefore α induces an

isomorphism of R′-modules HomS

(
F ′, R

′(−k)) ∼=
(
R̂(k ◦ φ)

)Γ
, which is compatible with the

residual action of G on both sides. Now inverting p and passing to the invariants with respect
to G =

(
OF/pOF

)∗
we get the claimed isomorphism

Φord
k :

(
HomS

(
F ′, R

′(−k))⊗OK
K

)G ∼−→
(
R̂(k ◦ φ)⊗OK

K
)H
,

where the first space is H0
(
M

(
A, µN ,

)
(0), ω†,kA |Guniv

)
and the second one is M(A, µN , k). We are

left to check the compatibility with q-expansions. We remark that T et
(
Tate∨A

)
= OF⊗ZZp as it is

the Cartier dual of T co
(
TateA

)
. The pull–back of α via f : SpecÂ((qα))α∈M+

N∪{0}
−→ M

(
A, µNp∞

)
arises then from the isomorphism of RA-modules

RA
∼= T et

(
Tate∨A

)
⊗RA

dlog−→ ΩGm⊗D−1
F /UA

∼= ΩTateA/UA
,

coming from the map dlog on Gm, sending a 7→ aωcan. Using the notation of 4.1, this induces
isomorphisms of RA-modules

β : HomS(F ′TateA
, R

′(−k)
A

)G ∼−→
(
R
′(−k)
A

)G ∼= RA,

sending ωkcan 7→ ek 7→ 1. The map on the right is induced by the first projection R
′

A =
∏

g∈G RA →
RA and sends ek 7→ 1. The pull–back of β to Â((qα))α∈M+

N∪{0}
is the pull–back of Φord

k via f .

In particular, given g ∈ H0
(
M

(
A, µN ,

)
(0),Ω†,kA |Guniv

)
we have q-expA(g) · ωkcan = g|UA

. Thus

q-expA

(
Φord
k (g)

)
= f ∗

(
Φord
k (g)

)
= q-expA(g) · β(ωkcan) = q-expA(g) as claimed.

4.3 Comparison with classical Hilbert modular sheaves

We conclude this section with a result comparing our construction with the classical Hilbert
modular sheaves introduced in §3.2. Inside WF (K) we consider the classical weights with neben-
typus to be weights which are of the form k := χ · ε where χ :=

∏g
i=1 χ

ki
i with (k1, . . . , kg) ∈ Zg

is a classical weight as in loc. cit. and ε :
(
OF/pOF

)× → O×K is a character. We say that k is
non-negative if k = (k1, . . . , kg) is classical and each ki ≥ 0. For any such k we write |k| :=

∑
i ki.

First of all we introduce modular sheaves Ωk which generalize the construction of §3.2 to the
case of non trivial nebentypus.

Let G =
(
G/U , ι, λ, ψN , Y

)
be an object of Hilb(µN)wOK

. In particular, ωG/U is an invertible
OF ⊗Z OU -module as p is assumed unramified in F . Let UoK the open dense subspace where G

is an abelian scheme and let θK : Uo,
′

K → UoK be the finite étale covering classifying OF -invariant

subgroup schemes Ψp : µpD−1
F ↪→ GK . It is Galois with group G :=

(
OF/pOF

)×
. Let θ : U ′ → U

be the normalization of U in U ′K . Let us point out that this definition makes sense. Let
V = Spf(R) ⊂ U be an affine open, then VK = Spm(RK) and let V ′K ⊂ U ′K be the inverse image
of VK under θK . This morphism is finite and étale therefore V ′K is an affinoid, V ′K = Spm(SK),
with RK −→ SK a finite and étale K-algebra homomorphism. Let S be the normalization of R
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in SK and set V ′ = Spf(S). Then S is a p-adically complete, separated and normal R-algebra
and for varying V ’s, the various {V ′}’s constructed above glue to give a formal scheme U ′ with
a unique morphism to U . Define the OU ′-module ωχG/U ′ pushing-out θ∗

(
ωG/U

)
by χ. If we put

TU ′ :=
(
OF⊗ZOU ′

)∗
and we let ω× be the TU ′-torsor defined by θ∗

(
ΩG/U

)
, then ωχG/U ′ is the sheaf

HomTU′

(
ω×,O(χ−1)

U ′
)

where O(χ−1)
U ′ is the sheaf OU ′ with action by TU ′ twisted by χ−1. Recall

that k ∈ WF (K) is given by χ · ε : (OF ⊗ Zp)
× → O×K . The elements of G act on U ′ and on

ωχG/U ′ . We write

Ωk
G := θ∗

(
ωχG/U ′

)[k]

as the eigenspace of elements of θ∗
(
ωχ

)
on which G acts via the character k : (OF/pOF )× → O×K

defined by k. It is a OU -module.

Given a morphism
(
φ, α

)
: G :=

(
G/U , ι, λ, ψN , Y

)
−→

(
G′/V , ι′, λ′, ψ′N , Y ′

)
:= G′ we get an

induced map α∗ : φ∗
(
ωG′/V

)
−→ ωG/U of OF ⊗OU -modules. Define the map

φ+ : φ∗
(
Ωk
G′

)
−→ Ωk

G,

possibly after inverting p if k is not non–negative, as follows. Assume that over open sub-
schemes W ⊂ V and Z ⊂ V ′ such that φ(Z) ⊂ W the torsor ω×G′/W is generated by an

element f and ω×G/Z is generated by an element e and write α∗(f) = ae with a a non-zero
section of OF ⊗OZ , invertible after inverting p. Then, the displayed map sends a local section

t : ω×G′/V ′|W ′ → O(−χ)
W ′ of HomTV′

(
ω×G′/V ′ ,O

(χ−1)
V ′

)
to the local section φ+(t) : ω×G/Z′ → O(−χ)

Z′ given

by be 7→ χ−1(b)χ(a)φ∗
(
t(f)

)
. Notice that if χ is a non-negative weight then χ(a) is a section of

OZ′ , otherwise it is a section of OZ′ ⊗OK
K. Upon taking θ∗

( )[k]
one deduces that ωk defines

an overconvergent modular sheaf

Ωk : Hilb(µN)wOK
−→ Sheaves

for k classical, non–negative and it defines an overconvergent modular sheaf

ωk := Ωk
K : Hilb(µN)wOK

−→ SheavesK

for any classical k. Thanks to lemma 3.8 and the explanation which follows it, the classical
Hilbert modular sheaf ωχ introduced in §3.2 coincides with Ωk

K for k = ε, i.e., for ε ≡ 1. In
fact Ωk and Ωk

K can be defined with the rule above also for the universal object Guniv over any
toroidal compactification M(OK , µN) of the moduli space M(OK , µN) and the global sections
are the so called classical Hilbert modular forms of weight χ and nebentypus ε.

Proposition 4.3. For every classical non-negative weight k there is a natural transformation
of functors ϕk : Ω†,kOK

−→ Ωk such that for every object G of Hilb(µN)wOK
the map ϕk

(
G

)
is an

injective morphism of invertible OU–modules with cokernel annihilated by p|χ|v.

For every classical weight there is a natural equivalence of functors ϕk,K : ω†,kOK
−→ Ωk

K, which
coincides with ϕk⊗OK

K for k non–negative. It induces an isomorphism, compatible with Hecke
operators,

M
(
ω†,kOK

, N, w
)
−→ H0

(
M(OK , µN),Ωk

Guniv,K

)
.
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Proof. We use the notations above. Let G =
(
G/U , ι, λ, ψN , Y

)
be an object of Hilb(µN)wOK

.
Write

SU ′ :=
(
OF ⊗ Zp

)×(
1 + p1−v(OF ⊗Z OU ′)

)
⊂ TU ′ .

We remark that χ extends to a morphism of multiplicative monoids χ : OF ⊗OU ′ → OU ′ . The
inclusion FG ⊂ θ∗

(
ΩG/U

)
, see the explanation before 3.13, is compatible via the action of SU ′ and

TU ′ via the natural inclusion SU ′ ⊂ TU ′ and with the action of the Galois group G. It provides
an injective morphism of OU ′-modules

ϕχ
(
G

)
: HomSU′

(
F ′G,O

(−χ)
U ′

)
−→ HomTU′

(
θ∗

(
ΩG/U

)
,O(−χ)
U ′

) ∼= ωχG/U ′

as follows. Assume that over an open W ⊂ U ′ the torsor F ′G is generated by an element f and

ω×G/U ′ is generated by an element e and write f = ae with a a non-zero section of OF ⊗ OW ,

invertible after inverting p. Then, overW , the map ϕχ
(
G

)
sends a local section t : F ′G|W → O(−χ)

W

of HomSU′

(
F ′G,O

(−χ)
W

)
to ϕχ

(
G

)
(t) : ω×G/U ′|W → O(−χ)

W given by αe 7→ χ−1(α)χ(a)t(f). Notice

that if k is non–negative, then χ(a) is non-zero section of OW so that ϕχ
(
G

)
(t) is well defined

integrally. Otherwise, we define ϕχ
(
G

)
(t) after inverting p. One verifies that this morphism is

well defined, i.e., it does not depend on local generators of F ′G and ω×G/U ′ and that it is injective

as χ(a) is invertible after inverting p. In particular, these morphisms glue for varying W ’s to
a global injective morphism of OU ′-modules and the latter is equivariant with respect to the
actions of G. Note that

Ω†,kOK

(
G

)
= θ∗

(
HomSU′

(
F ′G,O

(−k)
U ′

))G
= θ∗

(
HomSU′

(
F ′G,O

(−χ)
U ′

))[k]

,

the eigenspace on which G acts via k.
Thus, for k non–negative the map ϕk

(
G

)
is defined by θ∗

(
ϕχ(G)

)
by taking on both sides the

eigenspaces on which G acts via k. For k non–negative it is an injective morphism of invertible
U -modules as ϕχ

(
G

)
is an injective morphism of invertible OU ′-modules and G is a group of order

prime to p. We leave to the reader the verification that ϕk defines a natural transformation of
functors. Since the cokernel of FG ⊂ θ∗

(
ΩG/U

)
is annihilated by pv, the cokernel of ϕχ

(
G

)
is

annihilated by χ(pv) = p|χ|v.
For any classical weight the definition above provides an isomorphism of functors ϕχ,K

(
G

)
after inverting p. It coincides with ϕk⊗OK

K for non–negative weights. As ω†,kOK
and Ωk

K are both
overconvergent modular sheaves, the fact that ϕk,K induces an Hecke equivariant map follows
from 3.10.

5 Overconvergent modular sheaves in the elliptic case

In this section we review what has been done so far in the case g = 1, i.e., we are studying elliptic
modular forms. The main purpose of this section is to show that the overconvergent modular
forms defined in this article coincide, in the elliptic case, with the ones previously defined by R.
Coleman in [C1].
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We fix in this section the following notation: Let N ≥ 4 be an integer, p > 2 a prime, K
and w be as in section §1, F = Q, W(K) := WQ(K) = Homcont(Z×p , K×). We denote W∗(K)
the subset of weights k ∈ W(K) such that there exists a (unique) pair (s, i), s ∈ K with

v(s) >
−p+ 2

p− 1
and i ∈ Z/(p− 1)Z such that tk = 〈t〉sτ(t)i where let us recall τ : Z×p −→ µp−1 is

the Teichmüller character and for t ∈ Z×p we denote 〈t〉 := t/τ(t). We call such weights accessible
and in what follows we identify the accessible weight k with the pair (s, i) as above associated
to it. We set AK = K and let us recall the Eisenstein series ([C1], section B1)

E(q) := 1 +
2

Lp(0,1)

∑
n≥1

( ∑
d|n,(p,d)=1

τ−1(d)
)
qn ∈ K[[q]].

In this section we will denote by X(w) the rigid analytic subspace of the modular curve X1(N)/K
which was denoted M(OK , µN)(w)K in section 3.4 and by X(w) its formal model over OK which
was denoted M(OK , µN)(w) there. Let us recall that if g = 1 there is a unique compactification
(toroidal and minimal) of the open modular curve Y1(N)/K = M(OK , µN)K so there is no
ambiguity. Moreover, let us recall the important fact that X(w) is an affinoid over K. We also
denote by X(p)(w) the inverse image under the natural projection X1(Np)/K −→ X1(N)/K of
X(w). As X(p)(w) −→ X(w) is a finite Galois extensions of affinoids, of Galois group G ∼= F×p ,
we have a natural action of this group on X(p)(w) and on H0(X(p)(w),OX(p)(w)), the latter
being denoted F |〈a〉 for F ∈ H0(X(p)(w),OX(p)(w)) and a ∈ F×p .

We now recall the definition B4 in [C1]. If k ∈ W(K)∗ is an accessible weight attached to the
pair (s, i) as above and f(q) ∈ K[[q]] is a power series, we say that f(q) is the q-expansion of
an overconvergent modular form of tame level N , weight k and degree of overconvergence w if
the power series f(q)/E(q)s is the q-expansion of a section F ∈ H0(X(p)(w),OX(p)(w)) with the
additional property that for all a ∈ F×p we have F |〈a〉 = τ(a)iF .

In this sense, of course E(q) is the q-expansion of an overconvergent modular form of weight
(1, 0). We denote by M(N, k, w) the K-vector space of all “Coleman” overconvergent mod-
ular forms of tame level N , weight k and degree of overconvergence w and by M †(N, k) :=
limw→0M(N, k, w). It is shown in [C1] that we have natural Hecke operators on M †(N, k).

On the other hand in 3.13 we have introduced an overconvergent modular sheaf ω†,kOK
and the

space M
(
ω†,kOK

, N
)

:= lim
w→0

M
(
ω†,kOK

, N, w
)

of global sections for varying w’s, see 3.5, also provides

a Hecke module. The two spaces coincide for classical weights (s, i) ∈
(
Z,Z/(p − 1)Z

)
due to

4.3. Our aim is to prove the following result:

Theorem 5.1. For all k ∈ W∗(K) we have a natural K-linear, Hecke-equivariant isomorphism,

Φk : M
(
ω†,kOK

, N
) ∼−→M †(N, k)K .

Moreover, if κ = (s, i) ∈
(
Z,Z/(p− 1)Z

)
then Φk coincides with the one defined in proposition

4.3.

In order to prove the theorem the first step is to study more closely the (integral) sheaf

Ω†,kw := Ω†,kEuniv/X(w)
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constructed in 3.17. Here Euniv is the universal semiabelian scheme over the formal scheme X(w).
We review its construction. Let X(p)(w) denote the normalization of X(w) in X(p)(w) and

ϑ : X(p)(w) −→ X(w) the corresponding finite map. As ϑ is normal and ϑK : X(p)(w) −→ X(w)
is finite Galois with Galois group G = F×p , this group acts on X(p)(w).

Let k = (s, i) be an accessible weight. The condition on the valuation of s assures that
exp

(
s log〈t〉

)
is well defined. Let w = w(s) ∈ Q be such that 0 ≤ w < p/(p + 1) and w <

(p − 1)v(s) + p − 2. Write v := w/(p − 1). If x is a section of the sheaf of abelian groups
1 + p1−vOX(p)(w) we then write xs := exp

(
s log(x)

)
which converges thanks to the assumption

on w. It is another section of 1 + p1−vOX(p)(w). We write O(k)
X(p)(w) for the sheaf OX(p)(w) with

action of Sv := Z×p ·
(
1 + p1−vOX(p)(w)

)
defined as follows. For c ∈ Z∗p and local sections x of

1 + p1−vOX(p)(w) and y of OX(p)(w) define

(cx) · y := xscky.

Since for every u ∈ 1 + pZp we have (ux)s
(
u−1c

)k
= xsck, the given action is well defined. We

let G act on O(k)
X(p)(N)(w) and on Sv via the pull–back action on OX(p)(w).

Let us recall the Sv-torsor F ′v defined in section §3.3 and denoted F ′Euniv/X(w) there. Then G

acts on F ′v and the construction in 3.17 gives:

Lemma 5.2. The sheaf Ω†,kEuniv/X(w)
is the sheaf Ωk

w, defined as the OX(w)-module

Ωκ
w :=

(
ϑ∗

(
HomSv

(
F ′v,O

(−k)
X1(Np)(w)

)))G
.

In particular, if we denote M(N, k, w) := H0
(
X(w),Ωk

w

)
we have

M(N, k, w)K := M(N, k, w)⊗OK
K ∼= M

(
ω†,kOK

, N, w
)
,

the latter being defined in 3.5, and

M(N, k)K := lim
w→0

M(N, k, w)K ∼= M
(
ω†,kOK

, N
)
.

Note that HomSv

(
F ′v,O

(−k)
X(p)(w)

)
is an invertible OX(p)(w)-module since F ′v is a torsor locally

trivial for the Zariski topology on X(p)(w). Since ϑ is finite, ϑ∗

(
HomSv

(
F ′v,O

(−k)
X(p)(w)

))
is a coher-

ent and p-torsion free OX(w)-module. If k is associated to the pair (s, j), it depends only on s and

not on j. The action of G on F ′v and on O(−k)
X(p)(w) induces an action of G on HomSv

(
F ′v,O

(−k)
X(p)(w)

)
lifting the action of G on X(p)(w). The action of G depends on j. Then, Ωk

w consists of the

G-invariants of ϑ∗

(
HomSv

(
F ′v,O

(−k)
X(p)(w)

))
so that it is a coherent OX(w)-module.

We denote by Ωs
w the sheaf HomSv

(
F ′v,O

(−s,0))
X(p)(w)

)
. It is an invertible OX(p)(w)-module, endowed

with an action of G.
In case p > 3, Coleman introduced an overconvergent modular form Dp of level Γ1(Np) and

weight (1, 0) ∈ W∗(Qp) in lemma 9.2 of [C3] (see also proposition 6.2 and corollary 6.3 of the
present article). The modular form Dp is a characterized by the folllowing properties of its
q-expansion: Dp(q)

p−1 = Ep−1(q) and Dp(q)
(
mod p

)
= 1. The relationship between E and Dp

is given by the following lemma.
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Lemma 5.3. (1) For all ε > 1/p there is w > 0 such that Dp/E and E/Dp are sections on
X(p)(w) and |(Dp/E)− 1||X(p)(w) ≤ ε and |(Dp/E)− 1|X(p)(w) ≤ ε.

(2) Let k be a weight associated to a pair (s, i) ∈ W∗(K). Then Dp(q)
s/E(q)s and E(q)s/Dp(q)

s

are q-expansions of overconvergent modular functions of trivial character.

Proof. 2) follows from 1) which is really an adaptation of lemma B3.1 of [C1]. More precisely,
as E(q) and Dp(q) are congruent to 1 (mod p) it follows that |(Dp/E)|X1(Np)(0) − 1|X1(Np)(0) ≤
|p| = 1/p. As the family {X1(Np)(w)}w>0 is a basis of strict neighborhoods of X1(Np)(0) and
as Dp/E is overconvergent, it follows that

|(Dp/E)|X1(Np)(0) − 1|X1(Np)(0) = lim
w→0+

|(D/E)− 1|X1(Np)(w).

Now (1) is clear. Since E and Dp have trivial character, claim (2) follows as well.

Let us fix V ⊂ X(w) an affine such that the invariant differentials ωE/V is free with generator
ω. Let U = Spf(R) ⊂ X(p)(w) be the inverse image of V via the map ϑ : X(p)(w) → X(w).
Consider the differential, which we will call the standard differential:

ωstd := Dp(E/R, ψ) = Dp(E/R, ω, ψ)ω, for every generator ω ∈ ωE/X(p)(w)(U). (3)

Here, ψ is the level Γ1(Np)-structure of the restriction of E to U .

Lemma 5.4. (1) The R-module FU is the free R-sub-module of ωE/U generated by ωstd. In
particular, F ′v is the trivial Z×p

(
1 + p1−vR

)
-torsor defined by Z×p

(
1 + p1−vR

)
ωstd.

(2) The diamond operators a ∈ F×p act on ωstd via ωstd|〈a〉 = τ−1(a)ωstd.

Proof. (1) The first claim is a consequence of Proposition 2.7 and corollary 6.3. The second
follows since ωst modulo p1−v is the image via d log of the generator γ ∈ C∨ by Proposition 2.7
and F ′v is the inverse image of F×p γ = C∨\{0} under FU −→ C∨ ⊗R/p1−vR.

(2) The claim follows from Coleman’s result that Dp has p-adic weight (1, 0).

As Dp(E/X(p)(w), ψ) is a canonical global section of ωE/X1(Np)(w), it follows that F is a
free OX(p)(w)-sub-module of ωE/X(p)(w) and F ′v is the trivial Sv-torsor, generated by the standard
differential ωstd. Consider s ∈ K with p-adic valuation v(s) > 2−p

p−1
. Let Xs,v be the global section

of Ωs
w defined as follows. For every U = Spf(R) ⊂ X1(N)(w) as above and every cu ∈ Sv(U)

with c ∈ Z×p and u ∈
(
1 + p1−vR

)
, define

Xs,v(cuω
std) := u−s ∈ R.

Due to the action of the diamond operators on ωstd, it follows that for every a ∈ F×p we have

Xs,v

(
ωstd|〈a〉

)
= Xs,v. We deduce:

Corollary 5.5. The OX1(Np)(w)-module Ωs
w is a free OX1(Np)(w)-module with basis element Xs,v

and Xs,v ∈M
(
N, (s, 0), pw

)
.

Now we can prove the following lemma.
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Lemma 5.6. We have a decomposition

ϑ∗ (Ω
s
w) = ⊕p−2

j=0Ω
(s,j)
w ,

as OX(w)-modules, which identifies Ω
(s,j)
w as the direct factor of ϑ∗ (Ω

s
w) on which G acts via the

j-th power τ j of the Teichmüller character τ . In particular,

(a) H0 (X(p)(w),Ωs
w) = ⊕p−2

j=0M
(
N, (s, j), pw

)
and similarly after inverting p.

(b) The OX(w) ⊗OK
K-module Ωk

w ⊗OK
K is invertible and identifying it with an invertible

sheaf on the rigid analytic fiber X(w) we get that

M(N, k, w)K = H0
(
X(w),Ωk

w ⊗OK
K

)
.

c) if pv is a uniformizer of K, then Ω
(s,j)
w is a locally free OX(w)-module of rank 1 for all

0 ≤ j ≤ p− 2.

Proof. Since the order of G is p− 1 which is invertible in OK and Ωs
w is an invertible OX(p)(w)-

module, then ϑ∗ (Ω
s
w) admits a decomposition into coherent OX(w)-modules defined, locally on

X(w), as the eigenspaces on which G acts via τ j for j = 0, . . . , p− 1. We have

HomSv

(
F ′v,O

−(s,i)
X(p)(w)

)
= Ωs

w[−i]

as OX(p)(w)-modules with G-action where Ωs
w[−i] is Ωs

w, as OX(p)(w)-module, with action of G

twisted by τ−i. Since Ω
(s,i)
w consists by definition of the G-invariants of ϑ∗

(
HomSv

(
F ′v,O

(−s,−i)
X(p)(w)

))
,

it is identified with the G-invariants of ϑ∗ (Ω
s
w[−i]), i.e., with the OX(w)-sub-module of ϑ∗ (Ω

s
w)

on which G acts via τ i. Claim (a) follows.
Now we wish to show that in the decomposition of the locally free OX(w)-module ϑ∗

(
Ωs
w⊗OK

K
) ∼= ϑ∗

(
OX(p)(w)

)
(by corollary 5.5), into eigensheaves for the action of G, Ω

(s,j)
w ⊗OK

K ∼=
O(j)
X(p)(w), each of them is locally free of ramk 1. For this let us recall Igusa’s theorem which

states that X(p)(0), the ordinary locus in X(p)(w), is connected, therefore X(p)(w) is also

connected. Thus the rank of O(j)
X(p)(0) can be checked on the generic point of X(p)(0), and there

it follows that the rank is 1 by Kummer theory. This proves b).
c) Under the assumption that pw is a uniformizer of K, the formal scheme X(w) is regular

formal scheme and as X(p)(w) is a normal formal scheme of relative dimension 2 over Spf(OK),
it is Cohen-Macauley. Therefore the finite morphism ϑ : X(p)(w) −→ X(w) is also flat and as
Ωs
w is a locally free OX(p)(w)-module of finite rank, ϑ∗

(
Ωs
w

)
is a locally free OX(w)-module of finite

rank. Thus Ω
(s,j)
w is itself locally free. Now as X(w) is connected, the rank of Ω

(s,j)
w is constant

and it is equal to 1 as by b) above the rank of Ω
(s,j)
w ⊗OK

K is 1.

5.1 Comparison with Coleman’s definition for non-integral weights

In this section we compare our construction of Hecke modules of overconvergent modular forms
with R. Coleman’s construction. For the convenience of the reader we provide a very explicit
isomorphism in the case p ≥ 5 and the weight k is an accessible weight. Nevertheless, let us
point out that in Appendix B we prove that our overconvergent modular forms (of any weight
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k) and those of V. Pilloni (see [P]) are isomorphic as Hecke modules. As in section §6 of [P] it
is shown that his overconvergent modular forms and those of Coleman are the same, we obtain
indirectly that our modules of overconvergent modular forms are isomorphic, as Hecke module
with the ones defined by Coleman for p > 2 and all weights.

We assume that p ≥ 5 as in [C3] and we fix an accessible weight k = (s, j) ∈ W∗(K). We
can now prove the main result of this section, i.e. theorem 5.1.

Proof. (of 5.1)
Let g ∈ H0

(
X(w), ω†,k

)
. By lemma 5.6 this is equivalent to the fact that there is f ∈

H0
(
X(w), ω(0,j)

)
such that g = fXs,v. In other words f ∈ H0

(
X(p)(w),OX(p)(w)

)
is such that

f |〈a〉 = τ j(a)f for all a ∈ G = F×p . Therefore for w > 0 small enough we have g = fusEs

with u ∈ H0
(
X(p)(w),OX(p)(w)

)G
having the property that u is congruent to 1 modulo a large

enough power of p such that us makes sense. This is equivalent to g being an overconvergent
modular form of weight k in Coleman’s sense.

6 Appendix A: The map dlog

Let p ≥ 3 be a prime number and 0 ≤ w ≤ 1
p

be a rational number. Let K be a finite extension
of Qp with ring of integers OK and containing the p-th roots of unity. We fix such a root ζp
so that over OK we have a canonical homomorphism of group schemes Z/pZ → µp, sending
1 7→ ζp, which is an isomorphism over K. We normalize the induced discrete valuation on K so
that p has valuation 1. Let R be a normal and flat OK-algebra, which is a p-adically complete
and separated integral domain. Let us recall the notation introduced after section §1: if u ∈ Q,
we will denote by pu an element of Cp of valuation u. If pu ∈ OK and M is an object over
R (an R-module, an R-scheme or formal scheme) then we denote by Mu := M ⊗R R/p

uR. In
particular M1 = M ⊗R R/pR.
Let π : A −→ U := Spec(R) be an abelian scheme of relative dimension g ≥ 1. Assume that
the determinant ideal of the Frobenius ϕ : R1π∗(A1) −→ R1π∗(A1) contains pw. Then, it follows
by the main theorem [AGa, Thm. 3.5] that AK over UK admits a canonical subgroup C. Let
D ⊂ A[p]∨K

∼= A∨[p]K be the Cartier dual of A[p]K/C over UK . Then, we have:

Proposition 6.1. (1) The map dlog : A∨[p]K −→ ωA/R ⊗R R/pR has D as kernel.

(2) The cokernel of the R-linear extension A∨[p]K ⊗ R/pR −→ ωA/R ⊗R R/pR of dlog is

annihilated by p
w

p−1 .

The proof of (1) follows from [AGa], but we need to recall some preliminaries. The proof of
(2) is a combination of the techniques of (1) and the results of [Fa2].

Congruence group schemes: Assume that K contains a p-th root of 1, let R be a flat, p-
adically complete and separated OK-algebra which is an integral domain and let λ ∈ R such
that λp−1 ∈ pR.

Let Gλ = Spec(Aλ), with Aλ = R[T ]/
(
Pλ(T )

)
, be the finite and flat group scheme over R as

in [AGa, Def. 5.1]. Here, Pλ(T ) := (1+λT )p−1
λp and the group scheme structure is given as follows.

The co-multiplication is T 7→ T ⊗ 1 + 1 ⊗ T + λT ⊗ T , the co-unit T 7→ 0, the co-inverse by
T 7→ −T (1 + λT )−1. This makes sense since 1 + λT is a unit in Aλ.
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Homomorphisms between congruence group schemes: If µ is an element of R dividing λ the
Fp-vector space HomR(Gλ, Gµ) is of dimension 1 generated by the map ηλ,µ : Gλ → Gµ sending
Z 7→ 1 + λµ−1T ; see [AGa, §5.3]. If ν ∈ R divides µ one has ην,µ ◦ ηλ,µ = ηλ,ν . In particular,
if µ is a unit then there is a canonical isomorphism Gµ

∼= µp by [AGa, Ex. 5.2(b)] and we put
ηλ := ηλ,µ. It follows that HomR(Gλ, Gµ) = 0 if µ does not divide λ.

Relation to Oort-Tate theory: In terms of Oort–Tate theory Gλ corresponds to the group
scheme G(a,c) = Spec

(
R[Y ]/(Y p− aY )

)
where ac = p and c = c(λ) = λp−1(1− p)p−1w−1

p−1. There

is a canonical isomorphism G(a,c)
∼= Gλ sending T 7→

∑p−1
i=1 λ

i−1 Y i

wi
where w1, . . . , wp−1 are the

universal constants of Oort-Tate; see [AGa, §5.4]. We remark for later purposes that a = pλ1−p

up to unit so that a = 0 modulo pλ1−p. Recall also that wi ≡ i! modulo p for i = 1, . . . , p− 1 so
that T 7→

∑p−1
i=1 λ

i−1 Y i

i!
modulo p. In particular,

1 + λT 7→
p−1∑
i=0

λi−1Y
i

i!

and at the level of differentials we have dT 7→
∑p−1

i=1 λ
i−1 Y i−1

(i−1)!
dY = βdY with β =

∑p−2
i=1 λ

i−1 Y i

i!
.

In particular, β = 1 modulo λY and (1+λT )−1dT 7→
(
1−λp−1Y p−1

)
dY modulo λp−1λY p = λpaY

which is a multiple of λp and hence is 0 modulo p.

Differentials: Since Pλ(T ) := (1+λT )p−1
λp the derivative of Pλ(T ) is pλ1−p(1 + λT )p−1 which is

a up to unit. Hence, we have ΩGλ/R
∼= λdT/aAλdT with a = 0 modulo pλ1−p. In particular,

ΩGλ/R is free of rank 1 as Aλ/(pλ
1−p)-module so that also the module of invariant differentials

ωGλ/R of Gλ is a free R/(pλ1−p)-module of rank 1. The image of the invariant differential dT/T
of µp under the map ηλ is then λ(1 + λT )−1dT , i.e.,

dlog : G∨λ −→ ωGλ
, ηλ 7→ λ(1 + λT )−1.

Proof. (of 6.1) To prove (1) it suffices to prove that for every S-valued point x of A∨[p], where
S = Spec(R′) and R′ is a finite normal extension of R, we have xK ∈ D(SK) if and only if
xK ∈ Ker

(
dlog

)
. Replacing R′ with the completion at its prime ideals above p, we may assume

that R′ is a complete DVR. Passing to a faithfully flat extension we may further replace R′

with its normalization R
′

in an algebraic closure of the fraction field of R′. Replace S with
S := Spec(R

′
).

To prove (2) we remark that A∨[p]K ⊗ R/pR and ωA/R ⊗R R/pR are free R/pR-modules of
the same rank. Take the determinant of the R-linear extension of dlog and call it d ∈ R/pR.
Then, d annihilates the cokernel. We may assume that d ∈ R′/pR′ for some R ⊂ R′ finite and

normal and R′ ⊂ R. Since R′ is normal, to prove that d = αp
gw
p−1 for some α ∈ R′ it suffices

to show that this holds after localizing at the prime ideals of R′ over p. As before, passing to
a faithfully flat extension we may further replace R′ with its normalization R

′
in an algebraic

closure of the fraction field of R′.
Thus both in case (1) and (2) we may assume that R is a complete discrete valuation ring

and S = R. In this case it is proven in [AGa, prop. 13.5] that the map dlog modulo p can also be
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defined in terms of torsors and corresponds to the following map dLog : A∨(R) = H1
fppf(AR, µp) →

ωAR/R
/pωAR/R

. A µp-torsor over ARK
extends to a µp-torsor Y → AR, which is defined by giving

a Zariski affine cover Ui of AR and units ui in Γ(Ui,OUi
) so that the Y |Ui

is given by the equation
Zp
i −ui. Then, dLog(Y ) is defined locally by u−1

i dui ∈ Γ(Ui,Ω
i
Ui/R

)/(p) and these glue to a global

section of ωAR/R
/pωER/R.

(1) Let λ ∈ R be an element of valuation 1−w
p−1

. It follows from [AGa, Prop. 13.4] and [AGa,

Prop. 12.1] that the kernel of dLog has dimension g and is isomorphic to H1
fppf(AR, Gλ). Note

that H1
fppf(AR, Gλ) ∼= HomR

(
G∨λ , A

∨
R
) by Cartier duality [AGa, §5.12] so that we get a map

Ψ: G∨,gλ −→ A∨
R

which is a closed immersion after inverting p. Let D ⊂ A∨
R

be the schematic
closure of ΨK . Then, by [AGa, Def. 12.4] it is the Cartier dual of AR/C. This concludes the
proof of (1).

(2) Consider on E = A∨
R
/D an increasing filtration by g finite and flat subgroup schemes

FiliE such that Ei = Fili+1E/FiliE is of order p. Such filtration exists over K with Ei,K ∼= Z/pZ
since EK ∼= (Z/pZ)g. One then defines Fil1E = E1 to be the schematic closure of E1,K in E and
this is a finite and flat subgroup scheme of E since R is a dvr. One lets Ei+1 be the schematic
closure of Ei+1,K in E/Ei and one puts FiliE to be the inverse image of Ei+1 via the quotient
map E → E/Ei. In particular, Ei ∼= G∨λi

for some λi ∈ R. The invariant differentials ωGλi
of

Gλi
define a free rank 1 module over R/pλ1−p

i R.
It is one of the key results of Fargues [Fa2] that D is the canonical subgroup of A∨ and that∏g

i=1 λ
1−p
i divides pw. Hence, each ωGλi

/(p1−w) is a free R/p1−wR-module. The image of the

map dlog : G∨λi
⊗ R −→ ωGλi

is generated by λi so that its cokernel is annihilated by λi. Since

E∨ ⊂ AR is a closed immersion, the module of invariant differentials ωE∨ of E∨ modulo p1−w is a
quotient of the module of invariant differentials of AR which is a free R-module of rank g. Note
that ωE∨/(p

1−w) ∼= ωAR
/(p1−w) admits a filtration, with graded pieces ωE∨i /(p

1−w), compatible

with the given filtration on E. Due to its functoriality the map dlog : E ⊗ R −→ ωE∨/(p
1−w)

preserves the filtrations and we conclude that
∏g

i=1 λi annihilates its image. In particular, p
w

p−1

annihilates the cokernel of dlog as claimed.

We now pass to the case of elliptic curves. Let N be an integer prime to p. Let π : E → Y (N, p)
be the universal relative elliptic curve where Y (N, p) is the modular curve associated to the

congruence subgroup Γ1(N) ∩ Γ0(p). Write E1 for the mod p reduction of E . Let F : E1 → E (p)
1

be the Frobenius isogeny and let

ϕ : R1π∗OE1 −→ R1π∗OE1

be the induced σ-linear morphism on cohomology. This defines a modular form H of weight p−1
on the mod p-reduction of Y (N, p) which is the pull-back to level (N, p) of the Hasse invariant,
a modular form of level 1. It coincides with the modular form Ep−1 modulo p for p ≥ 5. Let
U(w) be the formal sub-scheme of Y (N, p) defined by |H| ≤ w. We proceed as follows: locally
lift H so that |H| ≤ w makes sense in unequal characteristic and then we show that the formal
scheme does not depend on the choice of the lift. Let Z(w) be the normalization of the inverse
image of U(w) in the p-adic formal scheme associated to Y1(Np). Its rigid analytic geometric

40



fibre is finite and étale of degree p− 1 over U(w)Qp . Recall that we have a map

dlog : E [p] −→ ωE1

defined as follows. Consider a formal scheme S over U(w) and an S-valued point x of E [p]. Via
the canonical isomorphism E [p] ∼= E [p]∨ it defines an S-valued point of E [p]∨, i.e., a group scheme
homomorphism fx : E [p]S → Gm,S. Then, the dlog(x) is the invariant differential on E1 given
by the inverse image via fx of the standard invariant differential Z−1dZ on Gm,S. In general, a
similar construction provides for every finite and locally free group scheme G over a base S a
map dlog : G∨ → ωG/S where ωG/S is the sheaf of invariant differentials of G.

Proposition 6.2. Over Z(w) we have an exact sequence

0 −→ C −→ E [p]
dlog−→ ωE1 ,

where C is the canonical subgroup of E [p]∨. Moreover,

1.) H admits a unique p − 1-root H
1

p−1 on Z(w)1 which extends at the cusps and has q-

expansion 1. If p ≥ 5 then H
1

p−1 lifts uniquely to a (p − 1)-th root E
1

p−1

p−1 of Ep−1 on Z(w),
i.e., a weight 1 modular form whose (p− 1)-th power is Ep−1;

2.) E [p]/C admits a canonical Z(w)-section, which we denote by γ and which is a generator

over Z(w)Qp. Modulo p1−w the image of γ via dlog is the weight 1 modular form H
1

p−1 . There

is α ∈ OZ(w)1 such that α ·H
1

p−1 = p
w

p−1 .

Proof. The first statement follows from 6.1. We simply write Z for Z(w).
(1) Choose a basis eR of R1π∗OE on an open formal sub-scheme U = Spf(R) ⊂ Z and

denote by A ∈ R an element such that F (eR) = AeR modulo p. For p ≥ 5 we take A so
that Ep−1(E , e∨R) = Ae∨,p−1

R . Here we identify the element ΩR := e∨R with a generator of the

module of invariant differentials ωU via the isomorphism
(
R1π∗OE

)∨ ∼= ωU given by Serre’s
duality. We may then write ϕ− pw : R1π∗OE1−w −→ R1π∗OE1 on U as the map S1 → S1 sending
X → HXp − pwX. For every ring extension R ⊂ R′ we let ZR′(A) be the set of solutions of the
equation X → AXp − pwX in R′. We let ZR′,1(A) and ZR′,1−w(A) be the solutions in R′1 and
R′1−w. Write red1,1−w

(
ZR′,1(A)

)
for the image of ZR′,1(A) in ZR′,1−w(A). It coincides with the

set of solutions of R′1−w 3 X 7→ AXp − pwX ∈ R′1. Then, [AGa, Lemma 9.5] asserts that if R′

is normal, noetherian, p-torsion free and p-adically complete and separated the natural map

ZR′(A) −→ red1,1−w
(
ZR′,1(A)

)
is a bijection. By [AGa, Thm. 8.1 & Def. 12.4] we have an isomorphism

E [p]/C(R′K) ∼= C∨(R′K) ∼= red1,1−w
(
ZR′,1(A)

)
.

Thus, the set ZR′(A) is an Fp-vectors space of dimension ≤ 1 and it is of dimension 1 if and
only if C∨(R′K) is a constant group scheme over R′K .

Since by construction the canonical subgroup exists and has a generator c over RK and since
by assumption µp,K ∼= Z/pZ, then also C∨(R′K) admits a canonical generator c∨. Then, ZR(A)
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has dimension 1 as an Fp-vector space and the image of c∨ defines a basis element. This image

is of the form p
w

p−1 δ−1 where δ is a given (p − 1)–root of A in R. This already implies that H
has a (p− 1)-root in R1 defined by δ and it also implies the last claim in (2).

Assume that U is contained in the ordinary locus of Z(w). Then, the canonical subgroup is
canonically isomorphic to µp and we can take the invariant differential of µp as a generator of ωU
modulo p and, hence, of R1π∗OE1 . With respect to this basis H is 1 and, hence, δ = 1; see [AGa,
Prop. 3.4]. This construction applied to the Tate curve gives the claim on the q-expansion.

Assume that p ≥ 5. Two different local trivializations of ωE on U differ by a unit u. Thus,
we get two different functions A and B with B = up−1A. In particular, multiplication by u
defines a bijection from red1,1−w

(
ZR′,1(A)

)
to red1,1−w

(
ZR′,1(B)

)
and the root p

w
p−1 δ−1

A is sent to

p
w

p−1 δ−1
B · u. This implies that over Z(w) the modular form pwE−1

p−1, and hence also the modular
form Ep−1, admits a globally defined (p− 1)-root as claimed.

(2) Choose U , eR and δ as in the proof of (1). Let Gδ be the group scheme introduced at the
beginning of this section. The canonical subgroup of E [p] is isomorphic to the subgroup scheme
G(−pδ1−p,−δp−1) by [C2, Thm. 2.1]. It is denoted by B−u with u = pδ1−p in loc. cit. using the
relation between Coleman’s approach and the Oort-Tate description given in the proof of [C2,
Prop. 1.1]. Such group scheme is isomorphic to G(a,c) modulo p with a and c as at the beginning
of the section. We remark that in this case a = p1−w(pwδ(1−p)) up to a unit so that a ≡ 0 modulo
p1−w. By loc. cit. the immersion h : G(a,c) ⊂ E has the property that h∗(ΩR) = (1−δp−1Y p−1)dY
modulo p. The latter is equivalent to (1− δp−1Y p−1)dY and hence to (1 + δT )−1dT modulo p.

By the first claim of the proposition and identifying E [p] with E [p]∨ via the principal polar-
ization on E , the map dlog factors via the map E [p]∨ → G∨δ and by functoriality of dlog it is
compatible with the map dlog for Gδ. Moreover, the morphism ηδ : Gδ → µp introduced at the
beginning of this section defines a canonical section of E [p]∨/C ∼= G∨δ which is a generator over
Qp. This defines the section γ of E [p]/C claimed in (2). Denote by U1−w and E1−w the reduction
of U and E modulo p1−wOK . Consider the following commutative diagram

E [p]∨
dlog−→ ωE1−w/U1−wy y

G∨δ
dlog−→ ωGδ/U1−w .

SinceGδ ⊂ E [p] is a closed immersion, the natural map ωE1−w/U1−w → ωGδ/U1−w is surjective. Since
ωGδ/U1−w is free as OU1−w-module, such map is an isomorphism. The map dlog : G∨δ → ωGδ/U1−w

sends ηδ to the pull–back of the invariant differential of µp in ωGδ/U1 which is δ(1 + δT )−1dT ,

i.e., δΩR via the isomorphism ωE1−w/U1−w
∼= ωGδ/U1−w . Hence, dlog(ηδ) is equal to H

1
p−1 modulo

p1−w concluding the proof of (2).

In [C3, Lemma 9.2] and for p ≥ 5 Coleman introduces a weight (1,−1) ∈ W∗(Qp) overcon-
vergent modular form Dp of level Γ1(Np) whose (p − 1)-power is Ep−1 and, from the proof of
the Lemma, it has q-expansion 1 modulo p. These two properties characterize such a modular
form. We deduce:

Corollary 6.3. The overconvergent modular form defined by E
1

p−1

p−1 over Z(w)Qp is the weight
(1, 0) overconvergent modular form Dp of level Γ1(Np) introduced by Coleman.
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In particular, our approach can be seen as a refinement of [C1, Lemma 9.2] providing a formal
model for Dp.

7 Appendix B: V. Pilloni’s overconvergent modular forms

In this appendix we use the notations of chapter 5. As mentioned in the introduction, in this
section we compare the constructions of elliptic overconvergent modular forms in [P] and the
one in this article and prove that they produce the same objects.

Let us briefly present the construction in [P]. We fix k ∈ W(K) a weight; then there is a
w > 0 and a rigid analytic space T× (depending on w), with a morphism β : T× −→ X(w) which
is a Galois cover with Galois group Z×p . Then the overconvergent modular sheaf ωk on X(w) is

defined to be the sub-sheaf of β∗
(
OT×

)
on which the Galois group Z×p acts via the character −k

and the overconvergent modular forms of weight k are global sections of this sheaf.
We will now be more precise. Let k ∈ W(K) be a weight, let r ∈ N be an integer such that

k is r-analytic on Z×p and let us choose 0 < w a rational number addapted to k and r. More
precisely the canonical subgroup Cr of order pr of the universal elliptic curve over X(w) exists.
We also choose a pr-root of 1 which we suppose exists in K. Let T × denote the formal scheme
whose points over a formal scheme S −→ Spf(OK) are isomorphism classes of triples (x, γ, ω)
where:

• x ∈ X(w)(S) corresponding to a pair (Ex/S, ψx) consisting of an elliptic curve Ex −→ S
and a Γ1(N)-level structure on it

• γ denotes a generator of the dual of the canonical subgroup C∨x of Ex corresponding to the
pr-th root of 1 chosen

and
• ω is an invariant 1-differential form on Ex over S such that ω( mod p(1−v)r) = dlog(γ).

We have natural morphisms T × α−→ X(pr)(w)
ϑ−→ X(w) and let β := ϑ ◦ α. We denote

as usual by T×, X(pr)(w) and X(w) the rigid analytic generic fibers of these formal schemes
and by α, ϑ, β the restrictions of the morphisms with the same names to the generic fibers.
Then β : T× −→ X(w) is Galois with Galois group Z×p , where the action is defined by: if
a ∈ Z×p , (x, γ, ω) ∈ T×, we set a ∗ (x, γ, ω) := (x, aγ, aω). We define

ωP,kw := β∗
(
OT×

)(−k)
,

where the exponent (−k) indicates the sub-sheaf of sections on which Z×p acts via −k, more
precisely if s is a section of OT × , a ∈ Z×p and (x, γ, ω), s is a section of ωP,k if and only if
s(x, aγ, aω) = k−1(a)s(x, γ, ω).

Pilloni defines in loc. cit. MP (N, k, w) := H0
(
X(w), ωP,kw

)
, and the main purpose of the

appendix is to prove

Lemma 7.1. There is a natural isomorphism, compatible with the actions of the Hecke operators:

M(N, k, w)K ∼= MP (N, k, w),

where the first module was studied in section §5 of this article.

43



Proof. We use the notations of section §5. Let us first remark that by the very definition
of T ×, the torsor sheaf α∗(F ′) has a canonical trivialization, i.e. α∗(F ′) = Sv,T × · ω, where
Sv,T × = Z×p (1 + p(1−v)rOT ×) and ω is the universal differential form. Therefore (again using the
notations of section §5) we have

HomSv,T ×

(
α∗(F ′),O(−k)

T ×
) ∼= O(−k)

T × .

It follows that we have, on the one hand

β∗

(
HomSv,T ×

(
α∗(F ′),O(−k)

T ×
)
⊗OK

K
)Z×p

= β∗
(
OT×

)(−k)
= ωP,kw .

On the other hand we have

β∗
(
HomSv,T ×

(α∗(F ′),O(−k)
T × )

)Z×p =
(
HomSv,X(pr)(w)

(
F ′,O(−k)

X(pr)(w)

))Gr

= ω†,kw ,

where Gr =
(
Z/prZ

)×
is the Galois group of X(pr)(w) −→ X(w). This proves that ωP,kw and ω†,kw

are ismorphic as sheaves on X(w). Taking global sections we obtain the desired isomorphism
and we leave it to the reader to prove that this isomorphism commutes with the action of Hecke
operators.
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