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To model biochemical systems in which both noise in the chemical reaction process and spatial movement
of molecules is important, both the reaction-diffusion master equation �RDME� and Smoluchowski diffusion-
limited reaction �SDLR� partial differential equation �PDE� models have been used. In previous work we
showed that the solution to the RDME may be interpreted as an asymptotic approximation in the reaction
radius to the solution of the SDLR PDE �S. A. Isaacson, SIAM J. Appl. Math. 70, 77 �2009��. The approxi-
mation was shown to be divergent in the limit that the lattice spacing in the RDME approached zero. In this
work we expand upon these results for the special case of the two-molecule annihilation reaction, A+B
→�. We first introduce a third stochastic reaction-diffusion PDE model that incorporates a pseudopotential
based bimolecular reaction mechanism. The solution to the pseudopotential model is then shown to be an
asymptotic approximation to the solution of the SDLR PDE for small reaction radii. We next illustrate how the
RDME may be obtained by a formal discretization of the pseudopotential model, motivating why the RDME
is itself an asymptotic approximation of the SDLR PDE. Finally, we give a more detailed numerical analysis
of the difference between solutions to the RDME and SDLR PDE models as a function of both the reaction-
radius and the lattice spacing �in the RDME�.
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I. INTRODUCTION

The reaction-diffusion master equation �RDME� and the
Smoluchowski diffusion-limited reaction �SDLR� system of
PDEs are two mathematical models commonly used to study
physical systems in which both diffusive movement of indi-
vidual molecules and noise in the chemical reaction process
are important. In addition to the study of basic chemical
reaction processes �1–5�, both have been used recently to
model spatially distributed biochemical processes within in-
dividual cells �6–11�.

In the SDLR model �5,12� molecules are represented as
points or spheres undergoing spatially continuous Brownian
motion, with bimolecular chemical reactions occurring in-
stantly when the molecules pass within specified reaction
radii. Extensions of this model allow molecules to react with
probabilities less than one upon collision, see for example
the discussion in �5�. In contrast, in the RDME
�1,3,4,9,13,14� model, space is discretized into a collection
of voxels, with the diffusive motion of individual molecules
approximated by a continuous-time random walk between
voxels. Molecules are assumed to be well mixed within the
voxel containing them. Bimolecular reactions are then al-
lowed for two reactants within the same voxel, with a fixed
probability per unit time of the reaction occurring. In �2� it
was shown that the RDME, for appropriately chosen voxel
sizes, can demonstrate good quantitative agreement with
Monte Carlo simulations of a hard-sphere Boltzmann dy-
namics model �for specific reactions�.

Both the RDME and SDLR system of PDEs are too com-
plex to be solved analytically, or numerically, for biochemi-
cal systems with large numbers of reactions and molecules.
Instead, numerical realizations of the stochastic processes de-
scribed by the two models are studied. The Gillespie method
�15� can be used to exactly simulate the process described by
the RDME. Many optimized and approximate methods have
been developed to improve the computational performance
of such simulations �7,16–18�. Both exact �19� and approxi-
mate �20,21� methods have been developed to create realiza-
tions of the stochastic process described by the SDLR PDE
model.

Understanding the relationship between the RDME and
SDLR PDE models is important in deciding which is most
appropriate to use in studying different physical systems and
phenomena. We have previously shown formally that the
RDME may be interpreted as an approximation to spatially
continuous stochastic reaction-diffusion models �4�. In �1�
we studied the bimolecular annihilation reaction, A+B→�,
for two molecules �in free space in three dimensions�. We
proved rigorously that the solution to the RDME can be in-
terpreted as a divergent asymptotic approximation to the so-
lution of the corresponding SDLR PDE model for “small”
values of the reaction radius. The approximation is not just in
the reaction-radius though; the RDME also approximates
continuous diffusion by a continuous-time random walk on a
lattice �and so the accuracy of the approximation also de-
pends on the voxel size in the RDME�. These two approxi-
mations are formally related through the heuristic “rule of
thumb” that the voxel length in the RDME should be chosen
significantly larger than the reaction radius �9,14�. In �1� we
also derived asymptotic expansions for small reaction-radii
of the solutions to the RDME and the SDLR PDE. The dif-
ference between the truncation of these expansions after
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terms of second order was studied as the voxel size in the
RDME model was varied. It was found that as the voxel size
was decreased the difference initially decreased, but once the
voxel size became too small the difference began to increase.
This latter result is not surprising since we also showed in �1�
that the rigorous continuum limit of the RDME in three di-
mensions loses bimolecular reaction effects. That is, in the
continuum limit in which the voxel spacing approaches zero
the molecules simply diffuse relative to each other and never
react.

In this work we continue the exploration of the relation-
ship between the two models for two molecules undergoing
the bimolecular annihilation reaction, A+B→�. We discuss
a third, intermediate, spatially continuous model that arises
by assuming the reaction-radius in the SDLR system of
PDEs is small. The intermediate model that we consider is
that of molecules undergoing continuous Brownian motion
within a Fermi type pseudopotential �22,23�. In Sec. II B we
introduce the pseudopotential PDE model, and show in Ap-
pendix A that the asymptotic expansion of the solution to
this PDE for small binding radii agrees with the direct ex-
pansion of the solution to the SDLR PDE we derived in �1�.
That is, the solution to the pseudopotential PDE model is a
convergent asymptotic approximation to the SDLR PDE so-
lution for small values of the reaction-radius. In Sec. II C we
explain how a simple formal discretization of the PDE de-
scribing the pseudopotential based model gives rise to the
RDME. This connection suggests that the RDME may be
interpreted as a nonconvergent attempt to discretize the
pseudopotential model.

Finally, in Sec. III we examine the numerical difference
between solutions of the RDME and the SDLR PDE as a
function of the voxel length in the RDME for several bio-
logically relevant values of the reaction radius. Understand-
ing this difference is particularly important, since if one as-
sumes that the SDLR system of PDEs is a more microscopic
model, then it is critical to know how one should choose the
voxel size in the RDME so as to minimize the difference
between the two models.

In the context of the annihilation reactions the term
“diffusion-limited reaction” can often refer to annihilation
processes exhibiting critical sensitivity to the dimension of
the system. In the context of this paper, by diffusion-limited
reaction we simply mean the aforementioned reaction
mechanism where two particles undergoing Brownian mo-
tion react instantaneously upon collision. The agreement be-
tween molecular dynamics simulations and deterministic
reaction-diffusion PDE models in two dimensions for several
irreversible bimolecular reactions was studied in �24�. There
it was also mentioned that preliminary results suggested the
RDME is a more accurate approximation of the molecular
dynamics results than the deterministic reaction-diffusion
PDE model. An interesting future study suggested by one
reviewer would be to expand our results on how well the
RDME and SDLR models agree, to include a comparison
with a similar molecular dynamics model in three dimen-
sions.

II. STOCHASTIC REACTION-DIFFUSION MODELS

A. SDLR Model

The Smoluchowski diffusion-limited reaction model was
introduced by Smoluchowski in �12� �see �5� for a review of
this model and a discussion of several extensions�. In the
SDLR approach, molecules are modeled as points undergo-
ing Brownian motion. Bimolecular reactions between two
reactants occur instantaneously when their separation reaches
a specified reaction radii. We subsequently denote by rb the
reaction radius for the bimolecular annihilation reaction A
+B→�. Using the PDE that describes the SDLR model for
two molecules that can undergo this reaction, the bimolecu-
lar rate constant can be shown to have the steady-state form,
k=4�Drb �5,12�. Since we assume that k is known, this re-
lation is subsequently used to define the reaction radius, rb
=k /4�D, throughout the remainder of this paper.

When only one molecule of each species is present ini-
tially, and we assume the reaction is occurring in R3, the
PDE describing the SDLR model can be solved exactly. If
the position of the A molecule is qA�R3 and the position of
the B molecule is qB�R3, we define by x the separation
vector, x=qA−qB. Denote by p�x , t� the probability density
for the separation vector to have the value x. It was shown in
�1� that

�tp�x,t� = D�p�x,t�, when �x� � rb, �1�

where D=DA+DB is the sum of the diffusion constants of
each species. p�x , t� will satisfy the Dirichlet boundary con-
dition, modeling the reaction process,

p�x,t� = 0, when �x� = rb. �2�

Assuming the initial condition, p�x ,0�=��x−x0� for �x0�
�rb, the solution to Eq. �1� is given in the spherical coordi-
nates x→ �r ,� ,��, x0→ �r0 ,�0 ,�0� by

p�r,�,�,t�

= �
l=0

�
2l + 1

2�2 ��
0

�

ql�	r,	rb�ql�	r0,	rb�e−	2Dt	2d		

Pl„cos���… , �3�

�see �1��. Here

ql�s,u� =
jl�s��l�u� − �l�s�jl�u�


jl
2�u� + �l

2�u�
,

where jl� · � and �l� · � denote the spherical Bessel functions of
order l. Pl(cos���) denotes the Legendre polynomial of order
l, with cos���=cos���cos��0�+sin���sin��0�cos��−�0�.

We will subsequently be interested in the reaction time
distribution for the A and B molecules. Letting T denote the
random variable for the time at which the two molecules
annihilate, one can derive from Eq. �3� that

Prob�T  t� =
rb

r0
erfc� r0 − rb


4Dt
� . �4�

Note that this distribution is the same as for the spherically
symmetric case, and approaches rb /r0, the probability that
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the molecules ever react, as t→�. The reaction time distri-
bution for the more general reversible reaction A+B�C,
with one molecule of species A and one of species B initially,
has been derived for the spherically symmetric case in �25�.

B. Singular pseudopotential model

Assume that the reaction radius, rb, is much smaller than
spatial scales of interest. One might formally expect that the
Dirichlet boundary condition �2� could then be replaced by a
“point sink.” That is, we replace Eq. �2� by adding the op-
erator,

− k��x� ,

to Eq. �1�. If we denote by ��x , t� the probability density for
the two molecules to have separation x at time t in this new
model, we have that

�t��x,t� = D���x,t� − k��x���x,t�, ∀ x � R3, �5�

with the initial condition, ��x ,0�=��x−x0� and x0�0. Note
that this equation is assumed to be valid throughout R3,
though it will only make physical sense for �x��rb �recall we
have defined k=4�Drb�.

The singular potential PDE model �5� is formal, but can
be given a rigorous mathematical definition by precisely de-
fining the operator D�−k��x�, see the discussion of �1� and
the results of �26–29�. One method for rigorously defining
this operator is to regard it as a singular perturbation of the
Laplacian �28�. For systems with more than one molecule of
each reactant the theory is still an active area of research, see
for example �27,30�. Since we are restricting our attention in
this paper to a system with just one molecule of each reac-
tant, where the rigorous mathematical theory is well estab-
lished, we will not elaborate on this technical point here.

For our purposes it is sufficient to know that a rigorous
mathematical definition of this operator in three dimensions
is equivalent to replacing the point interaction term with a
formal Fermi pseudopotential operator, i.e.,

k��x� → k��x��rr ,

where r= �x�. Note that for any smooth function, u�x�, when
regarded as distributions

��x�u�x� = ��x��r�ru�x�� .

One interpretation of the pseudopotential is as an extension
of the delta function to also act on functions with singulari-
ties of the form r−� for ��1. The pseudopotential operator
was originally introduced in the context of quantum me-
chanical scattering problems �22,23� as an approximation to
two-body hard-sphere potentials. There the solution to the
Schrödinger equation with pseudopotential is a known
asymptotic expansion in the hard-sphere radius, rb, of the
solution to the Schrödinger equation with hard-sphere poten-
tial �i.e., a zero Dirichlet boundary condition on a sphere�. In
the context of biochemical reaction models the pseudopoten-
tial formalism is less well known. One application to this
area has been in calculating asymptotic expansions in rb of
reaction time distribution moments for periodic systems �31�.

Using the pseudopotential operator, the evolution equa-
tion for ��x , t� becomes

�t��x,t� = D���x,t� − k��x��r�r��x,t��, ∀ x � R3. �6�

Recalling the definition rb=k /4�D, we now consider the
asymptotic expansion of ��x , t� for small rb,

��x,t�  ��0��x,t� + rb��1��x,t� + rb
2��2��x,t� + ¯ . �7�

Let x̂=x / �x� denote the unit vector in the direction x, and
denote by G�x , t� the Green’s function for the free-space dif-
fusion equation,

G�x,t� =
1

�4�Dt�3/2e−�x�2/4Dt.

In Appendix A we derive the first three terms of the expan-
sion of ��x , t�,

��0��x,t� = G�x − x0,t� , �8�

��1��x,t� = −
�x� + �x0�
�x��x0�

G„��x� + �x0��x̂,t… , �9�

��2��x,t� =
2Dt − ��x� + �x0��2

2Dt�x��x0�
G„��x� + �x0��x̂,t… . �10�

Since the pseudopotential is known to approximate the zero
Dirichlet boundary condition on a sphere in the quantum
mechanical context, it is not surprising that these terms agree
with the corresponding terms of the expansion of the exact
solution to Eq. �3�, derived in �1�. We may therefore interpret
the simplified two-molecule �singular� pseudopotential anni-
hilation model �6� as an asymptotic approximation to the
corresponding SDLR model �1� with boundary condition �2�.

Using Eq. �7� we may also calculate the asymptotic ex-
pansion of the reaction time distribution Eq. �4� for the two-
molecule SDLR annihilation reaction. We find

P�T  t� 
rb

r0
erfc� r0


4Dt
� +

rb
2

r0

�Dt

e−r0
2/4Dt + O�rb

3� .

�11�

Note that this expansion is the same as the direct expansion
of Eq. �4�.

C. Reaction-diffusion master equation

The final stochastic reaction-diffusion model we consider
is the reaction-diffusion master equation. To our knowledge,
the RDME goes back as far as the work of �3,32�. We will
formally derive the RDME from a discretization of the for-
mal PDE model �5�.

We begin by discretizing R3 into a standard Cartesian grid
of mesh voxels. The voxels are taken to be cubes of mesh
width h centered at the points hj, where j= �j1 , j2 , j3��Z3. If
x=hj, then the simplest discretization of the delta function in
Eq. �5� one might consider, ��x�→�h�x�, is

�h�x� = �h−3, x = 0 ,

0, x � 0 .
�

Assume that the positions of the A and B molecules, qA

and qB, are restricted to the centers of the voxels. Switching
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to the separation vector, x=qA−qB, and letting ph�x , t� de-
note the probability density for the two molecules to have the
separation x, we may discretize Eq. �5� to obtain the RDME

dph

dt
�x,t� = D�hph�x,t� − k�h�x�ph�x,t�, ∀ x = jh, j � Z3,

�12�

where �h is the standard three-dimensional centered differ-
ence discrete Laplacian, and the initial condition is ph�x ,0�
=�h�x−x0�. We have shown �1,4� that this form of the
RDME is equivalent to, and may be derived from, the more
standard form where the number of molecules at each spatial
location is tracked �as opposed to the position of molecules�.
In �1� we derived Eq. �12� from the standard RDME for the
two-molecule annihilation reaction considered here, and in
�4� we showed how to derive a generalization of Eq. �12�
from the RDME for an arbitrary number of molecules under-
going the multiparticle reversible bimolecular reaction, A
+B�C. In Appendix B we outline how to derive Eq. �12�
from the standard form of the RDME.

From Eq. �12� we see that the RDME may be regarded as
a formal discretization of the pseudopotential type model �6�.
Since the discretization does not take into account the radial
derivative portion of the operator, it is not surprising that
ph�x , t� does not converge to ��x , t� as h→0 �1�. That said,
the method by which we derived the discrete RDME �Eq.
�12�� suggests that for a range of values of h, the solution to
the RDME �Eq. �12�� may be an asymptotic approximation
to the SDLR PDE �Eq. �1�� in the binding radius, rb. We
showed this is true in �1�. In the next section we give a more
detailed numerical analysis of the agreement between the
solutions to the RDME and the SDLR PDE for fixed binding
radii and mesh lengths.

To numerically solve the RDME we will find it conve-
nient to rewrite Eq. �12� as a system of Volterra integral
equations. Let Gh�x , t� denote the Green’s function for the
semidiscrete diffusion equation, that is

dGh

dt
�x,t� = D�hGh�x,t� ,

Gh�x,0� = �h�x� .

From this equation one may derive the Fourier integral rep-
resentation for Gh�x , t�,

Gh�x,t� = �
k=1

3 �
−1/2h

1/2h

e−4Dt sin2��h�k�/h2
e2�i�kxkd�k, �13�

where x= �x1 ,x2 ,x3�, and �= ��1 ,�2 ,�3� denotes the Fourier
space variable.

Using Duhamel’s Principle, the solution to Eq. �12� with
the initial condition, ph�x ,0�=�h�x−x0�, can be written as

ph�x,t� = Gh�x − x0,t� − k�
0

t

Gh�x,t − s�ph�0,s�ds . �14�

Note that ph�0 , t� then satisfies a closed scalar Volterra inte-
gral equation,

ph�0,t� = Gh�x0,t� − k�
0

t

Gh�0,t − s�ph�0,s�ds . �15�

Once this equation has been solved for ph�0 , t�, we may
solve Eq. �14� for any x=hj�0 by quadrature. Moreover, if
Th denotes the random variable for the reaction time in the
RDME �Eq. �12��, then the reaction time distribution for the
RDME is given by

Prob�Th  t� = k�
0

t

ph�0,s�ds . �16�

This may also be obtained by quadrature once ph�0, t� is
known.

III. NUMERICAL COMPARISON OF SOLUTIONS

In this section we study how well the solution to the
RDME �Eq. �12�� approximates the solution to Eq. �1� for
biologically relevant values of the binding radius over a
range of voxel lengths, h. All numerical calculations were
performed in MATLAB.

The solution to the SDLR PDE �Eq. �1�� was obtained
from the exact solution �3�. For fixed values of x, x0, t, rb,
and D the sum in Eq. �3� was evaluated numerically up to the
first term with absolute value below a fixed absolute error
tolerance �in this case 10−8�. The bracketed integrals in Eq.
�3� were evaluated to an absolute error tolerance of 10−10

using the double exponential transform-based quadrature
method discussed in �33�. MATLAB’s built in Legendre poly-
nomial and Bessel function routines were used, augmented
by the known asymptotic forms of the Bessel functions for
sufficiently large and small arguments. The reaction time dis-
tribution �4� was evaluated using MATLAB’s built in error
function.

The Volterra integral Eq. �15� for the solution to the
RDME �Eq. �12�� was solved using the sixth order Gregory
method described in �1�. The size of the time step taken in
the method was systematically halved until the maximum of
the absolute error between successive solutions, evaluated at
the time points of the solution with a coarser time step, was
reduced below 10−7. The semidiscrete diffusion equation
Green’s function was evaluated using the Fourier integral
representation �13�, as described in �1�. Once ph�0 , t� was
obtained at a set of discrete time points, ph�x , t� was evalu-
ated by using the sixth order Gregory quadrature rule to ap-
proximate the integral in Eq. �14�. The reaction time distri-
bution �Eq. �16�� was evaluated in a similar manner.

In �1� we proved that the solution to the RDME �Eq. �12��
loses bimolecular reaction effects in the continuum limit that
h→0. That is, ph�x , t� for x�0 was proven to converge to
the solution to the diffusion equation,

G�x − x0,t� =
1

�4�Dt�3/2e−�x − x0�2/4Dt.

In Fig. 1 the percent relative difference between ph�x , t� and
p�x , t� and between ph�x , t� and G�x−x0 , t� is shown as h is
varied, for a variety of biologically relevant values of the
binding radius, rb. In the figure, x= �0,1 /8,1 /8�, x0
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= �1 /8,1 /8,1 /8�, D=1, and t=.04 with spatial units of mi-
crometers and time units of seconds. Physical values for
binding radii have not been calculated experimentally for
most biological reactions, however, it has been determined
experimentally that the width of the binding potential for the
LexA DNA binding protein is 5 Å �34�.

In the SDLR model the probability the molecules ever
react is rb /r0. For rb=10−3, when t=.04 the probability the
molecules have reacted is approximately 45% of the prob-
ability they ever react. The curves with closed markers in
Fig. 1 illustrate the divergent asymptotic approximation of
p�x , t� by ph�x , t� as h is decreased. Each curve initially de-
creases as h is decreased, but as the asymptotic approxima-
tion breaks down the curves plateau and approach a constant
value. Decreasing rb increases the accuracy of the approxi-
mation and decreases the value of h where convergence
stops. For choices of the binding radius between one nano-
meter and one angstrom the relative difference decreases be-
low one percent. Moreover, the difference is below a tenth of
a percent when the binding radius is on the order of an ang-
strom. In contrast, as h is decreased the percent relative dif-
ference between ph�x , t� and G�x−x0 , t� continues to de-
crease as h→0 �curves with open markers�. Notice that the
convergence is roughly second order; which is not surprising
since Eq. �12�, ignoring the reaction term, is a second order
discretization of the diffusion equation. We believe the pla-
teauing of the difference for rb=10−3 �curve with diamond
markers� is due to changes in ph�x , t� for h below 2−9 being
smaller than the tolerance we used in numerically calculating
ph�x , t�.

In Fig. 2 we show the reaction time distributions of both
the SDLR model �4� and the RDME model �16� �as h is
varied�. rb is taken to be 10−3 �m. Figure 3 shows the cor-
responding percent relative difference between the SDLR
and RDME reaction time distributions at t=.04 as h is var-
ied. From the figures we again see that as h is decreased the
reaction time distribution of the RDME approaches that of

the SDLR PDE, but once h is sufficiently small the differ-
ence begins to increase. Decreasing rb decreases both the
minimum of the difference, along with allowing smaller val-
ues of h before the asymptotic approximation begins to break
down. In particular, for rb=5
10−4 �m we find that the
minimum difference is approximately 5%, and obtained for
h� .03 �m. When rb is one angstrom, the minimum differ-
ence is approximately 2%.

IV. CONCLUSIONS

We have shown how the RDME may be interpreted as a
twofold approximation to the SDLR PDE model of Smolu-
chowski. By first assuming the reaction-radius within the
SDLR model is sufficiently small compared to length scales
of interest, the SDLR PDE �Eq. �1�� may be asymptotically
approximated in the binding radius by replacing the Dirichlet
boundary condition with a pseudopotential operator, giving
rise to Eq. �6�. In Appendix A it is shown in detail that the
solution to the pseudopotential model, ��x , t�, is an
asymptotic approximation to the solution of the SDLR PDE,
p�x , t�.
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FIG. 1. �Color online� Percent relative difference between
SDLR density p�x , t� and RDME density ph�x , t� for varying values
of rb. Curves with open markers �circle, square, and diamond� de-
note the relative difference between ph�x , t� and G�x−x0 , t�. Curves
with closed markers �star, plus, and “
”� denote the relative differ-
ence between ph�x , t� and p�x , t�. Inset shows the value of the bind-
ing radius. Here x= �0,1 /8,1 /8�, x0= �1 /8,1 /8,1 /8�, D=1 and t
=.04. All constants have spatial units of micrometers and time units
of seconds. Note, at this time the probability the particles have
bound is approximately 45% of the probability they ever bind.
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FIG. 2. �Color online� Reaction time distributions of the SDLR
PDE �Eq. �4�� and the RDME �Eq. �16�� �for varying values of h�,
with t� �0, .04� and rb=10−3 �m. Units and values of x0 and D are
the same as in Fig. 1. h is given by 2−n where the values of n are
listed in the inset. “SDLR” labels the SDLR reaction time distribu-
tion. Note, for this figure geometric shape markers are to aid in
distinguishing the curves.

h (µm)

pe
rc

en
tr

el
at

iv
e

di
ffe

re
nc

e

rb=0.001

=0.0005

=0.0001

rb

rb

10−4 10−3 10−2 10−1 100100

101

102

FIG. 3. �Color online� Percent relative difference between reac-
tion time distributions of the RDME �Eq. �16�� and SDLR PDE �Eq.
�4�� for varying values of rb at t=.04. Units and values of x0 and D
are the same as in Fig. 1.
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By formally discretizing the pseudopotential PDE �Eq.
�6�� we then obtained the corresponding RDME model. The
difference between solutions to the RDME and SDLR PDEs
was then studied as a function of the binding radius, rb, and
mesh width, h. Figures 1–3 clearly show the asymptotic na-
ture of the approximation of the SDLR model by the RDME
model, and how this approximation breaks down when h
becomes sufficiently small.

While we have focused on the simplified two-molecule
reaction, A+B→�, we expect based on the results herein
and in �1,4� to see similar behavior for larger numbers of
molecules and more complicated nonlinear reaction mecha-
nisms. In particular, the formal results of �4� strongly suggest
the same hierarchy of approximations, SDLR to pseudopo-
tential to RDME exists in these cases.
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APPENDIX A: ASYMPTOTIC EXPANSION OF
PSEUDOPOTENTIAL MODEL

In this appendix we derive the asymptotic expansion of
the pseudopotential reaction model �6� for small rb. We will
see that the expansion we obtain agrees with the direct
asymptotic expansion of the solution to the SDLR model �3�
we calculated in �1� through terms of O�rb

2�. Denote by V the
pseudopotential operator. V applied to a function f�x� is de-
fined by

�Vf��x� = ��x��r�rf�x��, r = �x� . �A1�

Using Duhamel’s Principle, the solution to Eq. �6� may be
written as

��x,t� = G�x − x0,t�

− 4�rbD�
0

t �
R3

G�x − y,t − s��V���y,s�dyds ,

�A2�

where G�x−x0 , t� is the fundamental solution to the free-
space diffusion equation,

G�x,t� =
1

�4�Dt�3/2e−�x�2/4Dt,

and rb=k /4�D.
Following the rigorous definition of the operator �−V in

�28�, we assume that

��x,t� = ��x,t� + q�t���x� . �A3�

Here ��x� denotes the Green’s function for the free-space
Laplace equation,

��x� =
− 1

4��x�
,

and ��x , t� approaches a finite value as �x�→0.
Substituting Eq. �A3� into Eq. �6�, we obtain

�t��x,t� = D���x,t� −
dq

dt
�t���x� + Dq�t���x�

− 4�rbD��0,t���x� , �A4�

with the initial conditions

��x,0� = ��x − x0�, x � x0,

q�0� = 0.

Again, following the definition of �−V in �28�, we enforce
the boundary condition at the point x=0,

q�t� = 4�rb��0,t� . �A5�

Equation �A4� then reduces to

�t��x,t� = D���x,t� − 4�rb�t��0,t���x� . �A6�

Using Duhamel’s Principle we see that

��x,t� = G�x − x0,t�

− 4�rb�
0

t �
R3

G�x − y,t − s��s��0,s���y�dyds .

Integrating by parts in s, using that G�x−y , t−s� satisfies the
diffusion equation, x0�0, and explicitly evaluating the sub-
sequent spatial integral, the expression above reduces to

��x,t� = G�x − x0,t� − 4�rbD�
0

t

G�x,t − s���0,s�ds

− 4�rb��0,t���x� . �A7�

Using the point boundary condition that defines q�t�, Eq.
�A5�, we find

��x,t� = G�x − x0,t� − 4�rbD�
0

t

G�x,t − s���0,s�ds .

�A8�

We look for an asymptotic expansion of ��x , t� for rb small
of the form

��x,t�  ��0��x,t� + rb��1��x,t� + rb
2��2��x,t� + ¯ . �A9�

Using Eq. �A3�, we assume that

��x,t�  ��0��x,t� + rb��1��x,t� + rb
2��2��x,t� + ¯ ,

q�t�  rbq�1��t� + rb
2q�2��t� + ¯ ,

so that

��i��x,t� = ��i��x,t� + q�i��t���x�, i = 0,1, . . . .

Note that Eq. �A5� implies
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q�i��t� = �0, i = 0,

4���i−1��0,t� , i � 0.
�

We also assume ��i��x , t� approaches a finite limit as �x�
→0.

Let x̂=x / �x�, so that x̂ is a unit vector in the same direc-
tion as x. Radial symmetry of G�x , t� implies that G��x�x̂ , t�
is independent of x̂. The first three terms in the expansion of
��x , t� are then given by

1. Theorem A.1

��0��x,t� = G�x − x0,t� , �A10�

��1��x,t� = −
�x� + �x0�
�x��x0�

G„��x� + �x0��x̂,t… , �A11�

��2��x,t� =
2Dt − ��x� + �x0��2

2Dt�x��x0�
G„��x� + �x0��x̂,t… . �A12�

Note that these terms agree with the expansion of the exact
solution to Eq. �3� derived in �1�.

Proof. From Eq. �A7� we find that

��0��x,t� = ��0��x,t� = G�x − x0,t� ,

��i��x,t� = − 4�D�
0

t

G�x,t − s���i−1��0,s�ds

− 4��i−1�0,t���x�, i = 1,2, . . . ,

and

��i��x,t� = − 4�D�
0

t

G�x,t − s���i−1��0,s�ds, i = 1,2, . . . .

�A13�

Using these equations, we obtain

��1��x,t� = − 4�D�
0

t

G�x,t − s�G�x0,s�ds . �A14�

To simplify this expression we make use of the Laplace

transform. Let f̃�s� denote the Laplace transform of a func-
tion, f�t�. Taking the transform of Eq. �A14� in t, we find

�̃�1��x,s� =
− 1

4�D�x��x0�
e−��x�+�x0��
s/D,

=−
�x� + �x0�
�x��x0�

G̃„��x� + �x0��x̂,s… .

The inverse Laplace transform of this function is then

��1��x,t� = −
�x� + �x0�
�x��x0�

G„��x� + �x0��x̂,t… .

To calculate the second order perturbation term from Eq.
�A13� we need to evaluate ��1��0 , t�, given by

��1��0,t� = lim
�x�→0

�−
�x� + �x0�
�x��x0�

G„��x� + �x0��x̂,s…

− 4�G�x0,t���x�� .

This limit can be evaluated by Laplace transform, giving

�̃�1��0,s� =

s

4�D3/2�x0�
e−�x0�
s/D.

The inverse Laplace transform of this expression is then

��1��0,t� =
− 2Dt + �x0�2

2Dt�x0�
G�x0,t� .

Substituting this expression in Eq. �A13�, we find that
��2��x , t� is given by

��2��x,t� = − 4�D�
0

t

G�x,t − s��− 2Ds + �x0�2

2Ds�x0� �G�x0,s�ds .

Splitting the term in parenthesis, this equation simplifies to

��2��x,t� = −
1

�x0�
��1��x,t� − 2��x0��

0

t 1

s
G�x,t − s�G�x0,s�ds ,

=−
1

�x0�
��1��x,t� + K�x,x0,t� ,

where we let K�x ,x0 , t� denote the second term. K�x ,x0 , t�
may be simplified by Laplace transform to give

K̃�x,x0,s� = − � �x� + �x0�
�x��x0�2

+
�x� + �x0�
�x��x0�


 s

D
�G̃„��x� + �x0��x̂,s… .

The inverse Laplace transform of this expression is

K�x,x0,t� =
1

�x0�
��1��x,t� +

2Dt − ��x� + �x0��2

2Dt�x��x0�


G„��x� + �x0��x̂,t… ,

so that

��2��x,t� =
2Dt − ��x� + �x0��2

2Dt�x��x0�
G„��x� + �x0��x̂,t… .

�

2. Corollary A.1. The asymptotic expansion in rb of the
reaction time distribution (4) is given by

Prob�T  t� 
rb

r0
erfc� r0


4Dt
� +

rb
2

r0

�Dt

e−r0
2/4Dt + O�rb

3� .

�A15�

Proof. The result follows immediately from the expansion
of ��x , t� or from the direct expansion of Eq. �4�.
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APPENDIX B: DERIVATION OF (12) FROM THE
STANDARD FORM OF THE RDME

In this appendix we show how to derive the Eq. �12� from
the standard form of the RDME for the reaction A+B→�.
For more detailed derivations of Eq. �12� from the RDME
we refer the interested reader to �1�. The equivalence of the
general multiparticle RDME for the reversible bimolecular
reaction A+B�C to a model of the form of Eq. �12� is
shown in �4�. In the standard formulation the state variables
in the RDME are the numbers of each chemical species
within each voxel. As we have shown in �4�, this formulation
is completely equivalent to choosing the state variables to be
the positions of each individual molecule of each species
within the system �where by position of a molecule we mean
the voxel containing the molecule, and molecules within the
same voxel are assumed independent�.

Let j= �j1 , j2 , j3��Z3 label the voxel of the Cartesian
mesh with center hj. We denote by aj the number of mol-
ecules of chemical species A within the jth voxel, and denote
by

a = �aj�j � Z3� ,

the spatial state vector for species A. bj and b are defined in
a similar manner. The notation, 1j, will denote the state
where there is only one molecule at location j. We then let
a+1j represent the state where one more molecule of species
A has been added to the state a at location j. The standard
formulation of the RDME then gives the probability for
chemical species A and B to have the states a and b at time
t. We denote this probability by P�a ,b , t�. Let ed represent
the unit vector along the dth coordinate axis of R3, DA the
diffusion constant of species A �with DB defined similarly�,
and k the bimolecular reaction rate for the annihilation reac-
tion, A+B→�. The standard form of the RDME is then

dP

dt
�a,b,t� =

DA

h2 �
j�Z3

�
d=1

3

�
�

��aj�ed
+ 1�P�a + 1j�ed

,b,t� − ajP�a,b,t�� +
DB

h2 �
j�Z3

�
d=1

3

�
�

��bj�ed
+ 1�P�a,b + 1j�ed

,t� − bjP�a,b,t��

+
k

h3 �
j�Z3

��aj + 1��bj + 1�P�a + 1j,b + 1j,t� − ajbjP�a,b,t�� . �B1�

Here the first two triple sums on the right hand side corre-
spond to the continuous-time random walk of molecules of
species A and B, respectively. The final single sum corre-
sponds to the annihilation reaction between molecules of the
two species. Note that Eq. �B1� is a coupled system of ODEs
over all possible values for the states a and b.

Consider the special case that there is only one molecule
of species A and one molecule of species B in the system. If
the molecules are located within voxels i and j respectively,
then the RDME simplifies to the equation

dP

dt
�1i,1j,t� =

DA

h2 �
d=1

3

�
�

�P�1i�ed
,1j,t� − P�1i,1j,t��

+
DB

h2 �
d=1

3

�
�

�P�1i,1j�ed
,t� − P�1i,1j,t��

−
k

h3�i,jP�1i,1j,t� , �B2�

where �i,j is zero for i� j and one for i= j. This equation may
be equivalently rewritten in terms of the center of mass co-
ordinates, j− i and j+ i. We may then define the probability,
Fh�j , t�, that the two molecules have separation vector j by

Fh�j,t� = �
i�Z3

P�1i+j,1i,t� .

If we assume molecules are uniformly distributed within the
voxel containing them, then the probability density for the
molecules to have separation vector x=hj, ph�x , t�, is given
by

ph�x,t� =
1

h3Fh�j,t� .

By using this definition of ph�x , t� with Eq. �B2� we obtain
Eq. �12�.
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