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This is a book on formal groups from the naïve or power series point of view. That is, it is really about formal group laws.

The theory of formal groups has found a number of rather spectacular applications in recent years in number theory, arithmetical algebraic geometry, algebraic geometry, and algebraic topology, ranging from congruences for the coefficients of modular forms and local class field theory to extraordinary K-theories and (indirectly) results on the homotopy groups of spheres.

Originally I intended to try to organize in the form of a coherent set of lecture notes those parts of the theory of formal groups leading up to the various applications and those parts which seemed to me to be in imminent danger of becoming applicable. It was Eilenberg who suggested casually over a glass of grappa in Udine, that, in that case, I had better try to make a proper job of it. To him, many thanks.

The result is, I hope, a book, which, starting from no more than a reasonable acquaintance with the more elementary facts concerning commutative rings and modules, takes the reader through most of the known results on formal groups and which also presents those applications which do not require too much extra apparatus.

This last restriction caused, inevitably, a number of casualties. Notably, the applications to algebraic geometry (abelian varieties), which are only present in the form of some brief, mainly bibliographical, notes.

Quite a number of people helped directly or indirectly in making this book possible (e.g., by inviting me to lecture on parts of it). To all of them also many thanks. Special thanks are due to Marijke, Maarten, and Annette (they know what for) and to my secretary, Hannie Oosthout, who did a splendid job of typing on the basis of a set of notes which were a perfect mess of addenda, corrections, and emendations, so that, at times, the script ran in three distinct yet intersecting directions.

The computer calculations which briefly occur in the introduction were done by Ir. G. J. v.d. Steen of our department of Automatische Informatie Verwerking.

Michiel Hazewinkel, Krimpen a/d Yssel, January 1977
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LEITFA DEN AND INDICIEN

L.1 On the Organization of the Book

The first section of each of the seven chapters of the book is an introduction plus survey of the material treated in that chapter. I have tried to write these sections in such a way that they can, in principle, be read consecutively without referring to the rest of the book. Thus, assuming some stamina and reasonable powers of absorption, recollection, and belief on the part of the reader, he can obtain a very fair idea of the theory of formal groups and their applications by reading these introductory survey sections only; he will even have seen some proofs.

The text itself contains few bibliographical remarks and references. Most of these have been collected in six sections (E.1–E.6) placed at the ends of Chapters II–VII. These “bibliographical and other notes” sections often also contain some additional comments on related mathematical matters.

Finally, there are two appendices. The first one is purely for the convenience of the reader who is not acquainted with the more elementary facts concerning power series algebras. In the second appendix I have tried to give a sort of bibliographical guide to those applications of the theory of formal group laws which, for lack of space-time or a lack of competence on the part of the author, could not be treated in detail in the main text.

L.2 Bibliography, Indexes and Referencing System

The bibliography is fairly extensive. In addition to those papers and books actually referred to it also contains all those papers and books that I know of which use or treat formal groups and those papers which treat of closely related (author’s opinion) material. Between brackets ( ) behind each bibliographical item are listed the sections of the book where this particular item is referred to; thus I hoped to make it easier for other authors to rebuke the present writer for misrepresenting their results.

In the index of notations I have distinguished between incidental, generic, and standard notations. Thus, e.g., Z for the integers is a standard notation and so is (in this book) $\Psi_{\phi}(x)$ for the characteristic polynomial of a one-dimensional formal group law over a finite field; the Greek letter \( \phi \) is generically used
to denote a homomorphism of rings or algebras and an example of an incidental notation is \( \delta_m \) which is used in Section 20.4 to denote a certain noncommutative ring. Also, for each standard notation, I have tried to indicate its meaning in the notations listing itself instead of merely giving the place where the notation is first used.

The index itself is meant to be not only an index of definitions but also an index of examples, theorems, and constructions. Thus, e.g., under "formal group law, universal, one-dimensional" the reader will find D: 1.5, C: 5.2, T: 5.3, 5.5 meaning that the concept is defined in Section 1.5, a construction can be found in Section 5.2, and two important theorems concerning these objects can be found in 5.3 and 5.5. In this connection E stands for "example."

Finally, all sections, subsections, theorems, definitions, diagrams, scholia, formulas, addenda, propositions, lemmas, ... are numbered by means of one subset of \((\mathbb{N} \cup \{0\})^3\), lexicographically ordered, for the whole book; we have used the abbreviations \(a\) and \(a.b\) for \((a.0.0)\) and \((a.b.0)\). The beginning of a new subsection \((a.b.c)\) is marked with a square in the left margin. A subsection \((a.b.c)\) continues until the next lexicographically larger number occurs with a square in the left margin (as a ((sub)sub) section heading, not as a see below reference). Cross referencing within a chapter is done by giving the appropriate element of \((\mathbb{N} \cup \{0\})^3\). When referring to a result or formula in another chapter we occasionally indulge in a bit of redundancy by listing the chapter number as well.

### L.3 Interdependence of Chapters and Sections

A rough indication of the interdependence of chapters and sections is given by the following diagram. The encircled numbers are the sections that are mainly relevant for the dependence arrow in question.
Personally, I feel that the dependencies suggested by the diagram are too strong rather than too weak. For instance, for a course on formal groups in algebraic topology, one certainly does not need all of 2, 3, 5, 10, 16, 19, 22. Especially of 16 and 19, 22 only selected bits are needed, and 10 is not needed at all.
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INTRODUCTION

An $n$-dimensional formal group law over a ring $A$ is an $n$-tuple of power series $F(X, Y)$ in $X_1, \ldots, X_n; Y_1, \ldots, Y_n$ with coefficients in $A$ such that

$$F(X, 0) = X, \quad F(0, Y) = Y, \quad F(X, F(Y, Z)) = F(F(X, Y), Z)$$

(where $X$ and $Y$ are short for the vectors $(X_1, \ldots, X_n)$, $(Y_1, \ldots, Y_n)$). If moreover $F(X, Y) = F(Y, X)$, the formal group law is said to be commutative. Three most important examples are $\hat{G}_2(X, Y) = X + Y$, $\hat{G}_3(X, Y) = X + Y + XY$ (both one dimensional) and the infinite dimensional formal group law $\hat{W}_p(\zeta, Y)$ defined by the addition polynomials $\Sigma_0(X; Y), \Sigma_1(X; Y), \ldots$ over $\mathbb{Z}$ of the Witt vectors, which in turn are defined by

$$w_p(\Sigma_0, \ldots, \Sigma_n) = w_p(X) + w_p(Y)$$

where

$$w_p(X) = X_0^p + pX_1^{p-1} + \cdots + p^nX_n$$

One way to view formal group laws is as recipes for manufacturing ordinary groups (by substituting, say, topologically nilpotent elements for the $X_i$ and $Y_i$).

There are at least three ways in which formal group laws arise naturally:

(a) Let $G$ be an $n$-dimensional analytic Lie group. Let $e \in G$ be the identity element of $G$. Take analytic coordinates in a neighborhood $V$ of $e$ such that $e$ has coordinates $(0, 0, \ldots, 0)$. Let $x, y \in V$ have coordinates $x_1, \ldots, x_n$ and $y_1, \ldots, y_n$, respectively. If $x$ and $y$ are close enough to $e$, we have $z = xy \in V$. Let $z_1, \ldots, z_n$ be the coordinates of $z$. Now since $G$ is analytic, the $z_i$ are analytic in the $x_1, \ldots, x_n; y_1, \ldots, y_n$; and taking a power series development around $(0, 0, \ldots, 0)$, we have for $x, y$ close enough to $e$ $n$ power series

$$z_i = f_i(x_1, \ldots, x_n; y_1, \ldots, y_n)$$

These $n$ power series define a formal group law $\hat{G}(x, y)$ in the sense of the definition above. They constitute so to speak the infinitesimal group structure of order $\infty$ at $e$ of $G$. In particular the Lie algebra $\mathfrak{g}$ of $G$ is recoverable from $\hat{G}$, and thus $\hat{G}$ is an intermediate object between $\mathfrak{g}$ and $G$.

Now much the same construction can be performed for a smooth algebraic group $G$ defined, say, over a field $k$ of characteristic $p > 0$. In this case the Lie
algebra of $G$ carries very little information about $G$, and it was as a possibly
good substitute for Lie theory in the case of characteristic $p > 0$ that the theory of
formal groups found its first vigorous development in the hands of
Dieudonné.

In particular, in the case of abelian varieties $A$, the associated formal group
law $\tilde{A}$ has since been found to carry much information on the arithmetic of $A$.

(b) Let $L(s) = \sum_{n=1}^{\infty} a(n)n^{-s}$ be a Dirichlet series with coefficients in $\mathbb{Z}$. One
associates to $L(s)$ the power series $f_L(X) = \sum_{n=1}^{\infty} n^{-1}a(n)X^n \in \mathbb{Q}[X]$ and
$F_L(X, Y) = f^{-1}_L(f_L(X) + f_L(Y))$ where $f^{-1}_L(X)$ is defined by $f^{-1}_L(f_L(X)) = X$.
Then the coefficients of $F_L(X, Y)$ are in $\mathbb{Z}_{(p)}$, precisely when $L(s)$ has an Euler
factor for the prime $p$ in the sense that

$$L(s) = (1 + e_1 p^{-s} + e_2 p^{1-2s} + e_3 p^{2-3s} + \cdots)^{-1} \sum_{n=1}^{\infty} b(n)n^{-s}$$

with $b(n) \equiv 0 \mod p^r$ if $p^r | n$, $e_l \in \mathbb{Z}_p$. These two ways in which formal group
laws arise in nature are not independent. Indeed, it is precisely the connection
between (a) and (b) which, e.g., in the case of elliptic curves $E$ over $\mathbb{Q}$, gives
some beautiful results concerning the zeta function of $E$.

(c) Let $h^*$ be a multiplicative extraordinary cohomology theory which has
first Chern classes in a suitable technical sense. Then (because $\mathbb{C}P^\infty$ is classifying
for line bundles) there is a universal formula

$$c_1(\xi \otimes \eta) = \sum_{i,j} a_{ij} c_1(\xi)^i c_1(\eta)^j$$

which gives the first Chern class of a tensor product of two complex line
bundles in terms of the first Chern classes of the factors. The power series
$F_h(X, Y) = \sum a_{ij} X^i Y^j$ is then a one dimensional formal group law over $h(pt)$,
the ring of coefficients of $h^*$; and, as it turns out, $F_h(X, Y)$ carries a good deal of
information about $h^*$.

These three classes of examples make it reasonable to study formal group
laws more deeply (even if one did not know about other applications, for
example to local class field theory and global class field theory for function
fields).

Now in any case for the class of examples arising from analytic Lie groups,
the formal group laws are intermediate between Lie groups and Lie algebras.
So there ought to be "formal Lie theory," that is, Lie theory without convergence.
And indeed, specializing to the one dimensional case, one has: let
$F(X, Y)$ be a one dimensional commutative formal group law over a $\mathbb{Q}$-algebra $R$,
then there is a unique power series $f(X) \in R[ X ]$ such that $f(X) = X + \cdots$
and $f(F(X, Y)) = f(X) + f(Y)$. This $f(X)$ is called the logarithm of $F(X, Y)$. So
if $F(X, Y)$ is, e.g., a formal group law over $\mathbb{Z}$, then over $\mathbb{Q}$ there exists a power
series $f(X) \equiv X \mod(\text{degree 2})$ such that $F(X, Y) = f^{-1}(f(X) + f(Y))$. Thus
the problem of finding all one dimensional formal group laws over \( Z \) becomes. What power series \( f(X) \) over \( Q \) are such that \( f^{-1}(f(X) + f(Y)) \) has integral coefficients? In (b) above we have seen an example of this. Roughly the condition is that \( f(X) \) must exhibit the kind of regularity exemplified by the splitting off of an Euler factor in the sense indicated in (b).

The precise answer is given by what I call the functional equation lemma, which is, without a doubt the most important tool in this book. The precise statement of the functional equation lemma takes more space than one should use in an introduction, so let us try to see by means of examples what kind of lemma it is.

(d) Let \( f(X), g(X) \in Q[[X]] \) be two power series in one variable \( X \) such that
\[
f(X) \equiv g(X) \equiv X \mod(\text{degree } 2) \quad \text{and} \quad f(X) - p^{-1}f(X^p) \in Z_{(p)}[[X]], \quad g(X) - p^{-1}g(X^p) \in Z_{(p)}[[X]].
\]
Then \( F(X, Y) = f^{-1}(f(X) + f(Y)) \) and \( g^{-1}(f(X)) \) have their coefficients in \( Z_{(p)} \) (not just \( Q \)). Thus, for example, Hasse's lemma that \( \exp(X + p^{-1}X^p + p^{-2}X^{p^2} + \cdots) \) has its coefficients in \( Z_{(p)} \) is an application of the functional equation lemma. This is of course related to the statement made under (b). The Euler factor in this case is \( 1 - p^{-s} \).

(e) Let \( f(X) \in Q[[T]][[X]] \) be the power series
\[
f(X) = X + p^{-1}TX^{ph} + p^{-2}TT^{ph}X^{p^{2h}} + p^{-3}TT^{ph}T^{p^{2h}}X^{p^{3h}} + \cdots
\]
then \( f^{-1}(f(X) + f(Y)) \) has its coefficients in \( Z[[T]] \). This actually gives us quite a few different formal group laws over \( Z \) by substituting \( h = 1, 2, \ldots \) and, e.g., \( T = 1 \). (These are, incidentally, the formal group laws associated to the so-called extraordinary \( K \)-theories.)

(f) Consider the Witt polynomials \( w_p^n(X) = X_0^n + pX_1^{n-1} + \cdots + p^nX_n \). It is obvious that they satisfy \( w_p^n(X) \equiv w_{p^{-1}}(X^p) \mod p^n \). And, given this, the functional equation lemma says that the polynomials \( \Sigma_0, \Sigma_1, \ldots \) determined by \( w_p^n(\Sigma_0, \ldots, \Sigma_n) = w_p^n(X) + w_p^n(Y) \) have coefficients in \( Z \).

(g) Let \( L(s) \) be a Dirichlet series with Euler factor \( 1 + e_1p^{-s} + e_2p^{1-2s} + \cdots \) as in (b). Let \( h(X) \) be any power series with coefficients in \( Z \) and let \( f_L(h(X)) = g(X) = \sum_{n=1}^{\infty} n^{-1}d(n)X^n \). Then
\[
\sum d(n)n^{-s} = (1 + e_1p^{-s} + e_2p^{1-2s} + \cdots)^{-1} \sum c(n)n^{-s}
\]
with \( c(n) \equiv 0 \mod p^r \) if \( p^r \mid n \). That is, the same Euler factor splits off. And this is how we shall prove the Atkin–Swinnerton–Dyer conjectures in Section 33.2.

(h) Let \( R \) be a ring in which all prime numbers \( \neq p \) are invertible and suppose that \( R \) is torsion free. Let \( F(X, Y) \) be a formal group law over \( R \) and let \( f(X) \in R \otimes Q[[X]] \) be the logarithm of \( F(X, Y) \). Write \( f(X) = \sum a_n X^n \) and let \( j(X) = \sum a_{p^n} X^{p^n} \). Then via the functional equation lemma one finds that \( \hat{F}(X, Y) = j^{-1}(j(X) + j(Y)) \) has its coefficients in \( R \). (Note that the relation
between $f(X)$ and $\hat{f}(X)$ is the same as between the ordinary logarithm,
$-\log(1 - X) = X + 2^{-1}X^2 + 3^{-1}X^3 + \cdots$ and Hasse's $p$-logarithm $H(X) = X + p^{-1}X^p + p^{-2}X^{p^2} + \cdots$.) Now this so-called $p$-typification operation can
be applied in topology to split off from complex cobordism cohomology $MU_*(p)$
(localized at $(p)$) a factor $BP^\ast$ (Brown–Peterson cohomology) which so to
speak involves only the prime number $p$.

The formal group laws of $MU^\ast$ and $BP^\ast$ have the following logarithms

$$\log_{MU}(X) = \sum_{n=0}^{\infty} \frac{[CP^n]}{n+1} X^{n+1}, \quad \log_{BP}(X) = \sum_{n=0}^{\infty} \frac{[CP^{p^n-1}]}{p^n} X^{p^n}$$

where $[CP^n]$ is the class of complex projective space of complex dimension $m$.
Now $F_{MU}(X, Y)$ turns out to be a universal one dimensional formal group law,
and it follows that $F_{BP}(X, Y)$ is universal for formal group laws whose loga-
rithms involve only the $X^{p^n}$ and no other powers of $X$.

Now let $f_\nu(X)$ over $Q[V_1, V_2, \ldots]$ be the power series

$$(*) \quad f_\nu(X) = \sum_{n=0}^{\infty} a_n(V)X^{p^n}$$

$a_0(V) = 1, \quad pa_\nu(V) = a_{n-1}(V)V_{1}^{p^{n-1}} + \cdots + a_1(V)V_{n-1}^{p} + a_0(V)V_n$

and let $F_\nu(X, Y) = f_\nu^{-1}(f_\nu(X) + f_\nu(Y))$. Then, again, the functional equation
lemma gives us that $F_\nu(X, Y)$ has its coefficients in $Z[V]$. And one finds
another formal group law which is universal for formal group laws whose loga-
rithms involve only the powers $X^{p^n}$ of $X$. It follows that $BP(pt)$ and $Z(p)[V]$ are identi-
fiable in such a way that $a_n(V)$ corresponds to $p^{-n}[CP^{p^n-1}] = m_n \in
BP(pt)$. Then because we have formulas for the $V_n$ in terms of the $a_n(V)$, we find
polynomial generators $v_1, v_2, \ldots$ of $BP(pt)$ related to $m_n$ by

$$pm_n = m_{n-1} v_1^{p^{n-1}} + \cdots + m_1 v_{n-1}^p + v_n$$

These generators $v_1, v_2, \ldots$ have proved to be useful for calculations on a
number of occasions (e.g., to prove that certain elements in the stable homotopy
groups of the spheres are nonzero).

(i) A further contribution of the functional equation lemma to our under-
standing of formal group laws is that it practically dictates how the logarithm
of a universal formal group law should look. It must be (in a certain sense) of
the form

$$f_\nu(X) = \sum a_n(u)X^n$$

$a_n(u) = \sum_{(i_1, \ldots, i_s)} d(i_1, \ldots, i_s)U_{i_1} U_{i_2}^{i_1} \cdots U_{i_s}^{i_1 \cdots i_{s-1}}$

where the sum is over all sequences $(i_1, \ldots, i_s)$, $i_j \in N$, such that $i_1 \cdots i_s = n$ and
where the $d(i_1, \ldots, i_s)$ are certain coefficients which can be specified recursively.

In this connection let me remark that to the human eye at least all the
regularity in a universal formal group law sits in its logarithm not in the formal group law itself—maybe understandably, as the differential $f'(X) \, dX$ of the logarithm $f(X)$ can easily be interpreted as the unique (up to a scalar factor) invariant differential on the formal group law $F(X, Y)$.

To illustrate this remark I have written at the end of this introduction the first few terms of the "3-typical" universal formal group law $F_\nu(X, Y)$, whose logarithm (cf. (4) above) is certainly eminently regular and also the first few terms of the universal formal group law $F_u(X, Y)$. (The calculations were done by computer to degree 23 for $F_\nu(X, Y)$ and degree 11 for $F_u(X, Y)$.)

In this introduction I have not tried to give a short description of the contents of the book. For that, the curious reader is invited to glance at the table of contents which is reasonably detailed. Instead, I have tried to give the flavor of some of the more important constructions and results, and I have tried to give some small indication of how diverse and sometimes surprising the applications of the theory of formal groups are.

Nobody who falls down stairs like that can be all bad. (R. A. Lafferty, Fourth Mansions)

The first few terms of the one dimensional universal formal group law $F_u(X, Y)$

$$F_u(X, Y) = X + Y + XY(-U_2) + (XY^2 + X^2Y)(-U_3 + U_2^2)$$
$$+ (XY^3 + X^3Y)(-2U_4 + 2U_2U_3 + 2U_3^2)$$
$$+ X^2Y^2(-3U_4 + 4U_2U_3 - 4U_3^2)$$
$$+ (XY^4 + X^4Y)(-U_5 + 4U_2U_4 - 3U_2^2U_3 + 3U_2^3 + U_3^2)$$
$$+ (X^2Y^3 + X^3Y^2)$$
$$\times (-2U_5 + 11U_2U_4 - 11U_2^2U_3 + 10U_2^3 + 3U_3^2)$$
$$+ (XY^5 + X^5Y)$$
$$\times (-6U_6 + 2U_5U_2 - 6U_2U_3^2$$
$$+ 4U_3U_4 - 6U_2^2U_4 + 2U_3^3U_3 - 4U_3^2)$$
$$+ (X^2Y^4 + X^4Y^2)$$
$$\times (-15U_6 + 7U_5U_2 - 22U_2U_3^2$$
$$+ 15U_3U_4 - 28U_2^3U_4 + 21U_2^3U_3 - 21U_3^2)$$
$$+ X^3Y^3$$
$$\times (-20U_6 + 10U_5U_2 - 33U_2U_3^2 + 22U_3U_4$$
$$- 43U_2^3U_4 + 37U_2^3U_3 - 34U_3^2)$$
$$+ \cdots$$
By the time one reaches degree 11 the coefficient of $X^5 X^6$ involves 42 different monomials in the $U$'s with coefficients like 78447.

The first few terms of the one dimensional universal $p$-typical formal group law $F_\nu(X, Y)$ (for the prime $p = 3$),

\[
F_\nu(X, Y) = X + Y + (XY^2 + Y^2 X)(-V_1)
+ (XY^4 + X^4 Y)(V_1^2) + (X^2 Y^3 + X^3 Y^2)(3V_1^2)
+ (XY^6 + X^6 Y)(-V_1^3) + (X^3 Y^5 + X^5 Y^2)(-6V_1^3)
+ (X^3 Y^4 + X^4 Y^3)(-13V_1^3)
+ (XY^8 + X^8 Y)(-3V_2) + (X^2 Y^7 + X^7 Y^2)(-12V_2 + 6V_4)
+ (X^3 Y^6 + X^6 Y^3)(-28V_2 + 27V_4)
+ (X^4 Y^5 + X^5 Y^4)(-42V_2 + 52V_4)
+ (XY^{10} + X^{10} Y)(6V_1 V_2 + V_1^5) + (X^2 Y^9 + X^9 Y^2)(45V_1 V_2)
+ (X^3 Y^8 + X^8 Y^3)(163V_1 V_2 - 27V_1^5)
+ (X^4 Y^7 + X^7 Y^4)(362V_1 V_2 - 106V_1^5)
+ (X^5 Y^6 + X^6 Y^5)(532V_1 V_2 - 192V_1^5)
+ \cdots
+ (X^{10} Y^{13} + X^{13} Y^{10})
\times (-105024048V_1^3 V_2^2 + 95416130V_1^7 V_2 + 21339672V_1^{11})
+ \cdots
FORMAL GROUPS AND APPLICATIONS
1 Definition and Elementary Properties of Formal Groups
Survey of the Results of Chapter I

Let $A$ be a ring. A ring will always mean a commutative associative ring $A$ with identity element $1 \in A$. All algebras over $A$ will be unitary and commutative.

1.1 Definition and examples

A one dimensional formal group law over a ring $A$ is a formal power series in two variables $F(X, Y) \in A[[X, Y]]$ of the form

$$F(X, Y) = X + Y + \sum_{i,j \geq 1} c_{ij} X^i Y^j$$

such that the following associativity condition holds

$$F(X, F(Y, Z)) = F(F(X, Y), Z)$$

If one has in addition

$$F(X, Y) = F(Y, X)$$

the formal group is said to be commutative.

(Note that condition (1.1.2) makes sense because $F(X, Y)$ has no constant term.)

$\blacksquare$ (1.1.4) Lemma Let $F(X, Y)$ be a formal group law over a ring $A$. Then there exists a power series $t(X) = -X + b_2 X^2 + \cdots$ with coefficients in $A$ such that $F(X, t(X)) = 0$.

Proof Exercise, or see Appendix (A.4.7).
(1.1.5) **Examples** Some examples of one dimensional formal group laws are

\[(1.1.6) \quad \hat{G}_a(X, Y) = X + Y \quad \text{(the additive formal group law)}\]

\[(1.1.7) \quad \hat{G}_m(X, Y) = X + Y + XY \quad \text{(the multiplicative formal group law)}\]

Both these formal group laws are commutative. To obtain a noncommutative example, let \( A \) be a ring that contains an element \( \varepsilon \neq 0 \) such that \( \varepsilon^2 = 0 \) and \( p\varepsilon = 0 \) for some prime number \( p \). For example, \( A = k[\varepsilon]/(\varepsilon^2) \) where \( k \) is a field of characteristic \( p \). Let

\[(1.1.8) \quad F(X, Y) = X + Y + \varepsilon XY^p\]

One checks relatively easily that then \( F(F(X, Y), Z) = F(X, F(Y, Z)) \), so that (1.1.8) does define a formal group law.

None of these examples can be considered typical. On one hand, we have the exercise: suppose \( A \) is a ring with no nilpotents and \( F(X, Y) \) is a polynomial over \( A \) of the form \( F(X, Y) = X + Y + \sum_{i,j \geq 1} c_{ij} X^i Y^j \) such that \( F(F(X, Y), Z) = F(X, F(Y, Z)) \), then \( F(X, Y) \) is of the form \( X + Y + cXY \); and on the other hand, we have the theorem that if \( A \) does not contain elements \( a \neq 0 \) that are nilpotent and such that \( na = 0 \) for some \( n \in \mathbb{N} \), then every one dimensional formal group law over \( A \) is commutative. This will be proved in Section 6.

(To do the exercise mentioned above suppose that the degree in \( X \) in \( F(X, Y) \) is \( \geq 2 \); now consider the degree in \( X \) of \( F(X, F(Y, Z)) \) and \( F(F(X, Y), Z) \) to obtain a contradiction; to prove that the degree in \( Y \) in \( F(X, Y) \) is \( \leq 1 \) consider the degree in \( Z \) of \( F(F(X, Y), Z) \) and \( F(X, F(Y, Z)) \)).

1.2 Curves

The power series \( F(X, Y) \) over \( A \) can be viewed as a recipe for manufacturing ordinary groups. Consider for instance power series in one variable without constant term \( \gamma(t) = b_1 t + b_2 t^2 + \cdots \) with coefficients in \( A \). Given two such power series \( \gamma_1(t), \gamma_2(t) \) the expression \( F(\gamma_1(t), \gamma_2(t)) \) makes sense, and we can define an addition on the set of all such power series by means of the formula

\[(1.2.1) \quad \gamma_1(t) +_F \gamma_2(t) = F(\gamma_1(t), \gamma_2(t))\]

This turns the set of all power series without constant term into a group, which we shall denote \( \mathcal{C}(F) \). This group is commutative if \( F(X, Y) \) is commutative. The zero element of \( \mathcal{C}(F) \) is the zero power series and for \( \gamma(t) \in \mathcal{C}(F) \) we have \( \gamma(t) +_F i(\gamma(t)) = 0 \), where \( i(X) \) is the power series of (1.1.4). This group, when enriched with further structure, will be most important for the classification of formal groups. To whet the appetite we remark at this point that \( \mathcal{C}(\hat{G}_m) \) turns out to be the underlying additive group of the ring of Witt vectors \( W(A) \) (Witt
1.3 Formal group laws and formal groups

Let $B$ be a (commutative) $A$-algebra and let $n(B)$ be the ideal of nilpotent elements of $B$. Then the addition $x +_F y = F(x, y)$ defines a (new) group structure on $n(B)$. Thus a formal group law $F(X, Y)$ defines a functor $F: \text{Alg}_A \to \text{Group}$, where $\text{Alg}_A$ denotes the category of (commutative) unitary algebras over $A$ and $\text{Group}$ denotes the category of groups. This functor $F$ is the formal group (or occasionally formal group scheme) associated to the formal group law $F(X, Y)$. This functorial point of view will not play a large role in this book, and the reader uninjured to or intolerant of categorical matters has nothing to worry about.

More generally, let $B$ be a complete topological algebra over $A$ where the topology on $B$ is defined by means of an ideal $I$ of $B$ such that $\bigcap_n I^n = \{0\}$ (so that the topology on $B$ is Hausdorff). Then $F(x, y)$ is a convergent series for all $x, y \in I$ and defines an element of $I$, which gives us a group structure on $I$. The construction of 1.2 is an instance of this.

1.4 Homomorphisms and isomorphisms

Let $F(X, Y), G(X, Y)$ be two formal group laws over $A$. A homomorphism (over $A$) $F(X, Y) \to G(X, Y)$ is a power series $\alpha(X) = b_1 X + b_2 X^2 + \cdots$ with coefficients in $A$ without constant term such that

$$\alpha(F(X, Y)) = G(\alpha(X), \alpha(Y))$$

This condition means precisely that $\alpha$ induces homomorphisms between the various ordinary groups that one can manufacture out of $F(X, Y), G(X, Y)$ as in 1.2 and 1.3. The homomorphism $\alpha(X): F(X, Y) \to G(X, Y)$ is an isomorphism if there exists a homomorphism $\beta(X): G(X, Y) \to F(X, Y)$ such that $\alpha(\beta(X)) = X = \beta(\alpha(X))$. Exercise: the homomorphism $\alpha(X): F(X, Y) \to G(X, Y)$ is an isomorphism if and only if $b_1 \in U(A)$, the group of units of $A$.

These notions of homomorphism and isomorphism fit with the functorial point of view of 1.3 in that two formal groups $F(X, Y), G(X, Y)$ are isomorphic if and only if their associated functors $F$ and $G$ are isomorphic (as functors $\text{Alg}_A \to \text{Group}$). This is easily seen by considering the element $X$ in the $A$-algebras $A[X]/(X^n)$ for $n = 1, 2, \ldots$. Similarly, every morphism between the group-valued functors $F$ and $G$ “comes from” a power series $\alpha(X) = b_1 X + b_2 X^2 + \cdots$.

An isomorphism $\alpha(X): F(X, Y) \to G(X, Y)$, $\alpha(X) = b_1 X + b_2 X^2 + \cdots$ is called a strict isomorphism if $b_1 = 1$. 
Example of an isomorphism. Let \( E(X) \) and \( \log(1 + X) \) be the power series

\[
E(X) = \sum_{n=1}^{\infty} \frac{X^n}{n!}, \quad \log(1 + X) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1} X^n}{n}
\]

and consider the formal group laws \( \hat{G}_m(X, Y) \) and \( \hat{G}_a(X, Y) \) of (1.1.5) over \( \mathbb{Q} \), the field of rational numbers. Then \( E(X) \) and \( \log(1 + X) \) define mutually inverse strict isomorphisms over \( \mathbb{Q} \):

\[
E(X): \hat{G}_a(X, Y) \rightarrow \hat{G}_m(X, Y), \quad \log(1 + X): \hat{G}_m(X, Y) \rightarrow \hat{G}_a(X, Y)
\]

On the other hand, let \( k \) be a field of characteristic \( p > 0 \). The power series \( \hat{G}_m(X, Y) \) and \( \hat{G}_a(X, Y) \) can also be seen as power series with coefficients in \( k \). These two formal group laws are definitely not isomorphic as formal group laws over \( k \).

To see this we first define the power series \( [n]_p(X) \), \( n \in \mathbb{Z} \), for every commutative one dimensional formal group law \( F(X, Y) \) over a ring \( A \).

These are defined as follows

\[
[1]_p(X) = X, \quad [n]_p(X) = F(X, [n-1]_p(X)) \quad \text{if} \quad n \geq 2, \quad [0]_p(X) = 0
\]

\[
[-1]_p(X) = i(X), \quad [-n]_p(X) = i([n]_p(X)) \quad \text{if} \quad n \geq 2
\]

For the formal groups \( \hat{G}_a(X, Y) \), \( \hat{G}_m(X, Y) \), one easily checks that if \( n \geq 0 \),

\[
[n]_{\hat{G}_a}(X) = nX, \quad [n]_{\hat{G}_m}(X) = (1 + X)^n - 1
\]

Now if \( \hat{G}_a(X, Y) \) and \( \hat{G}_m(X, Y) \) were isomorphic over a characteristic \( p > 0 \) field \( k \), then there would be a power series over \( k \) \( \alpha(X) = b_1 X + b_2 X^2 + \cdots \) with \( b_1 \neq 0 \) such that \( [p]_{\hat{G}_a}(\alpha(X)) = \alpha([p]_{\hat{G}_m}(X)) = \alpha(X^p) \), which is a contradiction.

1.5 Change of rings and universal formal group laws

Let \( F(X, Y) \) be a formal group law over a ring \( A \) and let \( \phi: A \rightarrow B \) be a homomorphism of rings. Suppose \( F(X, Y) = X + Y + \sum c_{ij} X^i Y^j \), then by applying \( \phi \) to the coefficients of \( F(X, Y) \) we obtain a formal group law

\[
\phi_* F(X, Y) = X + Y + \sum \phi(c_{ij}) X^i Y^j
\]

over the ring \( B \).

1.5.2 Definition (universal formal group laws) A (one dimensional commutative) formal group law \( F(X, Y) \) over a ring \( L \) (the \( L \) stands for Lazard) is a universal (one dimensional commutative) formal group law iff for every formal group law \( G(X, Y) \) over a ring \( A \) there is a unique ring homomorphism \( \phi: L \rightarrow A \) such that \( \phi_* F(X, Y) = G(X, Y) \).
The ring $L$ is (up to isomorphism) uniquely determined by this definition. Indeed, if $F(X, Y)$ over $L$ and $F'(X, Y)$ over $L$ are two universal one dimensional commutative formal group laws, then by the requirements of the definition there are unique homomorphisms $\phi: L \to L$, $\psi: L \to L$ such that $\phi \ast F(X, Y) = F'(X, Y)$, $\psi \ast F'(X, Y) = F(X, Y)$; and by uniqueness we must have $\phi \psi = id_L$, $\psi \phi = id_L$, so that $L$ and $L$ are isomorphic.

(1.5.3) **Existence of universal formal group laws** It is a trivial matter to show that there exists a universal one dimensional commutative formal group law over some ring $L$. Indeed, let $\tilde{L} = \mathbb{Z}[\ldots, C_{ij}, \ldots; i, j = 1, 2, \ldots]$ where the $C_{ij}$ are indeterminates and consider the formal power series

$$F_c(X, Y) = X + Y + \sum_{i,j \geq 1} C_{ij}X^iY^j$$

We write

$$F_c(F_c(X, Y), Z) - F_c(X, F_c(Y, Z)) = \sum_{i,j,k} P_{ijk}(C)X^iY^jZ^k$$

where the $P_{ijk}(C)$, $i, j, k = 0, 1, 2, \ldots$, are certain polynomials in the $C_{lm}$. Let $\mathcal{A}$ in $\tilde{L}$ be the ideal generated by the elements

$$C_{ij} - C_{ji}, \quad i, j = 1, 2, \ldots; \quad P_{ijk}(C), \quad i, j, k = 0, 1, 2, \ldots$$

and let $L = \tilde{L}/\mathcal{A}$ and let $F(X, Y) = \chi \ast F_c(X, Y)$ where $\chi: \tilde{L} \to L$ is the natural projection. Then $F(X, Y)$ over $L$ is clearly a universal one dimensional commutative formal group law.

It is a totally different matter to determine the structure of the ring $L$. It is one of the main goals of this chapter to show that $L$ is (isomorphic to) $\mathbb{Z}[U_2, U_3, U_4, \ldots]$, where the $U_i$, $i = 2, 3, 4, \ldots$, are indeterminates, and to exhibit a (more or less) explicit universal one dimensional commutative formal group over $\mathbb{Z}[U]$.

1.6 **Survey of some of the results of Chapter I**

To prove that $L = \mathbb{Z}[U]$ and to construct an explicit universal formal group over $\mathbb{Z}[U]$ we first discuss a general (and powerful) method for constructing formal group laws over characteristic zero rings. Here a characteristic zero ring is defined to be a ring $A$ such that the natural map $A \to A \otimes \mathbb{Q}$ is injective; i.e., $A$ has no (additive) torsion. This method of constructing one dimensional formal group laws is as follows. Let $A$ be a characteristic zero ring and let $f(X) = X + a_2 X^2 + \cdots$ be a power series with coefficients in $A \otimes \mathbb{Q}$. Let $f^{-1}(X)$ be the inverse function power series of $f(X)$; i.e., $f^{-1}(X)$ is a power series over $A \otimes \mathbb{Q}$ such that $f^{-1}(f(X)) = X = f(f^{-1}(X))$. (To prove existence of $f^{-1}(X)$ is an easy exercise; cf. also Appendix (A.4.6).) Now define

$$F(X, Y) = f^{-1}(f(X) + f(Y))$$
Then one trivially has $F(X, Y) = F(Y, X)$ and $F(F(X, Y), Z) = F(X, F(Y, Z))$, so the power series (1.6.1) is in any case a one dimensional commutative formal group law over $A \otimes \mathbb{Q}$ (albeit not a very interesting one since it is isomorphic (via $f(X)$) over $A \otimes \mathbb{Q}$ to the additive formal group law $\hat{G}_a(X, Y)$ over $A \otimes \mathbb{Q}$). However, if $f(X)$ satisfies a certain type of functional equation (one for every prime number $p$ that is not invertible in $A$) or, equivalently, if $f(X)$ is obtainable by means of a certain type of recursive procedure, then $F(X, Y)$ actually has its coefficients in $A \subset A \otimes \mathbb{Q}$ and then (1.6.1) defines a one dimensional commutative formal group law over $A$ (which, as a rule, is definitely not isomorphic to $\hat{G}_a(X, Y)$ over $A$). This functional equation–integrality lemma is the subject of Section 2 below. This lemma is very much related to integrality statements of the following sort: let $H(X) = X + p^{-1}X^p + p^{-2}X^{p^2} + \cdots$ and $\exp(X) = \sum (n!)^{-1}X^n$ be the usual exponential series, then $\exp(H(X))$ has no denominators divisible by $p$. That is, the integrality statements of Section 2 are of the Witt vector type and there are Artin–Hasse exponentials floating around.

We use this method of constructing formal group laws to construct a number of interesting formal group laws in Sections 3 and 5. One of these (the one constructed in Section 5) turns out to be a universal one dimensional commutative formal group law. It is defined over $\mathbb{Z}[U] = \mathbb{Z}[U_2, U_3, \ldots]$. To prove this one needs a bit of binomial coefficient arithmetic (Section 4).

At this point a number of theorems appear as fairly easy corollaries of the work that has been done so far. They are the following:

\begin{itemize}
\item \textbf{(1.6.2) Theorem} Every one dimensional commutative formal group law over a $\mathbb{Q}$-algebra $A$ is strictly isomorphic over $A$ to the additive one dimensional formal group law over $A$.
\end{itemize}

Two elements in a power series ring $A[X_1, \ldots, X_n]$ are said to be congruent mod(degree $m$) if they are congruent modulo the closed ideal of $A[X_1, \ldots, X_n]$ generated by the monomials $X_1^{i_1}X_2^{i_2}\cdots X_n^{i_n}$ with $i_1 + i_2 + \cdots + i_n \geq m$.

A polynomial of total degree $\leq m$, $F_m(X, Y) = X + Y + \sum_{i,j \geq 1} c_{ij}X^iY^j$ is called a commutative one dimensional formal group law chunk of order $m$ if $F_m(X, F_m(Y, Z))$ and $F_m(F_m(X, Y), Z)$ are congruent mod(degree $m + 1$) and $F_m(X, Y) = F_m(Y, X)$. With this terminology one has:

\begin{itemize}
\item \textbf{(1.6.3) Theorem} Every one dimensional commutative formal group law chunk of order $m, m \geq 1$, comes from a one dimensional commutative formal group. That is, if $F_m(X, Y)$ is a one dimensional commutative formal group law chunk over a ring $A$, then there is a one dimensional commutative formal group $F(X, Y)$ over $A$ such that $F_m(X, Y) \equiv F(X, Y) \pmod{\text{degree } m + 1}$.
\end{itemize}

For each $n \in \mathbb{N}$, we define $v(n)$ as

\begin{equation}
(1.6.4) \quad v(n) = \begin{cases} 
1 & \text{if } n \text{ is not a power of a prime number or } n = 1 \\
p & \text{if } n = p^r, \quad r \in \mathbb{N}, \quad \text{where } p \text{ is a prime number}
\end{cases}
\end{equation}
and we define a polynomial $C_n(X, Y)$ as

\[(1.6.5) \quad C_n(X, Y) = v(n)^{-1}\{- (X + Y)^n + X^n + Y^n\}\]

Note that $C_n(X, Y)$ is a polynomial with coefficients in $\mathbb{Z}$. The third useful corollary is now:

- **(1.6.6) Lemma** If $F(X, Y)$, $G(X, Y)$ are two commutative one dimensional formal group laws over a ring $A$ and $F(X, Y) \equiv G(X, Y) \mod(\text{degree } m)$, $m \geq 2$, then there is an element $b \in A$ such that $F(X, Y) \equiv G(X, Y) + bC_m(X, Y) \mod(\text{degree } m + 1)$.

All these results have their higher dimensional analogues. In Section 6 we deal with a phenomenon that is special for dimension 1, viz.:

- **(1.6.7) Theorem** Every one dimensional formal group law over a ring $A$ is commutative if and only if $A$ contains no elements $a \neq 0$ that are both torsion and nilpotent. (That is, there must be no elements $a \in A, a \neq 0$, for which there are $n, m \in \mathbb{N}$ such that $na = a^m = 0$.)

The chapter closes with two more methods of constructing formal group laws. One (due to Honda) uses (essentially) the same functional equation lemma as used to construct the formal group laws of Sections 3 and 5. The second one (due to Lubin and Tate) is essentially a special case, but merits separate treatment because of elegance and various applications.

The simplest example of such a Lubin–Tate formal group law is obtained as follows. Let $A$ be a nontrivial discrete valuation ring with residue field $k$ of $q$ elements. Choose a uniformizing element $\pi$. Let $K$ be the quotient field of $A$ and let $f(X) \in K[[X]]$ be the power series

\[f(X) = X + \pi^{-1}X^q + \pi^{-2}X^{q^2} + \cdots\]

and define

\[(1.6.8) \quad F(X, Y) = f^{-1}(f(X) + f(Y)), \quad [a]_p(X) = f^{-1}(af(X)) \quad \text{for } a \in A\]

where $f^{-1}(X)$ is the inverse power series; i.e., $f^{-1}(f(X)) = f(f^{-1}(X)) = X$; cf. Appendix (A.4.5).

- **(1.6.9) Theorem** $F(X, Y)$ is a formal group law over $A$, and $[a]_p(X)$ is an endomorphism over $A$ of $F(X, Y)$ for all $a \in A$.

The essential fact, which sees to it that the power series $F(X, Y)$ and $[a]_p(X)$ have their coefficients in $A$, is that $f(X)$ satisfies

\[(1.6.10) \quad f(X) - \pi^{-1}f(X^q) \in A[X]\]

(and we need $f(X) \equiv X \mod(\text{degree 2})$ or at least $f(X) \equiv uX \mod(\text{degree 2})$ where $u$ is a unit of $A$). This is another instance of the functional equation lemma already mentioned.
2 The Functional Equation—Integrality Lemma

In this section we discuss our main tool for proving integrality statements.

2.1 Ingredients and constructions

The basic ingredients for the constructions in this section are

(2.1.1) \( A \subset K, \quad \sigma : K \to K, \quad \mathcal{A} \subset A, \quad p, \ q, \ s_1, \ s_2, \ldots \)

where \( A \) is a subring of a ring \( K \), \( \sigma : K \to K \) is a ring homomorphism, \( \mathcal{A} \) is an ideal of \( A \), \( p \) is a prime number, \( q \) a power of \( p \), and \( s_1, s_2, \ldots \) are elements of \( K \).

These ingredients are supposed to satisfy the following conditions:

(2.1.2) \( \sigma(A) \subset A; \quad \sigma(a) \equiv a^q \mod \mathcal{A} \quad \text{for all} \ a \in A \)

(2.1.3) \( p \in \mathcal{A}; \quad s_i \mathcal{A} = \{ s_i b \mid b \in \mathcal{A} \} \subset A, \quad i = 1, 2, \ldots \)

We note that \( \sigma(a) \equiv a^q \mod \mathcal{A} \) for all \( a \in A \) implies that \( \sigma(A) \subset A \) and also that \( \sigma(\mathcal{A}) \subset \mathcal{A} \).

In addition we require the property

(2.1.4) \( \mathcal{A}^r b \subset \mathcal{A} \quad \Rightarrow \quad \mathcal{A}^r \sigma(b) \subset \mathcal{A} \)

for all \( r \in \mathbb{N}, b \in K \). This property is, e.g., automatically satisfied if \( \mathcal{A} \) is principal, \( \mathcal{A} = (c) \), with \( c \in A \) such that \( \sigma(c) = uc \) for some unit \( u \in A \). This is the case in all the examples below; cf. also Remark (2.4.15).

Examples of this type of situation are, e.g.,

(2.1.5) \( A = \mathbb{Z}, \ K = \mathbb{Q}, \ \sigma = \text{id}, \ p = q, \ s_i \in p^{-1} \mathbb{Z} \subset \mathbb{Q}, \ \mathcal{A} = p \mathbb{Z} \)

(2.1.6) \( A = \mathbb{Z}_p[V_1, V_2, \ldots; W_1, W_2, \ldots], \ K = A \otimes \mathbb{Q} \)

\( \sigma(b(V_1, V_2, \ldots; W_1, W_2, \ldots)) = b(V_1^q, V_2^q, \ldots; W_1^q, W_2^q, \ldots) \)

\( \mathcal{A} = pA, \ p = q, \ s_i \in p^{-1} A \)

(2.1.7) \( K \) a local field with finite residue field \( k \), \( A \) the ring of integers of \( K \), \( p = \text{char}(k) \), \( q = p \), \( \mathcal{A} = \mathfrak{m} \), the maximal ideal of \( A \), \( \sigma : K \to K \) the unique (Frobenius) endomorphism such that \( \sigma(a) \equiv a^p \mod \mathfrak{m} \) for all \( a \in A \), and \( s_i \in \pi^{-1} A \) where \( \pi \) is a uniformizing element of \( A \).

Now let \( g(X) = \sum_{i=1}^{\infty} b_i X^i \) be a power series in one variable with coefficients in \( A \), then, given the ingredients (2.1.1), we construct a new power series \( f_g(X) \) by means of the recursion formula (or functional equation)

(2.1.8) \( f_g(X) = g(X) + \sum_{i=1}^{\infty} s_i \sigma^i f_g(X^q) \)

where \( \sigma^i f_g(X) \) is the power series obtained from \( f_g(X) \) by applying the endomorphism \( \sigma^i \) to the coefficients of \( f_g(X) \).
The power series \( f_g(X) \) depends of course not only on \( g(X) \) but also on \( \sigma, q, \) and especially \( s_1, s_2, \ldots \).

Equation (2.1.8) is in fact a recursion formula for the coefficients of \( f_g(X) \).

Indeed, let

\[
g(X) = \sum_{i=1}^{\infty} b_i X^i, \quad f_g(X) = \sum_{i=1}^{\infty} d_i X^i
\]

then the \( d_n, n = 1, 2, \ldots \), are recursively determined as follows. Write \( n = q^m \) where \( m \) is such that \( q \) does not divide \( m \). Then we have

\[
d_n = b_n + s_1 \sigma(d_{n/q}) + \cdots + s_r \sigma^r(d_{n/q^r})
\]

(If \( q \) does not divide \( n \), we have of course \( d_n = b_n \)).

Two examples of power series that are of the form \( f_g(X) \) are

\[
H(X) = X + p^{-1} X^p + p^{-2} X^{p^2} + \cdots
\]

\[
l(X) = \log(1 + X) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1} X^n}{n}
\]

To obtain \( H(X) \) one takes \( A = \mathbb{Z}_{(p)}, K = \mathbb{Q}, \sigma = \text{id}, q = p, A = p\mathbb{Z}_{(p)}, s_1 = p^{-1}, s_2 = s_3 = \cdots = 0 \), and \( g(X) = X \). To obtain \( l(X) \) we also take \( A = \mathbb{Z}_{(p)}, K = \mathbb{Q}, \sigma = \text{id}, q = p, A = p\mathbb{Z}_{(p)}, s_1 = p^{-1} \) and \( s_2 = s_3 = \cdots = 0 \); but if \( p = 2 \), then we take

\[
g(X) = \sum_{(2,n)=1}^{\infty} n^{-1} (X^n - X^{2n})
\]

and if \( p > 2 \) we must take

\[
g(X) = \sum_{(n,p)=1}^{\infty} (-1)^{n+1} n^{-1} X^n.
\]

We can now state the functional equation–integrality lemma

2.2 Functional equation lemma

Let \( A, K, \sigma, A, p, q, s_1, s_2, \ldots \) be as in 2.1, let \( g(X) = \sum_{i=1}^{\infty} b_i X^i, g(X) = \sum_{i=1}^{\infty} b_i X^i \) be two power series in one variable over \( A \), and suppose that \( b_1 \) is invertible in \( A \). Then we have:

(i) the power series \( F_g(X, Y) = f_g^{-1}(f_g(X) + f_g(Y)) \) has its coefficients in \( A \);

(ii) the power series \( f_g^{-1}(f_g(X)) \) has its coefficients in \( A \);

(iii) if \( h(X) = \sum_{n=1}^{\infty} c_n X^n \) is a power series with coefficients in \( A \), then there is a power series \( \hat{h}(X) = \sum_{n=1}^{\infty} \hat{c}_n X^n \) with \( \hat{c}_n \in A, n = 1, 2, \ldots \), such that \( f_g(\hat{h}(X)) = f_g(h(X)) \);

(iv) if \( \alpha(X) \in A[X], \beta(X) \in K[X] \) are two power series with coefficients in \( A \) and \( K \) respectively and \( r \in \mathbb{N} = \{1, 2, \ldots\} \), then we have

\[
\alpha(X) \equiv \beta(X) \mod A^r A[X] \iff f_g(\alpha(X)) \equiv f_g(\beta(X)) \mod A^r A[X]
\]
If \( f(g)(X) \) and \( f(\bar{g})(X) \) are power series obtained by the recursion equation (2.1.8) with everything the same except possibly \( g(X) \neq \bar{g}(X) \), then we shall say that \( f(g)(X) \) and \( f(\bar{g})(X) \) satisfy the same type of functional equation. Thus, so the speak, the type of a functional equation is given by the data \( s_1, s_2, \ldots, q, \sigma \) (and \( A, K, \alpha \)).

Parts (ii) and (iii) now say, e.g., that if \( f(X) \), \( \bar{f}(X) \) satisfy functional equations and \( f(X) \equiv \bar{f}(X) \equiv X \) mod(degree 2), then the formal group laws \( F(X, Y) = f^{-1}(f(X) + f(Y)) \), \( \bar{F}(X, Y) = \bar{f}^{-1}(\bar{f}(X) + \bar{f}(Y)) \) are strictly isomorphic if and only if \( f(X) \) and \( \bar{f}(X) \) satisfy functional equations of the same type.

### 2.3 Some applications

Before proving the lemma let us give a number of applications. First take \( A = Z_{(p)}, \ Q = K, \ \sigma = id, \ \alpha = pZ_{(p)}, \ q = p, \ s_1 = p^{-1}, \ s_2 = s_3 = \cdots = 0, \ g(X) = X, \) and \( \bar{g}(X) = \sum_{(n, p) = 1} n^{-1}(X^n + X^{2n}) \) if \( p = 2 \) and \( \bar{g}(X) = \sum_{(n, p) = 1} (-1)^{n+1} n^{-1}X^n \) if \( p > 2 \). Then we have \( H(X) = f_{g}(X) \) and \( l(X) = f_{\bar{g}}(X) \). Now if \( \exp(X) \) is the usual exponential series, \( \exp(X) = \sum_{n=0}^{\infty} (n!)^{-1}X^n \), then \( \exp(X) = 1 = l^{-1}(X) \) so that part (ii) of the functional equation lemma implies

**Lemma** [162] The power series \( \exp(H(X)) \) has \( p \)-integral coefficients.

With the same basic ingredients we consider some more general Artin–Hasse–Whaples–Witt exponential series. Let

\[
d(X) = d_0 X + d_1 X^p + d_2 X^{p^2} + \cdots
\]

with \( d_i \in \mathbb{Q} \) and write

\[
\exp(d(X)) = \sum_{n=0}^{\infty} c_n X^n
\]

Then we have

**Proposition** [113, Proposition 1] All the coefficients \( c_n, \ n = 0, 1, 2, \ldots, \) in (2.3.2) are \( p \)-integral (i.e., in \( Z_{(p)} \)) if and only if there are \( b_i \in Z_{(p)} \) such that \( d_i = p^{-1}d_{i-1} + b_i \) for all \( i = 0, 1, 2, \ldots \) (where \( d_{-1} \) is taken to be equal to 0).

This is proved as follows. If there are \( b_i \in Z_{(p)} \) such that \( d_i = p^{-1}d_{i-1} + b_i \) for all \( i \), then \( d(X) = f_{g}(X) \) with \( g(X) = \sum_{i=0}^{\infty} b_i X^{p^i} \). Let \( g(X) = \sum_{(n, 2) = 1} n^{-1}(X^n + X^{2n}) \) if \( p = 2 \) and \( g(X) = \sum_{(n, p) = 1} (-1)^{n+1} n^{-1}X^n \) if \( p > 2 \), then \( l(X) = f_{g}(X) \); part (ii) of the functional equation lemma now implies that all the \( c_n \) are \( p \)-integral. Conversely, if all the \( c_n \) are \( p \)-integral, then by part (iii) of the functional equation lemma there exists an \( \hat{h}(X) \) with coefficients in \( Z_{(p)} \) such that \( d(X) = f_{\hat{h}}(X) \). It follows immediately from this that \( \hat{h}(X) \) must be of the form \( \hat{h}(X) = \sum_{i=0}^{\infty} b_i X^{p^i} \), which then implies that \( d_i = p^{-1}d_{i-1} + b_i \) for all \( i \).
(2.3.4) **Dwork's integrality lemma** In a similar vein one proves Dwork's integrality lemma 1 of [137]. It says the following. Let \( T \) be the completion of the maximal unramified extension field of \( \mathbb{Q}_p \) and let \( \sigma \in \text{Gal}(T/\mathbb{Q}_p) \) be the (continuous extension of the) Frobenius automorphism of \( T \) over \( \mathbb{Q}_p \). Let \( A \) be the ring of integers of \( T \). Then \( h(X) = 1 + a_1 X + a_2 X^2 + \cdots \in T[X] \) is in \( A[X] \) iff \( \sigma^*(h(X^p))/h(X)^p \in 1 + pXA[X] \). This is proved as follows. We have seen above that \( \log(1 + X) - p^{-1} \log(1 + X^p) \in X + X^2A[X] \). By parts (ii) and (iii) of the functional equation lemma it follows that \( h(X) \) is integral iff \( \log(h(X)) - p^{-1} \sigma^*(\log(h(X^p))) \in A[X] \). Multiplying with \(-p\) and taking exponentials, we see that this is equivalent to \( \sigma^*(h(X^p))/h(X)^p \in 1 + pXA[X] \).

(2.3.5) **Construction of some formal group laws** For the third application we take \( A = \mathbb{Z}[V_1, V_2, \ldots; T_1, T_2, \ldots] = \mathbb{Z}[V; T], \ K = \mathbb{Q}[V; T], \ \sigma: K \to K \) is the \( \mathbb{Q} \)-homomorphism defined by \( T_i \mapsto T_i^q, \ V_j \mapsto V_j^q \) for all \( i, j \in \mathbb{N} \), \( q = p, \ A = pA, \ s_i = p^{-1}V_i, \ i \in \mathbb{N} \). Let
\[
g(X) = X, \quad \bar{g}(X) = X + \sum_{i=1}^{\infty} T_i X^{p^i}
\]
so that, writing \( f_\nu(X) \) and \( f_{\nu, T}(X) \) for the corresponding power series \( f_\bar{g}(X) \) and \( f_\bar{g}(X) \), we have
\[
f_\nu(X) = X + \sum_{i=1}^{\infty} \frac{V_i}{p} f^{(p)}(X^{p^i})
\]
\[
f_{\nu, T}(X) = X + \sum_{i=1}^{\infty} T_i X^{p^i} + \sum_{i=1}^{\infty} \frac{V_i}{p} f^{(p)}(X^{p^i})
\]
where we have used the notation \( f^{(p)}(X) \) for \( (\sigma^*)_* f(X) \), as we shall usually do whenever \( \sigma \) is an endomorphism of the particular kind we are dealing with here. (Note that \( f_\nu(X) \) is in fact a power series over \( \mathbb{Q}[V] \); i.e., it involves no \( T \)'s.) The first few terms of
\[
f_\nu(X) = \sum_{n=0}^{\infty} a_n(V) X^{p^n}, \quad f_{\nu, T}(X) = \sum_{n=0}^{\infty} a_n(V, T) X^{p^n}
\]
are
\[
a_0(V) = 1, \quad a_1(V) = p^{-1}V_1, \quad a_2(V) = p^{-2}V_1 V_1^p + p^{-1}V_2
\]
\[
a_3(V) = p^{-3}V_1 V_1^p V_1^{p^2} + p^{-2}V_1 V_1^p V_1^{p^2} + p^{-2}V_2 V_1^{p^2} + p^{-1}V_3
\]
\[
a_0(V, T) = 1, \quad a_1(V, T) = p^{-1}V_1 + T_1,
\]
\[
a_2(V, T) = p^{-2}V_1 V_1^p + p^{-1}V_2 + p^{-1}V_1 T_1 + T_2
\]
We define
\begin{align}
F_\nu(X, Y) &= f_\nu^{-1}(f_\nu(X) + f_\nu(Y)) \\
F_{\nu, T}(X, Y) &= f_{\nu, T}^{-1}(f_{\nu, T}(X) + f_{\nu, T}(Y)) \\
\alpha_{\nu, T}(X) &= f_{\nu, T}^{-1}(f_\nu(X))
\end{align}

An application of parts (i) and (ii) of the functional equation lemma now shows that the power series \( F_\nu(X, Y), F_{\nu, T}(X, Y), \alpha_{\nu, T}(X, Y) \) have their coefficients in \( \mathbb{Z}[V], \mathbb{Z}[V; T] \), and \( \mathbb{Z}[V; T] \), respectively. Because \( f_\nu(X) \equiv f_{\nu, T}(X) \equiv X \mod(\text{degree } 2) \), we have \( F_\nu(X, Y) \equiv F_{\nu, T}(X, Y) \equiv X + Y \mod(\text{degree } 2) \) and \( \alpha_{\nu, T}(X) \equiv X \mod(\text{degree } 2) \). Moreover, it is trivially clear from (2.3.7) and (2.3.8) that
\begin{align}
F_\nu(X, Y) &= F_\nu(Y, X) \\
F_{\nu, T}(X, Y) &= F_{\nu, T}(Y, X) \\
F_\nu(F_\nu(X, Y), Z) &= F_\nu(X, F_\nu(Y, Z)) \\
F_{\nu, T}(F_{\nu, T}(X, Y), Z) &= F_{\nu, T}(X, F_{\nu, T}(Y, Z))
\end{align}

so that we have proved

\textbf{Theorem} \quad F_\nu(X, Y) \text{ and } F_{\nu, T}(X, Y) \text{ are one dimensional commutative formal group laws over } \mathbb{Z}[V] \text{ and } \mathbb{Z}[V; T], \text{ respectively. Moreover, } \alpha_{\nu, T}(X) \text{ is a strict isomorphism over } \mathbb{Z}[V, T] \text{ from } F_\nu(X, Y) \text{ to } F_{\nu, T}(X, Y).

\textbf{Remark} \quad These two formal group laws \( F_\nu(X, Y) \) and \( F_{\nu, T}(X, Y) \) and the isomorphism \( \alpha_{\nu, T}(X) \) between them will play an important role in the remainder of this book. In part this is caused by the fact that every one dimensional commutative formal group law over a \( \mathbb{Z}_\rho \)-algebra is up to strict isomorphism obtainable from \( F_\nu(X, Y) \) by ring change, i.e., by specifying the \( V_i \) suitably (cf. 1.8). This is proved in Section 16.4. The importance of \( \alpha_{\nu, T}(X) \) and \( F_{\nu, T}(X, Y) \) lies in the fact that the isomorphism \( \alpha_{\nu, T}(X) \) is in a certain sense "the most general strict isomorphism possible." (Cf. Theorem (19.2.6).) In Section 3 we shall study \( F_\nu(X, Y) \) and \( F_{\nu, T}(X, Y) \) in more detail. One of the things one can get out of \( F_\nu(X, Y) \) is a reasonable supply of nonisomorphic formal group laws over \( \mathbb{Z} \) and \( \mathbb{Z}/(p) \); cf. Section 3.2 and Remark (3.3.11).

### 2.4 Proof of the functional equation lemma

We shall do our calculations in the ring \( K[[X, Y]] \). If \( G, H \) are two elements in this ring, then \( G \equiv H \mod(\mathcal{A}, \text{ degree } m) \) means that if \( G - H = \sum b_{ij}X^iY^j \), then \( b_{ij} \in \mathcal{A} \) for all \( i, j \) such that \( i + j < m \). By definition \( \mathcal{A}^0 = A \). We shall need a number of lemmas.

\textbf{Lemma} \quad Write \( f_\rho(X) = \sum_{n=1}^{\infty} a_n X^n \) and let \( n = q^m \) where \( m \) is not divisible by \( q \). Then \( a_n \mathcal{A} \subseteq A \).
Proof This follows by induction (with respect to \( r \)) from (2.1.9) because \( s_i \mathcal{A} \subset A \) for all \( i = 1, 2, \ldots \).

\[ (2.4.2) \text{ Lemma} \quad \text{Let } G(X, Y) \in A[X, Y] \text{ and let } n = q^r m, l > 0; \text{ we have} \]

\[ (2.4.3) \quad G(X, Y)^{q^l} \equiv [\sigma^i G(X^{q^l}, Y^{q^l})]^n \mod \mathcal{A}^{r+1} \]

Proof Because \( \sigma(a) \equiv a^q \mod \mathcal{A} \) for all \( a \in A \) and because \( p \in \mathcal{A} \), we have that

\[ G(X, Y)^{q^l} \equiv \sigma^i G(X^{q^l}, Y^{q^l}) \mod \mathcal{A} \]

An easy induction with respect to \( r \) then shows that for all \( r = 0, 1, 2, \ldots, \)

\[ G(X, Y)^{q^l+r} \equiv (\sigma^i G(X^{q^l}, Y^{q^l}))^r \mod \mathcal{A}^{r+1} \]

and (2.4.3) follows immediately from this last congruence.

We now proceed to prove part (i) of the functional equation lemma. We write \( F(X, Y) \) and \( f(X) \) for \( F_g(X, Y) \) and \( f_g(X) \), respectively. Let

\[ (2.4.4) \quad F(X, Y) = F_1(X, Y) + F_2(X, Y) + \cdots \]

where \( F_i(X, Y) \) is homogeneous of degree \( i \) in \( X, Y \). Because \( f(X) \equiv b_1 X \mod \text{degree} \ 2) \), we have \( f^{-1}(X) \equiv b_1^{-1} X \mod \text{degree} \ 2) \) and hence \( F(X, Y) \equiv X + Y \mod \text{degree} \ 2) \), hence \( F_1(X, Y) \) has its coefficients in \( A \). We now proceed by induction to prove that \( F_i(X, Y) \) has its coefficients in \( A \) for all \( n = 1, 2, \ldots \). Assume therefore that \( F_1(X, Y), \ldots, F_{n-1}(X, Y) \) have their coefficients in \( A \). Because \( F(X, Y) \equiv 0 \mod \text{degree} \ 1) \), we have for all \( r \geq 2, \)

\[ (2.4.5)(F_1(X, Y) + \cdots + F_{n-1}(X, Y))^{\prime} \equiv (F(X, Y))^{\prime} \mod \text{degree} \ n + 1) \]

Combining this with (2.4.3) we have

\[ (2.4.6) \quad F(X, Y)^{q^m} \equiv \sigma^i F(X^{q^m}, Y^{q^m}) \mod \mathcal{A}^{r+1}, \text{ degree } n + 1) \]

where \( n = q^r m, q \nmid m \). Now by the definition of \( F(X, Y) \) we have

\[ (2.4.7) \quad f(F(X, Y)) = f(X) + f(Y) \]

and because \( \sigma \) is a homomorphism it follows from this that

\[ (2.4.8) \quad \sigma^i f(\sigma^i F(X, Y)) = \sigma^i f(X) + \sigma^i f(Y) \]

Now \( f(X) \) satisfies a functional equation

\[ (2.4.9) \quad f(X) = g(X) + \sum_{n=1}^{\infty} s_n \sigma^i f(X^{q^n}) \]

Substituting \( F(X, Y) \) for \( X \) in (2.4.9) and writing \( f(X) = \sum_{n=1}^{\infty} a_n X^n \), we obtain

\[ (2.4.10) \quad f(F(X, Y)) = g(F(X, Y)) + \sum_{i=1}^{\infty} s_i \sum_{n=1}^{\infty} \sigma^i(a_n)(F(X, Y))^{q^m} \]
Now by (2.4.6), Lemma (2.4.1), and property (2.1.4) we know that
\[(2.4.11) \quad s_i \sigma^i(a_n)F(X, Y)^{q^i n} \equiv s_i \sigma^i(a_n)(\sigma^i_* F(X^{q^i}, Y^{q^i}))^n \mod(A, \text{degree } n + 1)\]
Substituting this in (2.4.10) and using (2.4.8), (2.4.9), we obtain \(\mod(A, \text{degree } n + 1)\)
\[(2.4.12) \quad f(F(X, Y)) \equiv g(F(X, Y)) + \sum_{i=1}^{\infty} s_i \sum_{n=1}^{\infty} \sigma^i(a_n)(\sigma^i_* F(X^{q^i}, Y^{q^i}))^n \equiv g(F(X, Y)) + \sum_{i=1}^{\infty} s_i \sigma^i_* f(\sigma^i_* F(X^{q^i}, Y^{q^i})) \equiv g(F(X, Y)) + \sum_{i=1}^{\infty} s_i (\sigma^i_* f(X^{q^i}) + \sigma^i f(Y^{q^i})) \equiv g(F(X, Y)) + f(X) + f(Y) - g(X) - g(Y)\]
However, because \(g(X) \equiv b_1 X \mod(\text{degree } 2)\) and \(F(X, Y) \equiv F_*(X, Y) \mod(A, \text{degree } n + 1)\), we have
\[(2.4.13) \quad g(F(X, Y)) \equiv b_1 F_n(X, Y) \mod(A, \text{degree } n + 1)\]
Now combine (2.4.13), (2.4.12), and (2.4.7) to obtain that
\[b_1 F_n(X, Y) \equiv 0 \mod(A, \text{degree } n + 1)\]
which proves that \(F_n(X, Y)\) has its coefficients in \(A\) because \(b_1\) is an invertible element of \(A\). This concludes the proof of part (i) of Lemma 2.2.

The proof of part (ii) is practically identical and is left to the reader.
To prove part (iii) write \(\hat{f}(X) = f(h(X))\). Then we have, because \(h(X) \equiv 0 \mod(A)\),
\[\hat{f}(X) - \sum_{i=1}^{\infty} s_i \sigma^i_* \hat{f}(X^{q^i}) = f(h(X)) - \sum_{i=1}^{\infty} s_i \sigma^i_* f(\sigma^i_* h(X^{q^i})) = f(h(X)) - \sum_{i=1}^{\infty} s_i \sum_{n=1}^{\infty} \sigma^i(a_n)(\sigma^i_* h(X^{q^i}))^n \equiv f(h(X)) - \sum_{i=1}^{\infty} s_i \sum_{n=1}^{\infty} \sigma^i(a_n)(h(X)^{q^i n}) \equiv f(h(X)) - \sum_{i=1}^{\infty} s_i \sigma^i_* f(h(X)^{q^i}) = g(h(X)) \equiv 0\]
where all the congruences are \(\mod(A)\). This proves part (iii) of Lemma 2.2.

The implication \(\Rightarrow\) of part (iv) of the functional equation lemma is easy. Indeed, we have already seen that \(a_n \alpha^i \subset A\) if \(f(X) = \sum_{i=1}^{\infty} a_i X^i \) and \(n = q^i m\),
$q \nmid m$. Now if $\beta(X) = \alpha(X) + \gamma(X)$ with $\gamma(X) \in \mathcal{Q}A[X]$, then as in the proof of Lemma (2.4.2)

$$\beta(X)^{q^i} \equiv \alpha(X)^{q^i} \mod \mathcal{Q}^{+1}$$

and

$$\beta(X)^{n} \equiv \alpha(X)^{n} \mod \mathcal{Q}^{+1}$$

Hence $a_n \beta(X)^{n} \equiv a_n \alpha(X)^{n} \mod \mathcal{Q}$, and $f(\alpha(X)) \equiv f(\beta(X)) \mod \mathcal{Q}$.

To prove the inverse implication of part (iv) we first show that

(2.4.14) \hspace{1cm} \alpha(X) \equiv 0 \mod \mathcal{Q} \Rightarrow f^{-1}(\alpha(X)) \equiv 0 \mod \mathcal{Q}

To see this write $f^{-1}(\alpha(X)) = \gamma(X)$ and $\alpha(X) = f(\gamma(X))$. Certainly $\gamma(X) \equiv 0 \mod(\mathcal{Q}, \text{degree } 2)$ because $f(X) \equiv b_1 X \mod(\text{degree } 2)$ with $b_1$ a unit. Suppose now we have proved that $\gamma(X) \equiv 0 \mod(\mathcal{Q}, \text{degree } n)$. Then we have $\mod(\mathcal{Q}, \text{degree } n + 1)$

$$\alpha(X) \equiv f(\gamma(X)) \equiv g(\gamma(X)) + \sum_{i=1}^{\infty} s_i \sigma_i \cdot f(\gamma(X)^{q^i}) \equiv 0$$

because $\gamma(X)^{q^i} \equiv 0 \mod(\mathcal{Q}^{+1}, \text{degree } n + 1)$ and hence $f(\gamma(X)^{q^i}) \equiv 0 \mod(\mathcal{Q}^{+1}, \text{degree } n + 1)$ by the $\Rightarrow$ part of (iv) of the functional equation lemma, which we have already proved. By induction this proves (2.4.14).

Now let $f(\alpha(X)) \equiv f(\beta(X)) \mod \mathcal{Q}$ (note that neither $f(\alpha(X))$ nor $f(\beta(X))$ need have its coefficients in $A$). Let

$$\delta(X) = f^{-1}(f(\beta(X)) - f(\alpha(X)))$$

then $\delta(X) \equiv 0 \mod \mathcal{Q}$ by (2.4.14). Now $f(\delta(X)) + f(\alpha(X)) = f(\beta(X))$, hence

$$\beta(X) = f^{-1}(f(\delta(X)) + f(\alpha(X))) = F(\delta(X), \alpha(X))$$

and it follows that $\beta(X) \equiv \alpha(X) \mod \mathcal{Q}$ because $F(X, Y)$ has coefficients in $A$ and because $F(0, Y) = Y$ and $\delta(X) \equiv 0 \mod \mathcal{Q}$.

This proves part (iv) of the functional equation lemma. Q.E.D.

\begin{enumerate}
\item[(2.4.15)] \textbf{Remark} \hspace{0.5cm} Suppose that instead of (2.1.2)--(2.1.4) the functional equation ingredients satisfy (2.1.2) and

(2.4.16) \hspace{1cm} p \in \mathcal{Q} \quad \text{and} \quad \sigma_i(s_i)A \subset A \quad \text{for all} \quad i, j \in \mathbb{N}

Then the functional equation lemma 2.2 holds. This is usually a somewhat weaker hypothesis. The only difference in the proof is that Lemma (2.4.1) gets replaced by the lemma that $\sigma_i(a_n)A \subset A$ for all $i \in \mathbb{N}$ if $n = q^m, q \nmid m$, which also follows immediately from (2.1.9) (by induction).
3 The Formal Group Laws $F_{\nu}(X, Y)$, $F_{\nu, T}(X, Y)$, and $F_{S}(X, Y)$

In this section we discuss in somewhat more detail the formal groups laws $F_{\nu}(X, Y)$ and $F_{\nu, T}(X, Y)$ which were introduced in 2.3, and we also construct and discuss a third formal group law $F_{S}(X, Y)$. We start by defining this third formal group law. Fix a prime number $p$ for this whole section. The results of this section do not play an important role in the remainder of Chapter I (except by way of suggestion and motivation) but will be important later.

3.1 The formal group law $F_{S}(X, Y)$

To define this formal group law we apply the functional equation lemma 2.2 with $A = Z[S_{2}, S_{3}, \ldots] = Z[S]$, $K = Q[S]$, $\mathcal{A} = pA$, $\sigma : K \to K$ raises each $S_{i}$ to its $p$th power, $q = p$, $s_{i} = p^{-1}S_{pi}$ for all $i = 1, 2, \ldots$, and

\begin{equation}
    g(X) = X + \sum_{n=2}^{\infty} S_{n}X^{n} - \sum_{i=1}^{\infty} S_{pi}X^{pi}
\end{equation}

We write $f_{S}(X)$ for the corresponding power series $f_{\phi}(X)$ and we define

\begin{equation}
    F_{S}(X, Y) = f_{S}^{-1}(f_{S}(X) + f_{S}(Y))
\end{equation}

An application of part (i) of the functional equation lemma shows that $F_{S}(X, Y)$ has its coefficients in $Z[S]$, so $F_{S}(X, Y)$ is a one dimensional formal group law over $Z[S]$.

Let $\phi : Z[V_{1}, V_{2}, \ldots] \to Z[S_{2}, S_{3}, \ldots]$ be the embedding $\phi(V_{i}) = S_{pi}$. Then part (ii) of the functional equation lemma shows that the formal groups $\phi_{*}F_{\nu}(X, Y)$ and $F_{S}(X, Y)$ are strictly isomorphic over $Z[S]$.

We write

\begin{equation}
    f_{S}(X) = \sum_{n=1}^{\infty} c_{n}X^{n}
\end{equation}

\begin{equation}
    g(X) = \sum_{n=1}^{\infty} b_{n}X^{n}
\end{equation}

then, according to (2.1.9), the coefficients $c_{n}$ satisfy the equation

\begin{equation}
    c_{n} = \frac{S_{n}}{p} c_{n/p}^{(p)} + \cdots + \frac{S_{n}}{p} c_{n/p^{r}}^{(p)} + b_{n}
\end{equation}

where $n = p^{r}m$, $(p, m) = 1$, and where we have written $c_{n}^{(p)}$ for $\sigma^{l}(c)$, $l = 1, 2, \ldots$.

Combining this with (3.1.1) we see that for $n = 2, 3, \ldots$,

\begin{equation}
    c_{n} \equiv v_{p}(n)^{-1}S_{n} \mod(S_{2}, \ldots, S_{n-1})
\end{equation}

where $v_{p}(n)$ is defined as

\begin{equation}
    v_{p}(n) = \begin{cases}
        1 & \text{if } n = 1 \text{ or } n \text{ not a power of } p \\
        p & \text{if } n = p^{r}, \text{ } r \in \mathbb{N}
    \end{cases}
\end{equation}
It follows immediately from (3.1.6) (and (3.1.2)) that

\[(3.1.8) \quad F_S(X, Y) = X + Y + S_n v_p(n)^{-1} B_n(X, Y) \mod(S_2, \ldots, S_{n-1}, \text{degree}(n + 1))\]

where \(B_n(X, Y)\) is the polynomial

\[(3.1.9) \quad B_n(X, Y) = X^n + Y^n - (X + Y)^n\]

### 3.2 Construction of a number of nonisomorphic formal group laws

We construct a number of formal group laws over \(\mathbb{Z}\) by means of the functional equation 2.2, one for every \(n \in \mathbb{N}\). To do this we take \(A = \mathbb{Z}, K = \mathbb{Q}, a = p\mathbb{Z}, \sigma = \text{id}, p = q, s_i(n) = 0\) if \(i \neq n, s_n(n) = 1, g(X) = X\). The resulting formal power series \(f_\sigma(X)\) will be denoted \(f_{\Delta_n}(X)\). These power series then satisfy the functional equation

\[(3.2.1) \quad f_{\Delta_n}(X) = X + p^{-1} f_{\Delta_n}(X^{p^n})\]

so that

\[(3.2.2) \quad f_{\Delta_n}(X) = X + p^{-1} X^{p^n} + p^{-2} X^{p^{2n}} + \cdots\]

We let

\[(3.2.3) \quad F_{\Delta_n}(X, Y) = f_{\Delta_n}^{-1}(f_{\Delta_n}(X) + f_{\Delta_n}(Y))\]

and a now familiar application of the functional equation lemma shows that the \(F_{\Delta_n}(X, Y)\) are one dimensional commutative formal group laws over \(\mathbb{Z}\). Furthermore, if \(\bar{F}_{\Delta_n}(X, Y)\) denotes the formal group law over \(\mathbb{Z}/(p)\) obtained by reducing all the coefficients of \(F_{\Delta_n}(X, Y)\) modulo \(p\), then the formal groups \(\bar{F}_{\Delta_n}(X, Y)\) are all nonisomorphic over \(\mathbb{Z}/(p)\).

To see this we calculate \([p]_{F_{\Delta_n}(X)}\) modulo \(p\) for all \(n = 1, 2, \ldots\).

**Lemma 3.2.4** \([p]_{F_{\Delta_n}(X)} \equiv X^{p^n} \mod(p)\).

**Proof** For convenience of notation let us write \(f_n(X)\) for \(f_{\Delta_n}(X)\) and \([p]_n(X)\) for \([p]_{F_{\Delta_n}(X)}\). We know that

\[(3.2.5) \quad f_n^{-1}(p f_n(X)) = [p]_n(X)\]

Hence, using (3.2.1) we see that

\[(3.2.6) \quad f_n([p]_n(X)) = p f_n(X) = pX + f_n(X^{p^n}) \equiv f_n(X^{p^n}) \mod(p)\]

and the lemma follows by part (iv) of the functional equation lemma.

**Exercise 3.2.7** Prove Lemma 3.2.4 directly by induction, starting with the observation that obviously

\[(3.2.8) \quad [p]_n(X) \equiv X^{p^n} \mod(p, \text{degree } p^n + 1)\]
(3.2.9) \[ f_n(X) \equiv X + p^{-1}X^n \mod (\text{degree } p^n + 1) \]

**Corollary** If \( n, m \in \mathbb{N}, n \neq m \), then there are no nonzero homomorphisms \( \alpha(X) : \bar{F}_{\Delta_n}(X, Y) \rightarrow \bar{F}_{\Delta_m}(X, Y) \) (over any field of characteristic \( p \)).

**Proof** If \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \) is a homomorphism, then \( \alpha([p]_F(X)) = [p]_G(\alpha(X)) \). In view of Lemma (3.2.4) this proves the corollary.

**Remark** Let \( F(X, Y) \) be a one dimensional commutative formal group law over a field \( k \) of characteristic \( p \). Then, as we shall see later in (18.3.2), if \([p]_F(X) \neq 0\), then the first nonzero coefficient in \([p]_F(X)\) occurs at degree \( p^h \) for a certain \( h \in \mathbb{N} \). This \( h \) is called the height of the formal group law \( F(X, Y) \). Thus the formal group law \( \bar{F}_{\Delta_n}(X, Y) \) defined above has height \( n \). The phenomenon signaled in Corollary (3.2.10) is a general one: there are no nonzero homomorphisms between one dimensional commutative formal group laws of different heights over fields of characteristic \( p > 0 \). The argument is the same as in (3.2.10) above; cf. also (18.3.4).

3.3 Some results concerning the formal group laws \( F_V(X, Y), F_{V, T}(X, Y) \)

Let \( F_{V, T}(X, Y), F_V(X, Y) \) be the formal group laws defined in 2.3. Recall that

(3.3.1) \[ F_V(X, Y) = f_V^{-1}(f_V(X) + f_V(Y)) \]
\[ F_{V, T}(X, Y) = f_V^{-1}(f_{V, T}(X) + f_{V, T}(Y)) \]

where \( f_V(X) \) and \( f_{V, T}(X) \) satisfy the functional equations

(3.3.2) \[ f_V(X) = X + \sum_{i=1}^{\infty} \frac{V_i}{p} f_V^{(p^i)}(X^{p^i}) \]

(3.3.3) \[ f_{V, T}(X) = X + T_1 X^p + T_2 X^{p^2} + \cdots + \sum_{i=1}^{\infty} \frac{V_i}{p} f_{V, T}^{(p^i)}(X^{p^i}) \]

where, again, we have written \( f_V^{(p^i)}(X) \) for \( \sigma_i^* f_V(X) \). We shall always use this notation when \( \sigma \) is a homomorphism of the type

\[ \sigma : R[W_1, W_2, \ldots] \rightarrow R[W_1, W_2, \ldots], \]
\[ b(W_1, W_2, \ldots) \mapsto b(W_1^p, W_2^p, \ldots) \]

Writing

(3.3.4) \[ f_V(X) = \sum_{n=0}^{\infty} a_n(V) X^{p^n} \]

(3.3.5) \[ f_{V, T}(X) = \sum_{n=0}^{\infty} a_n(V, T) X^{p^n} \]
(it is obvious from (3.3.2) and (3.3.3) that all non-$p$-power coefficients in $f_V(X)$ and $f_{V,T}(X)$ are zero), we see that the $a_n(V)$ and $a_n(V, T)$ satisfy the recursion relations (cf. also (2.1.9))

\[(3.3.6) \quad a_n(V) = p^{-1} V_1 a_{n-1}(V)^{(p)} + \cdots + p^{-1} V_{n-1} a_1(V)^{(p^{n-1})} + p^{-1} V_n, \quad a_0(V) = 1\]

\[(3.3.7) \quad a_n(V, T) = p^{-1} V_1 a_{n-1}(V, T)^{(p)} + \cdots + p^{-1} V_{n-1} a_1(V, T)^{(p^{n-1})} + p^{-1} V_n + T_n, \quad a_0(V, T) = 1\]

From (3.3.6) by a straightforward induction one obtains

\[(3.3.8) \quad a_n(V) = \sum_{i_1 + \cdots + i_r = n} \frac{V_{i_1} V_{i_2}^{p^{i_2}} \cdots V_{i_r}^{p^{i_r-1}}}{p^r}\]

where the sum is over all sequences $(i_1, \ldots, i_r)$, $i_j, r \in \mathbb{N}$ such that $i_1 + \cdots + i_r = n$.

Now consider all terms in the expression (3.3.8) for $a_n$ for which $i_r = j$ for some fixed $j$, $1 \leq j \leq n$. Then it is clear that these terms of the sum in (3.3.8) sum to

\[p^{-1} a_{n-j}(V) V_j^{p^j}\]

So (3.3.8) implies that

\[(3.3.9) \quad p a_n(V) = a_{n-1}(V) V_1^{p^{n-1}} + a_{n-2}(V) V_2^{p^{n-2}} + \cdots + a_1(V) V_{n-1}^{p} + V_n\]

From (3.3.6) and (3.3.7) together we obtain, again by a straightforward induction,

\[(3.3.10) \quad a_n(V, T) = a_n(V) + a_{n-1}(V) T_1^{p^{n-1}} + \cdots + a_1(V) T_{n-1}^{p} + T_n\]

The two formulas (3.3.9) and (3.3.10) will have a large number of applications later in this book; they have, e.g., to do with isomorphisms of formal group laws, generators for the coefficient ring of Brown–Peterson cohomology, operations in Brown–Peterson cohomology, and Cartier–Dieudonné modules of formal group laws.

\[\textbf{Remark} \quad \text{Let } \phi_n: \mathbb{Z}[V] \rightarrow \mathbb{Z} \text{ be the ring homomorphism defined by } \phi_n(V_i) = 0 \text{ if } i \neq n \text{ and } \phi_n(V_n) = 1. \text{ Then we have}\]

\[(3.3.11) \quad (\phi_n)_* F_V(X, Y) = F_{\Delta_n}(X, Y)\]

This explains (we hope) the notation $F_{\Delta_n}$; $\Delta_n$ is short for the sequence of integers $\Delta_n = (0, 0, \ldots, 0, 1, 0, 0, \ldots)$ with the 1 in the $n$th spot.
4 Some Binomial Coefficient Arithmetic

To prove universality properties of various formal group laws (e.g., $F_5(X, Y)$ and the formal group law $F_u(X, Y)$ which we shall construct in Section 5) we shall need some properties of the binomial coefficients.

4.1 Preliminary remarks

For each $n \in \mathbb{N}$ we define (gcd means greatest common divisor)

$$v(n) = \gcd\left\{ \left(\begin{array}{c} n \\ 1 \end{array}\right), \ldots, \left(\begin{array}{c} n \\ n-1 \end{array}\right) \right\}$$

Then we have

$$v(n) = \begin{cases} 1 & \text{if } n = 1 \text{ or } n \text{ is not a power of a prime number} \\ \frac{1}{p} & \text{if } n = p^r, \ r \in \mathbb{N} \text{ for a certain prime number } p \end{cases}$$

We include a proof for completeness sake. First, let $n$ not be a power of a prime. Let $p$ be any prime number. Then $n = p^r m$ with $m > 1$ and $(m, p) = 1$. Now suppose that $p \mid v(n)$. Then we would have modulo $p$

$$(X^p + Y^p)^m \equiv (X + Y)^{p^m} \equiv X^p + Y^p \equiv (X^p)^m + (Y^p)^m$$

so that $(X + Y)^m \equiv X^m + Y^m \mod(p)$, which is clearly false because $\left(\begin{array}{c} n \\ 1 \end{array}\right) = m$ and $(m, p) = 1$.

Now let $n$ be a power of a prime number $p$. We clearly have $(X + Y)^p \equiv X^p + Y^p$, and hence by induction $(X + Y)^{p^m} \equiv X^p + Y^p$, proving that $p \mid v(n)$ if $n$ is a power of $p$. Conversely, we have $\left(\begin{array}{c} n \\ 1 \end{array}\right) = n = p^r$, so that $p$ is the only prime that divides $v(n)$. Now suppose that $p^2 \mid v(n)$. Then substituting $X = Y = 1$ in $(X + Y)^n - X^n - Y^n$ we find $2^n \equiv 2 \mod(p^2)$ and by induction $m^a \equiv m \mod(p^2)$ for all $m \in \mathbb{N}$, which is clearly false as is shown by taking $m = p$.

We shall need the following key lemma in Section 5.

4.2 Binomial coefficient lemma

**Lemma** Let $X_1, \ldots, X_{n-1}$ be indeterminates, $X_i = X_{n-i}$, $i = 1, 2, \ldots, n - 1$, $n \geq 2$. Let $\lambda_1, \ldots, \lambda_{n-1}$ be integers such that $\lambda_1 \left(\begin{array}{c} n \\ 1 \end{array}\right) + \cdots + \lambda_{n-1} \left(\begin{array}{c} n \\ n-1 \end{array}\right) = v(n)$. Then every $X_i$ can be written as an integral linear combination of the expressions

$$\lambda_1 X_1 + \cdots + \lambda_{n-1} X_{n-1}$$

$$\left(\begin{array}{c} i+j \\ i \end{array}\right) X_{i+j} - \left(\begin{array}{c} k+j \\ j \end{array}\right) X_{k+j}, \quad i, j, k \geq 1, \quad i + j + k = n$$

**Proof** We claim that it suffices to prove for every prime number $p$ that every $X_i$ can be written modulo $p$ as a linear combination of the expressions (4.2.1), (4.2.2).
(4.2.3) **Proof of the claim** To see this let $M$ be the free abelian group generated by $X_1, \ldots, X_m$ where $m = 2^{-1}n$ if $(2, n) = 2$ and $m = 2^{-1}(n - 1)$ if $(2, n) = 1$. Let $N$ be the free abelian group generated by a generator $y_0$, and one generator $y_{ijk}$ for every triple $(i, j, k)$ with $i, j, k \geq 1$ and $i + j + k = n$. Define $\phi: N \to M$ by

$$
\phi(y_0) = \lambda_1 X_1 + \cdots + \lambda_{n-1} X_{n-1} \\
\phi(y_{ijk}) = \binom{i+j}{i} X_{i+j} - \binom{k+j}{j} X_{k+j}
$$

(where we use (as a notational convenience) $X_i = X_{n-i}$). Then what we have to prove is that $\phi$ is surjective. Let $C$ be the cokernel of $\phi$. Then because $\otimes$ is right exact we have for every prime number $p$ an exact sequence $N \otimes \mathbb{Z}/(p) \to M \otimes \mathbb{Z}/(p) \to C \otimes \mathbb{Z}/(p) \to 0$. But by hypothesis $N \otimes \mathbb{Z}/(p) \to M \otimes \mathbb{Z}/(p)$ is surjective for every $p$, hence $C \otimes \mathbb{Z}/(p) = 0$ for every $p$, which proves that $C = 0$ because $C$ is a finitely generated abelian group. It therefore remains to prove the modulu $p$ version of Lemma 4.2 for every prime number $p$.

(4.2.4) **The modulo $p$ case with** $n = p$ **or** $(n, p) = 1$ **If** $n = p$ **or** $(p, n) = 1$, then for every $i = 1, 2, \ldots, n - 1$ we have $(i, p) = 1$ or $(n - i, p) = 1$. For each $i = 1, \ldots, n - 1$, let $a(i) \in \{i, n - i\}$ be such that $(a(i), p) = 1$. Using $X_i = X_{n-i}$, we can assume that $\lambda_i = 0$ if $i \neq a(i)$; we take $a(1) = 1$. Now take $i = 1, j = a(2) - 1, \ldots, a(m) - 1, k = n - a(2), \ldots, n - a(m)$ in (4.2.2) to obtain the matrix of coefficients

$$
\begin{pmatrix}
\lambda_1 & \lambda_{a(2)} & \lambda_{a(3)} & \cdots & \lambda_{a(m)} \\
(a_{n-1} - 1) & (a_{n-1} - 1) & 0 & \cdots & 0 \\
(a_{a(2)}) & (a_{a(2)} - 1) & 0 & \cdots & 0 \\
\cdots & \cdots & \ddots & \cdots & \cdots \\
(a_{a(m)}) & 0 & \cdots & 0 & (a_{a(m)})
\end{pmatrix} = A'
$$

where $m = 2^{-1}n$ if $(n, 2) = 2$ and $m = 2^{-1}(n - 1)$ if $(2, n) = 1$. One finds

$$
\det(A') = \sum_{i=1}^{m} \frac{a(1) \cdots a(m)}{n} \binom{n}{a(i)} \lambda_{a(i)} = \left( \frac{1}{n} \prod_{i=1}^{m} \binom{n}{a(i)} \lambda_{a(i)} \right)
$$

$$
= n^{-1} v(n) \prod_{i=1}^{m} a(i)
$$

because $\lambda_i = 0$ if $i \notin \{a(1), \ldots, a(m)\}$. It follows that $\det(A') \neq 0 \mod p$ if $(n, p) = 1$ or $n = p$. Indeed, if $(n, p) = 1$, then also $(v(n), p) = 1$, and we have chosen $a(i)$ such that $(a(i), p) = 1$ for $i = 1, 2, \ldots, m$; and if $n = p$, then $v(n) = p$, so $\det(A') \neq 0 \mod(p)$ also in this case.

(4.2.5) **The modulo $p$ case with** $n = pm$ **and** $m > 1$ **Taking** $j = 1$ **in** (4.2.2) **and using** $X_{k+j} = X_i$, we find the expressions

$$
(4.2.6) \quad -(pm - i)X_i + (i + 1)X_{i+1}
$$
Now take \( i = pl \) in (4.2.6) to see that all \( X_j \) with \( j \) of the form \( p + 1, 2p + 1, \ldots, (m - 1)p + 1 \) can modulo \( p \) be written as linear combinations of the expressions (4.2.2). Then taking \( i = lp + 1, \ldots, (l + 1)p - 1 \) we see from (4.2.6) that also the \( X_j \) with \( j \) of the form \( j = lp + r, l = 1, \ldots, m - 1; r = 1, \ldots, p - 1 \) can be written modulo \( p \) as linear combinations of the expressions (4.2.2). Now take \( i = p - 1 \) in (4.2.6) to obtain \( X_{p-1} \) as a linear combination modulo \( p \) of the expressions (4.2.2) and then take \( i = p - 2, \ldots, 2 \) to obtain also the \( X_j \) with \( j = 1, \ldots, p - 1 \) as linear combinations of the expressions (4.2.2). We have now obtained every \( X_j \) with \( (j, p) = 1 \) as a linear combination of the expressions (4.2.2).

To write the \( X_{pi}, i = 1, \ldots, m \), as linear combinations of (4.2.1) and (4.2.2) we use induction. The induction hypothesis is:

if \( \lambda_1, \ldots, \lambda_{n-1} \) are such that \( \sum \lambda_i \equiv v(n) \mod(p) \) if \( v(n) \neq p \) and \( \sum \lambda_i \equiv v(n) \mod p^2 \) if \( v(n) = p \), then each \( X_i \) can be written modulo \( p \) as a linear combination of the expressions (4.2.1), (4.2.2).

The induction starts because the proof given in (4.2.4) for \( n = p \) or \( (n, p) = 1 \) still works under the somewhat weaker conditions on \( \lambda_1, \ldots, \lambda_{n-1} \) stated in the induction hypothesis.

Let \( Y, Z \) be indeterminates, then we have

\[
(4.2.7) \quad (Y^p + Z^p)^m \equiv (Y + Z)^{pm} \mod(p)
\]

\[
(4.2.8) \quad (Y^p + Z^p)^{p^r} \equiv (Y + Z)^{p^{r+1}} \mod(p^2) \quad \text{if} \quad r \geq 1
\]

It follows that

\[
(4.2.9) \quad \binom{pm}{pi} \equiv \binom{m}{i} \mod(p), \quad \binom{p^{r+1}}{pi} \equiv \binom{p^r}{i} \mod(p^2) \quad \text{if} \quad r \geq 1
\]

\[
(4.2.10) \quad \binom{pm}{i} \equiv 0 \mod(p) \quad \text{if} \quad (i, p) = 1
\]

\[
(4.2.11) \quad \binom{p^{r+1}}{i} \equiv 0 \mod(p^2) \quad \text{if} \quad (i, p) = 1 \text{ and } r \geq 1
\]

Hence if \( n = pm, v(n) \neq p, m > 1 \), we find from (4.2.9) and (4.2.10)

\[
(4.2.12) \quad v(n) = \sum_{i=1}^{n-1} \lambda_i \binom{n}{i} \equiv \sum_{i=1}^{m-1} \lambda_{ip} \binom{m}{i} \mod(p)
\]

and if \( n = pm, m = p^r, r \geq 1 \), we obtain from (4.2.9) and (4.2.11) that

\[
(4.2.13) \quad p = \sum_{i=1}^{n-1} \lambda_i \binom{n}{i} \equiv \sum_{i=1}^{m-1} \lambda_{ip} \binom{m}{i} \mod(p^2)
\]
By induction it follows from (4.2.12) and (4.2.13) that we can write the \( X_p \) modulo \( p \) as linear combinations of the expressions (4.2.2) for those \( i, j, k \) with \((p, i) = (p, j) = (p, k) = p\) and the expression

\[
\nu(m)\nu(n)^{-1}(\lambda_p X_p + \cdots + \lambda_{n-p} X_{n-p})
\]

if \( \nu(n) \neq p \), respectively the expression

\[
\lambda_p X_p + \cdots + \lambda_{n-p} X_{n-p}
\]

if \( \nu(n) = p \). Now \( (\nu(m), p) = 1 = (\nu(n), p) \) if \( m \) is not a power of \( p \) and because we have already written all the \( X_i \) with \((i, p) = 1\) as linear combinations modulo \( p \) of (4.2.1) and (4.2.2), we can write (4.2.14), respectively (4.2.15), as linear combinations modulo \( p \) of (4.2.1) and the expressions (4.2.2). This concludes the proof of the modulo \( p \) case with \( n = pm \) and \( m > 1 \), and hence also concludes the proof of Lemma 4.2.

### 4.3 Connection with Lazard's comparison lemma

We define a polynomial in \( n \) indeterminates \( X_1, \ldots, X_n \) over an abelian group \( A \) as an element of \( A \otimes \mathbb{Z}[X_1, \ldots, X_n] \). Then the lemma proved above is equivalent to the following cocycle lemma.

**Lemma** Let \( \Gamma(X, Y) \) be a homogeneous polynomial of degree \( n \) in two indeterminates such that \( \Gamma(X, Y) = \Gamma(Y, X) \) and \( \Gamma(X, Y) - \Gamma(X, Y + Z) - \Gamma(X + Y, Z) - \Gamma(Y, Z) = 0 \). Then there is an \( a \in A \) such that \( \Gamma(X, Y) = a C_n(X, Y) \) where \( C_n(X, Y) \) is the polynomial

\[
C_n(X, Y) = \nu(n)^{-1}(X^n + Y^n - (X + Y)^n)
\]

The equivalence of Lemmas 4.2 and (4.3.1) combined with Lemma (1.6.6) (which we have not yet proved) shows why one can expect that Lemma 4.2 will play a role.

**Proof of the equivalence of Lemmas 4.2 and (4.3.1)** Let \( M \) be the abelian group generated by \( X_1, \ldots, X_{n-1} \) subject to the relations \( X_i = X_{n-i}, i = 1, \ldots, n - 1 \), and \((i+j)X_{i+j} - (i+k)X_{j+k}\) for all triples \((i, j, k), i, j, k \in \mathbb{N}, i + j + k = n\). We define a homomorphism \( \phi: \mathbb{Z} \to M \) as follows

\[
\phi: \mathbb{Z} \to M, \quad 1 \mapsto \sum_{i=1}^{n} \lambda_i X_i
\]

Then, clearly, Lemma 4.2 is equivalent to the statement

(4.3.4) \( \phi \) is surjective

We also define a homomorphism

(4.3.5) \( \psi: M \to \mathbb{Z}, \quad X_i \mapsto \nu(n)^{-1} \binom{n}{i} \)
(Note that $\psi$ is well defined.) We have $\psi \phi = id$, so $\phi$ is also injective, so Lemma 4.2 is equivalent to the statement

\[(4.3.6) \quad \phi \text{ is an isomorphism and } \psi \text{ is its inverse.}\]

We now show that (4.3.6) implies Lemma (4.3.1). Let $\Gamma(Y, X) = c_0 X^n + c_1 X Y^{n-1} + \cdots + c_{n-1} X Y^n + c_n X^n$ be a polynomial over $A$ such that $\Gamma(Y, X) = \Gamma(Y, X)$ and

$$\Gamma(X, Y) - \Gamma(X + Y, Z) + \Gamma(X, Y + Z) - \Gamma(Y, Z) = 0;$$

then $c_0 = c_n = 0$ and $(l + j)c_{i+j} = (k + \lambda)c_{i+j}$ as is easily checked. It follows that $X_i \mapsto c_i$ defines a homomorphism (of abelian groups) $\chi: M \to A$. By (4.3.6) we know that $X = \nu(n)^{-1}(\lambda_1 X_1 + \cdots + \lambda_{n-1} X_{n-1})$ so that $c_i = \nu(n)^{-1}(\lambda_i X_1 + \cdots + \lambda_{n-1} X_{n-1})$.

Conversely, assume we have proved Lemma (4.3.1). Then there is an element $a \in M$ such that $X_i = \nu(n)^{-1}(\lambda_1 X_1 + \cdots + \lambda_{n-1} X_{n-1})$ so that $X = \nu(n)^{-1}(\lambda_1 X_1 + \cdots + \lambda_{n-1} X_{n-1})$, which shows that $\phi \psi = id$, proving (4.3.6).

## 5 A Universal One Dimensional Commutative Formal Group Law

In this section we construct a universal one dimensional commutative formal group law $F_U(X, Y)$ over $Z[U] = Z[U_2, U_3, U_4, \ldots]$.  

### 5.1 A priori properties of $F_U(X, Y)$ which motivate the construction

This section is meant to give the reader some idea why one has to construct a universal formal group law more or less as we shall do it below. To this end we first remark that the formal group $F(X, Y)$ of 3.1 is a universal commutative one dimensional formal group law for one dimensional commutative formal group laws defined over $Z_{(p)}$-algebras; i.e., if $G(X, Y)$ is a one dimensional commutative formal group law over a $Z_{(p)}$-algebra $A$, then there is a unique homomorphism $\phi: Z[S] \to A$ such that $\phi \circ F(X, Y) = G(X, Y)$. We have not yet proved this fact, nor shall we do so until after we have constructed $F_U(X, Y)$ and proved the universality of $F_U(X, Y)$. It can, however, also be proved at this stage by virtually the same arguments that we shall use below in 5.3 to prove the universality of the (yet to be constructed) formal group law $F_U(X, Y)$.

Now if $F(X, Y)$ over $L$ is a universal one dimensional commutative formal group law, then $F(X, Y)$ over $L \otimes Z_{(p)}$ and $F_S(X, Y)$ over $Z_{(p)}[S]$ are both formal group laws over $Z_{(p)}$-algebras and both are universal for one dimensional commutative formal group laws over $Z_{(p)}$-algebras. It follows that there is an isomorphism $\phi_p: Z_{(p)}[S] \to L \otimes Z_{(p)}$ such that $\phi_p \circ F_S(X, Y) = F(X, Y)$. Such a statement holds for all prime numbers $p$. 


This suggests first that $L$ is a ring of the form $\mathbb{Z}[U] = \mathbb{Z}[U_2, U_3, \ldots]$ and suggests moreover that $F(X, Y)$ is a formal group law of the type $F(X, Y) = f^{-1}(f(X) + f(Y))$ with $f(X)$ a power series over $\mathbb{Z}[U]$ satisfying a functional equation of type

\[(5.1.1) \quad f(X) = g_p(X) + \sum_{i=1}^{\infty} \frac{s(p, i)}{p} \sigma_{p^i} f(X^p)\]

for all prime numbers $p$ simultaneously, where $g_p(X)$ is required to be $p$-integral. The most simple choices for $\sigma_p$ etc. are of course $\sigma_p$: $\mathbb{Z}[U] \to \mathbb{Z}[U]$, $U_i \mapsto U_i^p$ and $s(p, i) = U_{p^i}$. Then, starting with $f(X) \equiv X \mod(\text{degree } 2)$, the first thing one writes is

\[(5.1.2) \quad X + \frac{U_2}{2} X^2 + \frac{U_3}{3} X^3 + \left( \frac{U_2 U_2^2}{4} + \frac{U_4}{2} \right) X^4 \]

\[+ \frac{U_5}{5} X^5 + \left( \frac{U_3 U_2^3}{6} + \frac{U_2 U_3^2}{6} \right) X^6 + \cdots\]

However, it now appears that the prime numbers 2 and 3 interfere with one another: the term $6^{-1} U_3 U_2^3$, which has to be present because of (5.1.1) with $p = 3$, prevents (5.1.1) from holding for $p = 2$, and vice versa with respect to the term $6^{-1} U_2 U_3^3$. The solution is to insert suitable coefficients. Thus

\[(5.1.3) \quad X + \frac{U_2}{2} X^2 + \frac{U_3}{3} X^3 + \left( \frac{U_2 U_2^3}{4} + \frac{U_4}{2} \right) X^4 \]

\[+ \frac{U_5}{5} X^5 + \left( \frac{2 U_3 U_2^3}{3} + \frac{U_2 U_3^2}{2} + U_6 \right) X^6 + \cdots\]

does satisfy (5.1.1) for all $p$ modulo (degree 7) (for suitable $g_p(X)$ which depend on $p$). (There has to be something like $U_6$ in the coefficient of $X^6$ because $S_6$ occurs in the coefficient of $X^6$ in $F_5(X, Y)$.) Thus the only problem in constructing a universal formal group law appears to lie in showing that one can always find suitable coefficients. This readily leads to a power series $h(X) = \sum_{n=1}^{\infty} a_n(U)$ where each $a_n(U)$ is a sum of expressions

\[(5.1.4) \quad k(q_1, \ldots, q_l, d) U_{q_1} U_{q_2} \cdots U_{q_l} q_1 \cdots q_{l-1} U_{q_l} q_1 \cdots q_l\]

where the $q_i$ are prime powers, $q_1 q_2 \cdots q_l d = n$ and the $k(q_1, \ldots, q_l, d)$ are suitable rational numbers. The universal formal group law constructed in [178] is of this type.

There is however some lack of elegance in allowing only factorizations of $n$ of type $(q_1, \ldots, q_l, d)$ with the $q_i$ prime powers; it would be more elegant to use all possible sequences $(i_1, \ldots, i_s)$ such that $i_1 \cdots i_s = n$. It is indeed possible to do this in a nice way, and the formal group law $F_U(X, Y)$ to be constructed below is obtained in this manner.
5.2 Construction of the universal formal one dimensional commutative group law $F_U(X, Y)$

We now proceed to construct a universal one dimensional commutative formal group law $F_U(X, Y)$ over $\mathbb{Z}[U_2, U_3, \ldots]$. The first thing to do is the

\subsection{Choice of coefficients} For each $s \in \mathbb{N}$ and each sequence $(i_1, \ldots, i_s)$ with $i_j \in \mathbb{N}\setminus\{1\}$, $j = 1, \ldots, s$, let $n(i_1, \ldots, i_s)$ be an integer such that the following conditions are satisfied:

\begin{align*}
(5.2.2) \quad & n(i_1, \ldots, i_s) = 1 \quad \text{if} \quad s = 1 \\
(5.2.3) \quad & n(i_1, \ldots, i_s) \equiv 1 \mod p' \\
& \text{if} \quad i_1, \ldots, i_r \text{ are powers of a prime number } p \text{ and } i_{r+1} \text{ is not a power of } p \\
(5.2.4) \quad & n(i_1, \ldots, i_s) \equiv 0 \mod p'^{-1} \\
& \text{if} \quad i_1, \ldots, i_r \text{ are powers of a prime number } p \text{ and } i_1 \text{ and } i_{r+1} \text{ are not powers of } p
\end{align*}

(If $s = r$ in (5.2.3) and (5.2.4), then the conditions on $i_{r+1}$ are supposed to be vacuously satisfied; thus (5.2.3) requires that $n(p, p) \equiv 1 \mod (p^2)$, and (5.2.4) requires that $n(p_1, p_2, p_2) \equiv 0 \mod (p_2^2)$ if $p_1$ and $p_2$ are two different prime numbers.) Note that there are many sets of integers $n(i_1, \ldots, i_s)$ satisfying these conditions; the integer $n(i_1, i_2, \ldots, i_s)$ has to satisfy two different congruences at the same time if and only if $i_1$ and $i_2$ are powers of two different prime numbers. In Section 5.6 we shall discuss a particular choice for the integers $n(i_1, \ldots, i_s)$ which will be useful later.

\subsection{Definition of $F_U(X, Y)$} We now define the power series $f_U(X)$ over $\mathbb{Q}[U] = \mathbb{Q}[U_2, U_3, \ldots]$ by the formula

\begin{align*}
(5.2.6) \quad & f_U(X) = \sum_{n=1}^{\infty} m_n(U)X^n \\
\end{align*}

where

\begin{align*}
(5.2.7) \quad & m_n(U) = \sum_{(i_1, \ldots, i_s)} \frac{n(i_1, \ldots, i_s)}{v(i_1)} \cdot \frac{n(i_2, \ldots, i_s)}{v(i_2)} \cdots \frac{n(i_s)}{v(i_s)} U_{i_1}^{j_1} U_{i_2}^{j_2} \cdots U_{i_s}^{j_s-1}
\end{align*}

where the sum is over all sequences $(i_1, \ldots, i_s)$, $s \in \mathbb{N}$, $i_j \in \mathbb{N}\setminus\{1\}$, $j = 1, \ldots, s$, such that $i_1 i_2 \cdots i_s = n$.

The power series $F_U(X, Y)$ is now defined by

\begin{align*}
(5.2.8) \quad & F_U(X, Y) = f_U^{-1}(f_U(X) + f_U(Y))
\end{align*}
5.3 The universality theorem

(5.3.1) **Theorem** $F_U(X, Y)$ has its coefficients in $\mathbb{Z}[U]$ and the formal group law $F_U(X, Y)$ over $\mathbb{Z}[U]$ is a universal one dimensional commutative formal group law.

This is proved in several steps. The first step is to prove that $F_U(X, Y)$ is integral, i.e., that $F_U(X, Y)$ has its coefficients in $\mathbb{Z}[U]$. This will be done by means of the functional equation lemma 2.2.

(5.3.2) **Proof of the integrality of $F_U(X, Y)$** Let $p$ be a prime number, and let $A_p = \mathbb{Z}_p[U]$, $K = \mathbb{Q}[U]$, $\sigma_p : K \to K$ the homomorphism $U_j \mapsto U_j^p$, $j = 2, 3, \ldots$, $\alpha = pA_p$, $q = p$, $s_i = p^{-1}U_{pi}$, $i = 1, 2, \ldots$. As usual we write $g^{(p^k)}(X)$ for $(\alpha^i_\ast g)(X)$. We want to prove that

$$f_u(X) - \sum_{i=1}^\infty \frac{U_{pi}f^{(p^i)}(X^{p^i})}{p} \in A_p[X]$$

To prove this we first prove some congruences concerning the coefficients that occur in (5.2.7). Let

$$d(i_1, \ldots, i_s) = \frac{n(i_1, i_2, \ldots, i_s)}{v(i_1)} \cdot \frac{n(i_2, \ldots, i_s)}{v(i_2)} \cdots \frac{n(i_s)}{v(i_s)}$$

(5.3.4) **Lemma**

(i) If $1 \neq v(i_1) = \cdots = v(i_r) \neq v(i_{r+1})$, $r \leq s$, then $p^rd(i_1, \ldots, i_s) \in \mathbb{Z}$, where $p = v(i_1) = \cdots = v(i_r)$. (If $r = s$, then $v(i_r) \neq v(i_{r+1})$ is taken to be automatically fulfilled.)

(ii) If $v(i_1) = 1$, then $d(i_1, \ldots, i_s) \in \mathbb{Z}$.

**Proof** We prove both parts of the lemma simultaneously by induction on $s$. The case $s = 1$ is trivial. If $s > 1$, we distinguish four cases:

(a) $v(i_1) = 1 = v(i_2)$. Then $d(i_2, \ldots, i_s) \in \mathbb{Z}$ by induction hypothesis and hence $d(i_1, \ldots, i_s) = v(i_1)^{-1}n(i_1, \ldots, i_s)d(i_2, \ldots, i_s) \in \mathbb{Z}$.

(b) $v(i_1) = 1 \neq v(i_2) = p$. Let $v(i_2) = \cdots = v(i_r) \neq v(i_{r+1})$. Then by induction hypothesis $p^{r-1}d(i_2, \ldots, i_s) \in \mathbb{Z}$ and hence $d(i_1, \ldots, i_s) = v(i_1)^{-1}n(i_1, \ldots, i_s)d(i_2, \ldots, i_s) \in \mathbb{Z}$ because $n(i_1, i_2, \ldots, i_s) \equiv 0 \mod p^{r-1}$ by (5.2.4) in this case.

(c) $1 \neq v(i_1) = v(i_2) = p$. Then $p^{r-1}d(i_2, \ldots, i_s) \in \mathbb{Z}$ by induction hypothesis and hence $p^rd(i_1, \ldots, i_s) = v(i_1)^{-1}n(i_1, \ldots, i_s)p^rd(i_2, \ldots, i_s) = n(i_1, \ldots, i_s)p^r(d(i_2, \ldots, i_s) \in \mathbb{Z}$. 

(d) $1 \neq p_1, v(i_1) \neq v(i_2) = p_2 \neq 1$. Let $v(i_2) = \cdots = v(i_s) \neq v(i_{s+1})$. Then by induction hypothesis $p_2^{r-1}d(i_2, \ldots, i_s) \in \mathbb{Z}$ and hence $p_1d(i_1, \ldots, i_s) = n(i_1, \ldots, i_s)d(i_2, \ldots, i_s) \in \mathbb{Z}$ because $n(i_1, \ldots, i_s) \equiv 0 \mod p_1^{r-1}$, in this case by (5.2.4).

(5.3.5) **Lemma** If $1 \neq v(i_1) = p$, then

$$d(i_1, \ldots, i_s) - p^{-1}d(i_2, \ldots, i_s) \in \mathbb{Z}_{(p)}$$
Proof We distinguish three cases:

(a) $v(i_2) = 1$. Then $d(i_2, \ldots, i_s) \in \mathbb{Z}$ by Lemma (5.3.4) and hence $d(i_1, \ldots, i_s) - p^{-1}d(i_2, \ldots, i_s) = p^{-1}((n(i_1, \ldots, i_s) - 1)d(i_2, \ldots, i_s) \in \mathbb{Z}$ because $n(i_1, \ldots, i_s) \equiv 1 \mod(p)$ by (5.2.3) as $v(i_1) = p$.

(b) $1 \neq v(i_2) = p \neq p$. Then $d(i_2, \ldots, i_s) \in \mathbb{Z}(p)$ by Lemma (5.3.4) and we find $d(i_1, \ldots, i_s) - p^{-1}d(i_2, \ldots, i_s) \in \mathbb{Z}(p)$, again because $n(i_1, \ldots, i_s) \equiv 1 \mod(p)$.

(c) $v(i_2) = p$. Let $v(i_2) = v(i_3) = \cdots = v(i_s) \neq v(i_{r+1})$. Then $p^{-1}d(i_2, \ldots, i_s) \in \mathbb{Z}$ by Lemma (5.3.4) and hence

$$d(i_1, \ldots, i_s) - p^{-1}d(i_2, \ldots, i_s) = p^{-1}((n(i_1, \ldots, i_s) - 1)d(i_2, \ldots, i_s) \in \mathbb{Z}$$

because we have $n(i_1, \ldots, i_s) \equiv 1 \mod(p^r)$ in this case according to (5.2.3).

**Proof of (5.3.3)** Let $n = p^rm$, $(m, p) = 1$. The coefficient of $X^n$ in (5.3.3) is then equal to

$$m_n(U) - p^{-1}U_p m_{n/p}(p)(U) - \cdots - p^{-1}U_p m_{n/p^r}(p)(U)$$

We split the sum (5.2.7) as

$$m_n(U) = m_{n,0}(U) + m_{n,1}(U) + \cdots + m_{n,r}(U)$$

where $m_{n,0}(U)$ is the sum of those terms of $m_n(U)$ for which $v(i_1) \neq p$, and $m_{n,j}(U)$ is the sum of those terms of $m_n(U)$ for which $i_1 = p^j, j = 1, \ldots, r$.

We now claim

$$m_{n,0}(U) \in \mathbb{Z}(p)[U]$$

(5.3.9)

$$m_{n,j}(U) - p^{-1}U_p m_{n,p^j}(p)(U) \in \mathbb{Z}(p)[U]$$

(5.3.10)

Statement (5.3.9) follows immediately from Lemma (5.3.4); and statement (5.3.10) follows from Lemma (5.3.5). This concludes the proof of (5.3.3).

**Proof of the integrality of $F_v(X, Y)$** (conclusion) Because (5.3.3) holds, we know by the functional equation lemma that $F_v(X, Y) \in A_v[X, Y] = \mathbb{Z}(p)[U][X, Y]$. This holds for all prime numbers $p$, hence $F_v(X, Y) \in \mathbb{Z}[U][X, Y]$.

**Proof of the universality of $F_v(X, Y)$** To prove the universality $F_v(X, Y)$ we first remark that

$$f_v(X) \equiv X + v(n)^{-1}U_n \mod(U_2, \ldots, U_{n-1}, \text{degree}(n + 1))$$

(5.3.13)

(This follows immediately from the definition of $f_v(X)$; cf. (5.2.6), (5.2.7)). It follows that

$$F_v(X, Y) \equiv X + Y + U_n C_n(X, Y) \mod(U_2, \ldots, U_{n-1}, \text{degree}(n + 1))$$

(5.3.14)
where, as always, \( C_n(X, Y) = v(n)^{-1}(X^n + Y^n - (X + Y)^n) \). Choose \( \lambda_{1}^{(n)}, \ldots, \lambda_{n-1}^{(n)} \) such that \( \lambda_{1}^{(n)}(n) + \cdots + \lambda_{n-1}^{(n)}(n-1) = v(n) \) for all \( n \in \mathbb{N}\setminus\{1\} \). Let

\[
(5.3.15) \quad F_U(X, Y) = X + Y + \sum_{i,j \geq 1} e_{ij}X^iY^j
\]

We now define new elements \( y_2, y_3, \ldots \in \mathbb{Z}[U] \) as follows:

\[
(5.3.16) \quad y_n = \sum_{i=1}^{n-1} \lambda_{i}^{(n)} e_{i,n-i}
\]

**Lemma** The \( y_2, y_3, \ldots \) are a free polynomial basis for \( \mathbb{Z}[U] \), i.e., every element of \( \mathbb{Z}[U] \) can uniquely be written as a polynomial in the \( y_2, y_3, \ldots \).

**Proof** This follows immediately from (5.3.14) because (5.3.14) says that

\[
y_n \equiv U_n \mod(U_2, \ldots, U_{n-1})
\]

**Proof of the universality of** \( F_U(X, Y) \) (continued) Now let \( G(X, Y) \) be an arbitrary one dimensional formal group law over a ring \( A \). Write

\[
G(X, Y) = X + Y + \sum_{i,j \geq 1} a_{ij}X^iY^j
\]

We define a homomorphism \( \phi: \mathbb{Z}[U] \rightarrow A \) by requiring that

\[
(5.3.19) \quad \phi(y_n) = \sum_{i=1}^{n-1} \lambda_{i}^{(n)} a_{i,n-i}
\]

This is well defined because of Lemma (5.3.17). Certainly \( \phi \) is the only possible homomorphism \( \mathbb{Z}[U] \rightarrow A \) such that \( \phi \circ F_U(X, Y) = G(X, Y) \). It remains to prove that \( \phi \) actually does take \( F_U(X, Y) \) into \( G(X, Y) \), i.e., that \( \phi(e_{ij}) = a_{ij} \) for all \( i, j \geq 1 \). This is done by induction with respect to \( i + j \), starting with the case \( i = 1 = j \), which is trivial because \( \lambda_{1}^{(2)} = 1 \), hence \( y_2 = e_{1,1} \). Now suppose that \( \phi(e_{ij}) = a_{ij} \) for all \( i, j \) with \( i + j < n \). Now because \( F_U(X, Y) \) and \( G(X, Y) \) are commutative one dimensional formal group laws, we have that the coefficients satisfy certain conditions, viz.

\[
(5.3.20) \quad a_{ij} = a_{ji}, \quad e_{ij} = e_{ji}
\]

\[
(5.3.21) \quad P_{ijk}(e_{l,m}) = 0 = P_{ijk}(a_{l,m})
\]

where the \( P_{ijk} \) are certain universal polynomials expressing associativity. (Cf. also (1.5.3); there is one such polynomial for each triple \( (i, j, k), i, j, k \in \mathbb{N} \).) One easily checks that these polynomials are of the form

\[
(5.3.22) \quad \binom{i+j}{i} C_{i+j,k} - \binom{j+k}{j} C_{i,j+k} - Q_{ijk}(C_{l,m})
\]
where the $Q_{ijk}$ are certain polynomials with coefficients in $\mathbb{Z}$ involving only the $C_{l,m}$ with $l + m < i + j + k$. Cf. (6.1.6)–(6.1.9) for more details on the $P_{ijk}(C)$. By the induction hypothesis we therefore know that

\begin{equation}
\phi \left( \binom{i}{j} e_{i+j,k} - \binom{j}{k} e_{i,j+k} \right) = \binom{i}{j} a_{i+j,k} - \binom{j}{k} a_{i,j+k}, \quad i + j + k = n
\end{equation}

We also have by the definition of $\phi$ that

\begin{equation}
\phi(\lambda_1^n e_{1,n-1} + \cdots + \lambda_{n-1}^n e_{n-1,1}) = \lambda_1^n a_{1,n-1} + \cdots + \lambda_{n-1}^n a_{n-1,1}
\end{equation}

and by the binomial coefficient lemma 4.2 we know that (5.3.20), (5.3.23), (5.3.24) together imply that $\phi(e_{ij}) = a_{ij}$ for $i + j = n$. This concludes the proof of the universality of $F_U(X, Y)$.

### 5.4 Logarithms

Let $A$ be a characteristic zero ring, i.e., $A \to A \otimes \mathbb{Q}$ is injective or, equivalently, $A$ has no additive torsion. Let $F(X, Y)$ be a one dimensional commutative formal group law over $A$. Then, because $F_U(X, Y)$ over $\mathbb{Z}[U]$ is a universal one dimensional commutative formal group law, there is a unique homomorphism $\phi: \mathbb{Z}[U] \to A$ such that $\phi_\ast F_U(X, Y) = F(X, Y)$. Tensoring with $\mathbb{Q}$ gives us a homomorphism (also denoted $\phi$) $\phi: \mathbb{Q}[U] \to A \otimes \mathbb{Q}$. Let

\begin{equation}
f(X) = \log_F(X) = \phi_\ast f_U(X)
\end{equation}

Then $f(X)$ is a power series with coefficients in $A \otimes \mathbb{Q}$ such that

\begin{equation}
F(X, Y) = f^{-1}(f(X) + f(Y))
\end{equation}

(because $A \to A \otimes \mathbb{Q}$ is injective) and such that

\begin{equation}
f(X) \equiv X \mod(\text{degree 2})
\end{equation}

Moreover, again because $A \to A \otimes \mathbb{Q}$ is injective, there is precisely one power series $f(X)$ such that (5.4.2) and (5.4.3) hold. This power series $f(X)$ is called the logarithm of the formal group law $F(X, Y)$ and is occasionally denoted $\log_F(X)$.

The name comes from the fact that the logarithm of the one dimensional multiplicative group $\hat{G}_m(X, Y)$ is equal to

\[
\log_{\hat{G}_m}(X) = \sum_{n=1}^{\infty} (-1)^{n+1} \frac{X^n}{n} = \log(1 + X)
\]

If $A$ is not a characteristic zero ring, then the logarithm $\log_F(X)$ of a one dimensional commutative formal group law does as a rule not exist.
(5.4.4) **Corollary**  Every one dimensional commutative formal group law over a \(\mathbb{Q}\)-algebra is strictly isomorphic to the one dimensional additive formal group law.

Indeed, if \(F(X, Y)\) is a one dimensional commutative formal group law over a \(\mathbb{Q}\)-algebra \(A\), then \(\log_F(X)\) is the (unique) strict isomorphism \(F(X, Y) \to \hat{G}_a(X, Y)\). In case \(A\) is something like the ring of integers of a local field of characteristic zero (and residue characteristic \(p > 0\)) there is an occasionally quite useful formula for the logarithm of a formal group law.

(5.4.5) **Proposition**  Let \(A\) be a \(\mathbb{Z}_{(p)}\)-algebra of characteristic zero such that \(\bigcap_n p^nA = \{0\}\). Let \(F(X, Y)\) be a one dimensional formal group law over \(A\). Then we have (in \(A \otimes \mathbb{Q}[X]\))

\[
\log_F(X) = \lim_{n \to \infty} p^{-n}[p^n]_F(X)
\]

(Here the topology of \(A \otimes \mathbb{Q}[X]\) is the natural one defined by \(\lim_{n \to \infty} g_n(X) = f(X), g_n(X) = \sum c_{i,n} X^i, f(X) = \sum d_i X_i \forall k, \forall m, \exists r\) such that \(c_{kn} - d_k \in p^m A\) for all \(n \geq r\); i.e., for every \(k\) the coefficients of \(X^k\) in \(g_n(X)\) converge \(p\)-adically to the coefficient of \(X^k\) in \(f(X)\) as \(n \to \infty\).)

**Proof**  It suffices to prove the proposition in the special case that \(A = \mathbb{Z}_{(p)}[U]\) and \(F(X, Y) = F_U(X, Y)\) the one dimensional universal formal group law over \(\mathbb{Z}[U] \subset \mathbb{Z}_{(p)}[U]\) constructed in Section 5.2 above. Let \(f(X) = f_U(X)\). Then we have

\[
f(X) = \sum_{n=1}^{\infty} a_n X^n, \quad a_1 = 1, \quad a_n \in p^{-v_p(n)} \mathbb{Z}_{(p)}[U]
\]

where \(v_p(n) = k\) if \(p^k | n\) and \(p^{k+1} \not| n, k \in \mathbb{N} \cup \{0\}\). Choose \(m \in \mathbb{N}\) and let \(k = \max_{i=1, \ldots, m} \{v_p(i)\}\). Then for \(n > 3k\) we have

\[
p^nf(X) \equiv 0 \mod(\text{degree } m + 1, p^{n-k})
\]

and hence, using (5.4.7)

\[
f(p^nf(X)) \equiv p^nf(X) \mod(\text{degree } m + 1, p^{2n-3k})
\]

So, for \(2n > 3k\), we have by Part (iv) of the functional equation lemma

\[
p^nf(X) \equiv f^{-1}(p^nf(X)) = [p^n]_F(X) \mod(\text{degree } m + 1, p^{2n-3k})
\]

and \(f(X) \equiv p^{-n}[p^n]_F(X) \mod(\text{degree } m + 1, p^{n-3k})\) proving (5.4.6).

(5.4.8) **Remark**  Somewhat related to formula (5.4.6) is the sometimes useful observation that for any (one dimensional) commutative formal group
law over a $\mathbb{Z}_{(p)}$-algebra $A$ there exist for every $n$ power series $\beta_0(X), \ldots, \beta_n(X) \in A[X]$, $\beta_0(X) \equiv X \mod(\text{degree 2})$ such that

$$(5.4.9) \quad [p^n]_F(X) = p^n\beta_0(X) + p^{n-1}\beta_1(X^p) + \cdots + p\beta_{n-1}(X^{p^{n-1}}) + \beta_n(X^p)$$

(Of course the power series $\beta_i(X)$, $i = 0, \ldots, n$, may depend on $n$.) This is proved in a rather similar manner as Proposition (5.4.5) as follows. Again it suffices to treat only the special case $A = \mathbb{Z}_{(p)}[U], F(X, Y) = F_U(X, Y)$. Now by (5.4.7) there exists a power series $\gamma(X) \in \mathbb{Q}[U][X]$ such that

$$(5.4.10) \quad p^n\gamma(X) \equiv \gamma(X^{p^{k+1}}) \mod(p^{n-k}\mathbb{Z}_{(p)}[U][X])$$

We proceed to prove (5.4.9) by induction. Suppose we have already found $\beta_0(X), \ldots, \beta_n(X)$ such that (5.4.9) holds $\mod(\text{degree } m)$. We write

$$(5.4.11) \quad [p^n]_F(X) \equiv p^n\beta_0(X) + \cdots + \beta_n(X^{p^n}) + bX^m \mod(\text{degree } m + 1)$$

Let $k = v_p(m)$, then we have to show that $b \in p^{n-k}\mathbb{Z}_{(p)}[U]$. We can assume $k < n$ (otherwise we are through). Using $f(X) \equiv X \mod(\text{degree 2})$ and applying Part (iv) of the functional equation lemma we obtain from (5.4.11)

$$(5.4.12) \quad p^n f(X) \equiv f([p^n]_F(X)) \equiv f(p^{n-k-1}\beta_{k+1}(X^{p^{k+1}}) + \cdots + \beta_n(X^{p^n})) + bX^m \mod(p^{n-k}\mathbb{Z}_{(p)}[U][X], \text{degree } m + 1).$$

Using (5.4.10) we see that $bX^m$ is a power series in $X^{p^{k+1}} \mod p^{n-k}\mathbb{Z}_{(p)}[U][X]$ proving that $b \in p^{n-k}\mathbb{Z}_{(p)}[U]$ because $v_p(m) = k$.

5.5 Universality properties of $F_S(X, Y)$

Let $F_S(X, Y)$ be the one dimensional commutative formal group law over $\mathbb{Z}[S_2, S_3, \ldots] = \mathbb{Z}[S]$ constructed in Section 3.1. Because $F_U(X, Y)$ over $\mathbb{Z}[U]$ is universal, there exists a unique homomorphism $\phi: \mathbb{Z}[U] \rightarrow \mathbb{Z}[S]$ such that $\phi_* F_U(X, Y) = F_S(X, Y)$. Now by (3.1.8) we have $F_S(X, Y) \equiv X + Y + S_n v_p(n)^{-1}B_n(X, Y) \mod(S_2, \ldots, S_{n-1}, \text{degree } n + 1)$, and by (5.3.14) we have that $F_U(X, Y) \equiv X + Y + v(n)^{-1}U_n B_n(X, Y) \mod(U_2, \ldots, U_{n-1}, \text{degree } n + 1)$. It follows that

$$(5.5.1) \quad \phi(U_n) \equiv v_p(n)^{-1}v(n)S_n \mod(S_2, \ldots, S_{n-1})$$

where $v_p(n) = v(n)$ if $v(n) = p$ and $v_p(n) = 1$ if $v(n) \neq p$. It follows that $\phi$ induces an isomorphism

$$(5.5.2) \quad \phi \otimes \mathbb{Z}_{(p)}: \mathbb{Z}_{(p)}[U] \rightarrow \mathbb{Z}_{(p)}[S]$$

and this proves:

\textbf{(5.5.3) Theorem} The formal group law $F_S(X, Y)$ over $\mathbb{Z}_{(p)}[S]$ is universal for one dimensional commutative formal group laws over $\mathbb{Z}_{(p)}$-algebras. (The same statement holds for $F_S(X, Y)$ considered as a formal group law over $\mathbb{Z}[S]$.)

\section{A Universal Commutative Formal Group Law}

\subsection{Remark}
If one identifies $\mathbb{Z}_{(p)}[S]$ with $\mathbb{Z}_{(p)}[U]$ by means of $U_i = S_i$, $i = 2, 3, \ldots$, then the formal group laws $F_U(X, Y)$ and $F_S(X, Y)$ become strictly isomorphic. Note that this is not the identification given by $\phi \otimes \mathbb{Z}_{(p)}$. The strict isomorphism is given by $f_S^{-1}(f_U(X))$ which is seen to be $p$-integral by the functional equation lemma (2.2). (Cf. (5.3.2) and 3.1.)

\subsection{Caveat}
Let $F(X, Y)$ and $F_U(X, Y)$ be two universal one-dimensional commutative formal group laws over $\mathbb{Z}[U]$, then $F(X, Y)$ and $F_U(X, Y)$ need not be isomorphic as formal groups over $\mathbb{Z}[U]$. An example is $F(X, Y) = \phi_\ast F_U(X, Y)$ where $\phi : \mathbb{Z}[U] \to \mathbb{Z}[U]$ is the automorphism $U_2 \mapsto U_2 + U_3$, $U_i \mapsto U_i$ for $i \geq 3$. Indeed, there is not even a power series $\alpha(X) = aX + a_2X^2 + \cdots$ with $a$ a unit in $\mathbb{Z}[U]$, i.e., $a = \pm 1$, such that $\alpha(F(X, Y)) \equiv F_U(\alpha(X), \alpha(Y)) \mod(\text{degree } 3)$.

Conversely, if $F(X, Y)$ is strictly isomorphic over $\mathbb{Z}[U]$ to $F_U(X, Y)$, then $F(X, Y)$ over $\mathbb{Z}[U]$ need not be a universal commutative one dimensional formal group law. To see this, let $F(X, Y) = \alpha^{-1}F_U(\alpha(X), \alpha(Y))$ where $\alpha(X) = X + U_3X^2$. Then we have that

\begin{equation}
\log_F(X) = f_U(\alpha(X)) \\
\equiv X + U_3X^2 + \frac{U_2}{2}X^2 + \left(U_2U_3 + \frac{U_3}{3}\right)X^3 \mod(\text{degree } 4)
\end{equation}

Now if $F(X, Y)$ over $\mathbb{Z}[U]$ were universal, there must be a homomorphism $\phi : \mathbb{Z}[U] \to \mathbb{Z}[U]$ such that $\phi_\ast \log_F(X) = \log_{F_U}(X)$, which means that there must be elements $b_2 = \phi(U_2)$ and $b_3 = \phi(U_3)$ in $\mathbb{Z}[U]$ such that

\begin{equation}
b_2 + 2b_3 = U_2, \quad b_3 + 3b_2b_3 = U_3
\end{equation}

which is not possible.

\section{A special choice for the coefficients}

In this subsection we discuss a special choice for the integers $n(i_1, \ldots, i_s)$ which will be useful later.

\subsection{Definition of the $n(i_1, \ldots, i_s)$}
For each prime number $p$ and each $i \in \mathbb{N}\backslash\{1\}$, let $c(p, i)$ be an integer such that

\begin{equation}
c(p, i) = 1 \quad \text{if} \quad v(i) = 1
\end{equation}

\begin{equation}
c(p, p^r) = 1 \quad \text{for all} \quad r \in \mathbb{N}
\end{equation}

\begin{equation}
c(p, i) \equiv \begin{cases} 1 \mod(p) & \text{if} \quad 1 \neq v(i) = q \neq p \\ 0 \mod(q) & \text{if} \quad 1 = v(i)
\end{cases}
\end{equation}

We now define integers $b(i_1, \ldots, i_s)$ for all sequences $(i_1, \ldots, i_s)$ with $s \in \mathbb{N}$, $i_j \in \mathbb{N}\backslash\{1\}$, $j = 1, \ldots, s$, by the formula

\begin{equation}
b(i_1) = \prod_{p \mid i_1} c(p, i_1)
\end{equation}
if \( s = 1 \), and the recursion formula

\[
(5.6.6) \quad b(i_1, \ldots, i_s) = \prod_{p \mid i_1 \cdots i_s} c(p, i_s) b(i_1, \ldots, i_{s-1})
\]

if \( s \geq 2 \). Here the product is over all prime numbers \( p \) that divide \( i_1 i_2 \cdots i_s \), so that the factor \( c(p, i_s) \) occurs once irrespective of how high a power of \( p \) divides \( i_1 i_2 \cdots i_s \).

Finally, we define

\[
(5.6.7) \quad n(i_1, \ldots, i_s) = \frac{b(i_1, \ldots, i_s)}{b(i_2, \ldots, i_s)} \quad \text{if} \quad s \geq 2, \quad n(i_1) = 1
\]

With induction we obtain from (5.6.6) that

\[
(5.6.8) \quad b(i_1, \ldots, i_s) = \prod_{p \mid i_1 \cdots i_s} c(p, i_s) \prod_{p \mid i_1 \cdots i_{s-1}} c(p, i_{s-1}) \cdots \prod_{p \mid i_1} c(p, i_1)
\]

so that \( n(i_1, \ldots, i_s) \) is equal to

\[
(5.6.9) \quad n(i_1, \ldots, i_s) = \prod_{p \mid i_1} c(p, i_1) \prod_{p \mid i_2} c(p, i_2) \cdots \prod_{p \mid i_s} c(p, i_s)
\]

\( \blacksquare \) (5.6.10) **Proof that the \( n(i_1, \ldots, i_s) \) defined by (5.6.7) (or (5.6.9)) satisfy the conditions (5.2.2)–(5.2.4)** Condition (5.2.2) is clearly satisfied by definition. Suppose that \( 1 \neq p = v(i_1) = \cdots = v(i_s) \neq v(i_{r+1}) \). First suppose that \( r \geq 2 \). The only prime number dividing \( i_1 \) is \( p \), and \( p \) also divides \( i_2, i_2 i_3, \ldots, i_2 i_3 \cdots i_s \), so that (5.6.9) and (5.6.3) say that \( n(i_1, \ldots, i_s) = 1 \) in this case. Next suppose that \( r = 1 \). The only prime number dividing \( i_1 \) is \( p \) and \( c(p, i) \equiv 1 \mod(p) \) for all \( i \) according to (5.6.2) and (5.6.4). Therefore (5.6.9) says that \( n(i_1, \ldots, i_s) \equiv 1 \mod(p) \) in this case. This proves condition (5.2.3). Now let \( v(i_1) \neq p = v(i_2) = \cdots = v(i_s) \neq v(i_{r+1}) \). Then there is a prime number \( q \) that divides \( i_1 \), but which does not divide \( i_2, \ldots, i_r \), and hence does not divide \( i_2, i_2 i_3, \ldots, i_2 i_3 \cdots i_s \). It now follows from (5.6.9) that \( n(i_1, \ldots, i_s) \) contains the factor \( c(q, i_2) c(q, i_3) \cdots c(q, i_r) \). But \( c(q, i_2) \equiv c(q, i_3) \equiv \cdots \equiv c(q, i_r) \equiv 0 \mod(p) \) according to (5.6.4) because \( 1 \neq v(i_2) = v(i_3) = \cdots = v(i_r) = p \neq q \). Hence \( n(i_1, \ldots, i_s) \equiv 0 \mod p^{r-1} \) in this case, which proves condition (5.2.4).

\( \blacksquare \) (5.6.11) **Convention** Fix a choice for the \( c(p, i) \) so that (5.6.2)–(5.6.4) are satisfied and let \( F_U(X, Y) \) and \( f_u(X) \) be the power series defined by (5.2.6)–(5.2.8) with the \( n(i_1, \ldots, i_s) \) as specified by (5.6.5)–(5.6.7). From now on unless otherwise stated \( F_U(X, Y) \) and \( f_U(X) \) will denote precisely these formal power series.

\( \blacksquare \) (5.6.12) **A formula or \( U_n \) in terms of the \( m_k(U) \)** In the case of these particular choices of \( n(i_1, \ldots, i_s) \) there are “reasonable” formulas for the \( U_n \) in
terms of the $m_k(U)$. These formulas will later be useful in complex cobordism cohomology.

As before let

\[(5.6.13) \quad d(i_1, \ldots, i_s) = \frac{n(i_1, \ldots, i_s)}{v(i_1)} \cdot \ldots \cdot \frac{n(i_s)}{v(i_s)}\]

then (5.6.7) and (5.6.6) imply that for $s \geq 2$

\[(5.6.14) \quad \frac{d(i_1, \ldots, i_s)}{d(i_1, \ldots, i_{s-1})} = v(i_s)^{-1} \prod_{p \mid i_1 \cdots i_s} c(p, i_s)\]

Note that this number depends only on the product $i_1 \cdots i_s$ and $i_s$ but not on the individual factors $i_1, i_2, \ldots, i_{s-1}$. We define for all $n, l \in \mathbb{N}\setminus\{1\}$

\[(5.6.15) \quad \mu(n, l) = \prod_{p \mid n} c(p, l)\]

**Theorem**

\[v(n)m_n(U) = U_n + \sum_{\substack{l \mid n \backslash n \not\equiv 1, n}} \frac{\mu(n, l)v(n)}{v(l)} m_{n/l}(U)U_l^{n/l}\]

**Proof** We have according to (5.2.7), (5.6.13), (5.6.14), and (5.6.15)

\[m_n(U) = \sum d(i_1, \ldots, i_s)U_{i_1}U_{i_2}^{i_1} \cdots U_{i_s}^{i_1 \cdots i_{s-1}}\]

\[= v(n)^{-1}U_n + \sum_{s \geq 2} \frac{\mu(n, i_s)}{v(i_s)}(d(i_1, \ldots, i_{s-1})U_{i_1}U_{i_2}^{i_1} \cdots \cdots U_{i_{s-1}}^{i_1 \cdots i_{s-2}})U_{i_s}^{n/i_s}\]

\[= v(n)^{-1}U_n + \sum_{\substack{l \mid n \backslash n \not\equiv 1, n}} \frac{\mu(n, l)}{v(l)} m_{n/l}(U)U_l^{n/l}\]

### 5.7 Group law chunks and the comparison lemma

**Definition** A commutative one dimensional formal group law chunk of order $m$ over a ring $A$ is a polynomial of total degree $\leq m$ in two indeterminates $F_m(X, Y)$ of the form $F_m(X, Y) = X + Y + \sum_{i,j \geq 1} c_{ij} X^i Y^j$ such that $F_m(X, Y) = F_m(Y, X)$ and $F_m(F_m(X, Y), Z) \equiv F_m(X, F_m(Y, Z)) \mod(\deg m + 1)$.

**Example** If $F(X, Y) = X + Y + \sum_{i,j \geq 1} a_{ij} X^i Y^j$ is a one dimensional formal group law over a ring $A$, then setting $a_{ij} = 0$ for all $i, j \in \mathbb{N}$ such that $i + j > m$ yields a commutative one dimensional formal group law chunk which we shall denote $F_{(m)}(X, Y)$. 
(5.7.3) **Theorem** \((F_U)_{m}(X, Y)\) over \(\mathbb{Z}[U_2, \ldots, U_m]\) is a universal commutative formal group law chunk.

**Proof** This proof is practically identical with that of the universality of \(F_U(X, Y)\).

(5.7.4) **Corollary** Every one dimensional commutative formal group law chunk comes from a formal group. That is, if \(F_m(X, Y)\) over \(A\) is a one dimensional commutative formal group law chunk, then there exists a one dimensional commutative formal group law \(F(X, Y)\) over \(A\) such that \(F(X, Y) \equiv F_m(X, Y) \mod(\text{degree } m + 1)\).

(5.7.5) **Corollary** (Lazard’s comparison lemma) Let \(F_m(X, Y)\) and \(G_m(X, Y)\) be one dimensional commutative formal group law chunks of order \(m\) over a ring \(A\) and suppose that \(F_m(X, Y) \equiv G_m(X, Y) \mod(\text{degree } m)\). Then there exists an \(a \in A\) such that \(F_m(X, Y) \equiv G_m(X, Y) + aC_m(X, Y)\) where \(C_m(X, Y) = v(m)^{-1}(X^m + Y^m - (X + Y)^m)\).

**Proof** This follows immediately from Theorem (5.7.3) and the fact that \(F_U(X, Y) \equiv X + Y + U_m C_m(X, Y) \mod(U_2, \ldots, U_{m-1}, \text{degree } m + 1)\).

(5.7.6) **Corollary** Let \(F(X, Y)\) be a commutative one dimensional formal group law over a ring \(A\). Then \(F(X, Y)\) is (strictly) isomorphic to the additive one dimensional formal group law over \(A\) if and only if \([p]_F(X) \in pA[X]\) for all prime numbers \(p\).

**Proof** The condition is clearly necessary because if \(\alpha(X) : F(X, Y) \to \hat{G}_a(X, Y)\) is an isomorphism, then \(\alpha([p]_F(X)) \equiv p\alpha(X)\). Conversely, suppose that the condition is satisfied, and suppose that \(\alpha_m(X)\) is a power series such that \(\alpha_m(X) \equiv X \mod(\text{degree } 2)\) and \(F(X, Y) \equiv \alpha_m^{-1}(\alpha_m(X) + \alpha_m(Y)) \mod(\text{degree } m + 2)\) with \(m \geq 2\). (The induction starts became \(\alpha_2(X) = X \) works for \(m = 2\).) Then by the comparison lemma we have

\[(5.7.7) \quad F(X, Y) \equiv \alpha_m^{-1}(\alpha_m(X) + \alpha_m(Y)) + aC_m(X, Y) \mod(\text{degree}(m + 1))\]

If \(v(m) = 1\), then \(\alpha_{m+1}(X) = \alpha_m(X) - aX^m\) is such that \(F(X, Y) \equiv \alpha_m^{-1}(\alpha_m(X) + \alpha_m(Y)) \mod(\text{degree } m + 2)\). If \(v(m) = p\), we have \([p]_F(X) \in pA[X], \alpha_m^{-1}(p\alpha_m(X)) \in pA[X]\), so that (5.7.7) then implies that

\[a(p^{-1}(pX^m - (pX)^m)) \in pA[X]\]

so that there is a \(b \in A\) such that \(a = pb\). In this case take \(\alpha_{m+1}(X) = \alpha(X) - bX^m\) to obtain a power series such that \(F(X, Y) \equiv \alpha_m^{-1}(\alpha_m(X) + \alpha_m(Y)) \mod(\text{degree } m + 1)\).

(5.7.8) **Example** Let \(k\) be a ring of characteristic \(p > 0\) (i.e., \(pa = 0\) for all \(a \in A\)) where \(p\) is a prime number. Let

\[(5.7.9) \quad F(X, Y) = X + Y + aX^pY^p + bX^pY^p\]
Then $F(X, Y)$ is a one dimensional formal group law chunk of order $p^{n+m}$. If $k$ is a field and $a \neq b$, $n \neq m$, then $F(X, Y)$ does not come from a one dimensional formal group law because, as we shall see in Section 6, every one dimensional formal group law over a field is commutative.

5.8 Invariant differential forms on a one dimensional formal group law

To conclude this section we give Honda’s remarkably elegant proof (cf. [188, 189]) that a one dimensional formal group over a characteristic zero ring $A$ is (i) commutative and (ii) admits a logarithm (defined over $A \otimes \mathbb{Q}$). Statement (i) will be proved again in the next section (in a more general context but in a much more cumbersome fashion) and, given (i), (ii) follows (cf. 5.4).

Let $F(X, Y)$ be a one dimensional formal group law over a characteristic zero ring $A$. By taking partial derivatives with respect to $X$ in the associativity relation $F(F(X, Y), Z) = F(X, F(Y, Z))$ we find

$$\frac{\partial F}{\partial X}(X, F(Y, Z)) = \frac{\partial F}{\partial X}(F(X, Y), Z) \cdot \frac{\partial F}{\partial X}(X, Y)$$

(5.8.1)

Let $g(X)$ be the formal power series (with coefficients in $A$) defined by

$$g(X) \cdot \frac{\partial F}{\partial X}(0, X) = 1$$

(5.8.2)

and let $f(X)$ be the unique formal power series (with coefficients in $A \otimes \mathbb{Q}$) such that

$$\frac{\partial}{\partial X} f(X) = g(X), \quad f(X) \equiv X \quad \text{mod(\text{degree } 2)}$$

(5.8.3)

Then it follows from (5.8.1) (with $X = 0$, $Y = X$, $Z = Y$) and (5.8.2) that

$$\frac{\partial}{\partial X} f(F(X, Y)) = \frac{\partial}{\partial X} f(X)$$

(5.8.4)

It follows that

$$f(F(X, Y)) - f(X) \in A \otimes \mathbb{Q}[Y]$$

(5.8.5)

We write

$$f(F(X, Y)) - f(X) = h(Y)$$

(5.8.6)

and substitution of $X = 0$ in (5.8.6) then gives $h(Y) = f(Y)$ so that

$$f(F(X, Y)) = f(X) + f(Y)$$

(5.8.7)

which proves that $F(X, Y)$ is commutative and at the same time that $F(X, Y)$ admits a logarithm over $A \otimes \mathbb{Q}$. 
The expression $g(X) \, dX$ can be interpreted as a right invariant differential form on $F(X, Y)$. The invariance property is in fact (5.8.4).

6 Most One Dimensional Formal Group Laws Are Commutative

Practically all the formal group laws constructed so far have been commutative. This is no accident, as is shown by Theorem (1.6.7) which we shall prove in this section. The theorem in question says:

6.1 Commutativity theorem

**Theorem** Let $A$ be a ring that has no elements $a \neq 0$ that are torsion and nilpotent simultaneously (i.e., there do not exist $a \neq 0, a \in A,$ and $n, m \in \mathbb{N}$ such that $na = a^m = 0$). Then every one dimensional formal group law is commutative. Conversely, if every one dimensional formal group law over $A$ is commutative, then $A$ has no nonzero torsion nilpotents.

(6.1.1) Proof of necessity of the condition on $A$ The example is (1.1.8). Suppose $0 \neq a \in A$ and suppose that $n, m \in \mathbb{N}$ are such that $na = a^m = 0$. Let $n \in \mathbb{N}$ be the smallest natural number such that $na = 0$, then $n \geq 1$; hence there exists a prime number $p$ such that $p \mid n$, let $b = p^{-1}na$, then $b \neq 0$ and $pb = 0$. Also clearly $b^m = 0$; let $m$ be minimal such $b^m = 0$, then $m \geq 1$. Let $c = b^{m-1}$, then $c \neq 0$, $c^2 = 0$, $pc = 0$. Now let $F(X, Y)$ be the power series (cf. (1.1.8))

$$F(X, Y) = X + Y + cXY^p$$

It is easy to check that $F(F(X, Y), Z) = F(X, F(Y, Z))$ so that $F(X, Y)$ is a noncommutative formal group law.

(6.1.3) Proof of sufficiency in case $A$ is a characteristic zero ring

Now suppose that $A$ is a characteristic zero ring, i.e., $na = 0$, $a \in A$, $n \in \mathbb{N}$, implies $a = 0$; or, equivalently, the canonical homomorphism $A \to A \otimes \mathbb{Q}$ is injective. Let

$$F(X, Y) = X + Y + \sum_{i,j \geq 1} a_{ij}X^iY^j$$

be a formal group law over $A$.

We have

$$F(F(X, Y), Z) = X + Y + \sum_{i,j \geq 1} a_{ij}X^iY^j + Z$$

$$+ \sum_{i,k \geq 1} a_{i,k} \left(X + Y + \sum_{r,s \geq 1} a_{ij}X^rY^s\right)^l Z^k$$
\[ F(X, F(Y, Z)) = X + Y + Z + \sum_{i,k \geq 1} a_{i,k} Y^i Z^k \]
\[ + \sum_{i,m \geq 1} a_{i,m} X^i \left( Y + Z + \sum_{t,s \geq 1} a_{s,t} Y^s Z^t \right)^m \]

so that the associativity condition becomes

(6.1.5) \[ P_{ijk}(a_{l,m}) = 0, \quad i, j, k \geq 1 \]

where \( P_{ijk}(C) \) is the polynomial in the \( C_{l,m}, l + m \leq i + j + k \),

(6.1.6) \[ P_{ijk}(C) = C_{i+j,k}^{i+j} \binom{i+j}{i} + \sum C_{i,k} \left( \prod_{0 \leq i_1, \ldots, i_n, 1 \leq l} C_{r_1,i_1}^{i_1} \cdots C_{r_m,i_n}^{i_n} \right) \]
\[ - C_{i,j+k}^{j+k} \binom{j+k}{k} + \sum C_{i,m} \left( \prod_{0 \leq i_1, \ldots, i_n, 1 \leq m} C_{s_1,i_1}^{i_1} \cdots C_{s_n,i_n}^{i_n} \right) \]

where the first sum is over all \( l, n, r_1, \ldots, r_m, s_1, \ldots, s_n, i_1, \ldots, i_n \in \mathbb{N} \), and \( r_0, s_0 \in \mathbb{N} \cup \{0\} \) such that

\[
\begin{align*}
    r_0 + r_1 i_1 + \cdots + r_n i_n &= i \\
    s_0 + s_1 i_1 + \cdots + s_n i_n &= j \\
    r_0 + s_0 + i_1 + \cdots + i_n &= l
\end{align*}
\]

and the second sum is over all \( m, n, s_1, \ldots, s_n, t_1, \ldots, t_m, i_1, \ldots, i_n \in \mathbb{N} \), and \( s_0, t_0 \in \mathbb{N} \cup \{0\} \) such that

\[
\begin{align*}
    s_0 + s_1 i_1 + \cdots + s_n i_n &= j \\
    t_0 + t_1 i_1 + \cdots + t_n i_n &= k \\
    s_0 + t_0 + i_1 + \cdots + i_n &= m
\end{align*}
\]

Note that conditions (6.1.7) and (6.1.8) imply that

(6.1.9) \[ P_{ijk}(C) \equiv \binom{i+j}{i} C_{i+j,k}^{i+j} - \binom{j+k}{k} C_{i,j+k}^{j+k} \mod(\ldots, C_{l,m}, \ldots; \; l + m < i + j + k) \]

a fact which we have used before.

Now suppose that \( a_{r,s} = a_{s,r} \) for all \( r + s < t \). Take \( i, j, k \) such that \( i = k, i + j + k = t \). Then \( P_{iji}(a) = 0 \) implies that

(6.1.10) \[ \binom{i+j}{i} a_{i+j,i} = \binom{i+j}{i} a_{i,j+i} \]

(A one–one correspondence between the remaining terms of \( P_{iji}(a) \) is given by taking \( l = m, r_0 = t_0, r_1 = t_1, \ldots, r_n = t_n \) in the two sums in (6.1.6).) But \( A \) is a
characteristic zero ring, hence \( a_{i+j,i} = a_{i,i+j} \) thus giving us an inductive proof that \( a_{ij} = a_{j,i} \) for all \( i, j \geq 1 \).

6.2 Proof that one dimensional formal group laws over integral domains are commutative

\( \Box \) (6.2.1) Lemma Let \( F(X, Y) \) be a noncommutative one dimensional formal group law over a ring \( A \). Then there is a nonzero homomorphism of \( F(X, Y) \) into \( \hat{G}_m(X, Y) \) or into \( \hat{G}_a(X, Y) \).

Proof We write \( X \cdot Y \) for \( F(X, Y) \) and \( X^{(-1)} \) for \( i(X) = \{-1\}_F(X) \). Let \( H(X, Y) = X \cdot Y \cdot X^{(-1)} \), i.e., \( H(X, Y) = F(X, F(Y, i(X))) \). Then \( H(0, Y) = Y \), so we can write

\[
H(X, Y) = Y + \sum_{n=1}^{\infty} r_n(X) Y^n
\]

where the \( r_n(X) \) are elements of \( A[[X]] \) such that \( r_n(0) = 0 \). Because \( F(X, Y) \) is noncommutative, there is an \( n \in \mathbb{N} \) such that \( r_n(X) \neq 0 \). Let \( m \) be the smallest element of \( \mathbb{N} \) such that \( r_m(X) \neq 0 \). We distinguish two cases.

\( \Box \) (6.2.3) Case A: \( m = 1 \) In this case one has

\[
H(X, Y) \equiv Y(1 + r_1(X)) \pmod{Y^2}
\]

and the identity

\[
(X \cdot X') \cdot Y \cdot (X \cdot X')^{(-1)} = X \cdot (X' \cdot Y \cdot X'^{(-1)}) \cdot X^{(-1)}
\]

which follows from the associativity of \( F(X, Y) \), shows that

\[
H(X \cdot X', Y) = H(X, H(X', Y))
\]

And this gives \( \pmod{Y^2} \)

\[
Y(1 + r_1(X \cdot X')) \equiv Y(1 + r_1(X'))(1 + r_1(X))
\]

which means that

\[
r_1(X \cdot X') = r_1(X) + r_1(X') + r_1(X)r_1(X')
\]

and (6.2.7) says that \( r_1(X) \) is a homomorphism of \( F(X, Y) \) into \( \hat{G}_m(X, Y) \).

\( \Box \) (6.2.8) Case B: \( m > 1 \) In this case one has

\[
H(X, Y) \equiv Y + r_m(X) Y^m \pmod{Y^{m+1}}
\]

and using (6.2.5) again one finds \( \pmod{Y^{m+1}} \), using \( m \geq 2 \),

\[
Y + r_m(X \cdot X') Y^m \equiv H(X', Y) + r_m(X)H(X', Y)^m
\]

\[
\equiv Y + r_m(X') Y^m + r_m(X)(Y + r_m(X') Y^m)^m
\]

\[
\equiv Y + r_m(X') Y^m + r_m(X) Y^m
\]
which shows that

\[(6.2.10) \quad r_m(X \cdot X') = r_m(X) + r_m(X')\]

i.e., that \(r_m\) is a homomorphism of \(F(X, Y)\) into \(\hat{G}_a(X, Y)\).

**Lemma** Let \(A\) be an integral domain and let \(F(X, Y), F'(X, Y)\) be one dimensional formal group laws over \(A\). Suppose that \(F'(X, Y)\) is commutative and that there exists a nonzero homomorphism \(\alpha(X): F(X, Y) \rightarrow F'(X, Y)\). Then \(F(X, Y)\) is commutative.

**Proof** We write

\[(6.2.12) \quad \alpha(X) = \sum_{n \geq r} a_n X^n, \quad a_r \neq 0\]

Let

\[(6.2.13) \quad C(X, Y) = X \cdot Y \cdot X^{(-1)} \cdot Y^{(-1)} = F(X, F(Y, F(E(X), E(Y))))\]

be the commutator of \(X\) and \(Y\) with respect to the group law \(F(X, Y)\). Because \(F'(X, Y)\) is commutative and \(\alpha(X)\) is a homomorphism we must have

\[(6.2.14) \quad \alpha(C(X, Y)) = 0\]

Suppose that \(C(X, Y) \neq 0\), then \(C(X, Y) = D_m(X, Y) \mod(\text{degree } m + 1)\) with \(D_m(X, Y) \neq 0\) a homogeneous polynomial of degree \(m\) in \(X, Y\). Relations (6.2.12) and (6.2.14) now say that

\[(6.2.15) \quad a_r D_m(X, Y) \equiv 0 \mod(\text{degree } mr + 1)\]

which, because \(A\) is an integral domain and \(a_r \neq 0\), implies the contradiction that \(D_m(X, Y) = 0\). This proves the lemma.

### 6.3 Proof of Theorem 6.1 (conclusion)

Let \(A\) be a ring with no elements \(a \neq 0\) that are simultaneously torsion and nilpotent. Let \(F(X, Y)\) be a one dimensional formal group law over \(A\). We write

\[(6.3.1) \quad F(X, Y) = X + Y + \sum_{i,j \geq 1} a_{ij} X^i Y^j\]

For each prime ideal \(p\) of \(A\) let \(\phi: A \rightarrow A/p\) be the natural projection. In addition let \(\phi_\infty: A \rightarrow A \otimes \mathbb{Q}\) be the natural homomorphism \(a \mapsto a \otimes 1\). Lemmas (6.2.1) and (6.2.11) imply that the formal groups \((\phi_\infty)_* F(X, Y)\) are all commutative, which means that the elements \(a_{ij} - a_{ji}\) are in \(p\) for every prime ideal \(p\), so that the elements \(a_{ij} - a_{ji}\) are nilpotents. But \((\phi_\infty)_* F(X, Y)\) is also commutative by (6.1.3) (or 5.8), therefore \(a_{ij} - a_{ji}\) is also in \(\text{Ker}(\phi_\infty)\), i.e., \(a_{ij} - a_{ji}\) is also a torsion element for all \(i, j\). Because of the hypothesis on \(A\) this means that \(a_{ij} = a_{ji}\) for all \(i, j\), i.e., that \(F(X, Y)\) is commutative.
7 Honda's Method for Constructing Formal Group Laws

7.1 The setting

In this whole section $K$ will be a discrete valuation field of characteristic 0 (not necessarily complete) with ring of integers $A$ and maximal ideal $m$ such that the residue field $k = A/m$ is of characteristic $p > 0$. In addition we require that there exists an endomorphism $\sigma: K \to K$ and a power $q$ of $p$ such that

$$\sigma(a) \equiv a^q \mod(m) \quad \text{for all} \quad a \in A$$

Examples of such fields $K$ are, e.g., all fields $A \otimes \mathbb{Q}$ with $\mathbb{Z}_{(p)} \subset A \subset \mathbb{Z}_p$ and all finite extensions of the $p$-adic numbers $\mathbb{Q}_p$.

We fix a prime element $\pi$ of $A$.

7.2 The constructions

Let $K$ be a field as in 7.1. Then $K[p][T]$ denotes the noncommutative ring of power series in $T$ over $K$ with the multiplication rule $Ta = \sigma(a)T$; $A[p][T]$ is the subring of $K[p][T]$ consisting of all power series with coefficients in $A$.

Now let $u(T) \in A[p][T]$ be an element such that $u(T) \equiv \pi \mod(\text{degree 1})$, where $\pi$ is the (fixed) prime element of $A$. We set

$$u^{-1} \pi = 1 + \sum_{i=1}^{\infty} b_i T^i, \quad b_i \in K$$

and

$$f(X) = X + \sum_{i=1}^{\infty} b_i X^q, \quad F(X, Y) = f^{-1}(f(X) + f(Y))$$

7.3 Honda formal group laws

**Theorem** Let $F(X, Y)$ be obtained as in (7.2.1)–(7.2.3). Then $F(X, Y)$ has its coefficients in $A$ and hence defines a commutative one dimensional formal group law over $A$.

**Proof** From the relation (7.2.1) we have $u(1 + \sum_{i=1}^{\infty} b_i T^i) = \pi$. Writing

$$u(T) = \pi + a_1 T + a_2 T^2 + \cdots,$$

we obtain

$$\pi b_n = -a_1 \sigma(b_{n-1}) - a_2 \sigma^2(b_{n-2}) - \cdots - a_{n-1} \sigma^{n-1}(b_1) - a_n$$

so that $f(X)$ satisfies the functional equation

$$f(X) = X + \sum_{i=1}^{\infty} s_i \sigma^i f(X^q)$$

with $s_i = -\pi^{-1} a_i$. To prove Theorem 7.3 it now suffices to apply the functional equation lemma 2.2.
7.4 Remark

Again let \( u(T) = \pi + a_1 T + a_2 T^2 + \cdots \), and now consider

\[
(7.4.1) \quad \pi u^{-1} = 1 + \sum_{i=1}^{\infty} b_i T^i
\]

and set

\[
(7.4.2) \quad f(X) = X + \sum_{i=1}^{\infty} b_i T^i, \quad F(X, Y) = f^{-1}(f(X) + f(Y))
\]

then the \( b_i \) satisfy the equation

\[
(7.4.3) \quad b_n \sigma^n(\pi) + b_{n-1} \sigma^{n-1}(a_i) + \cdots + b_1 \sigma(a_{n-1}) + a_n = 0
\]

From this (by means of the reverse argument of 3.3) we find

\[
(7.4.4) \quad b_n = \sum_{i_1 + \cdots + i_r = n} c_{i_1} \sigma^{i_1}(c_{i_2}) \cdots \sigma^{i_r+i_{r-1}}(c_{i_r})
\]

where \( c_i = -\sigma^i(\pi)^{-1}a_i \). It follows (still reversing 3.3) that

\[
(7.4.5) \quad b_n = c_1 \sigma(b_{n-1}) + \cdots + c_{n-1} \sigma^{n-1}(b_1) + c_n
\]

which proves that \( f(X) \) satisfies the functional equation

\[
(7.4.6) \quad f(X) = X + \sum_{i=1}^{\infty} c_i \sigma_i f(\pi^q)
\]

which proves that \( F(X, Y) \) is also a formal group law over \( A \). The formal group laws \( F(X, Y) \) and \( F(X, Y) \) are generally not isomorphic over \( A \). (Except when \( \sigma(\pi) = \pi \), then \( F(X, Y) = F(X, Y) \).

8 The Lubin–Tate Formal Group Laws

An occasionally extremely useful and a certainly very elegant construction of formal group laws has been given by Lubin and Tate [264]. The formal group laws so obtained are special cases of the ones obtainable by means of the functional equation lemma 2.2 (just as were the Honda formal group laws of the previous section), but they deserve specific mention all the same.

8.1 The setting and statement of the theorem

Let \( A \) be the ring of integers of a discretely valued complete local field \( K \) with finite residue field \( k \) of \( q \) elements. Let \( \pi \) be a uniformizing element, i.e., the maximal ideal of \( A \) is \( (\pi) \). Let \( \mathfrak{S}_\pi \) be the set of all power series \( e(X) \) in \( A[\![X] \] \) such that

\[
(8.1.1) \quad e(X) \equiv \pi X \pmod{\text{degree } 2}, \quad e(X) \equiv X^q \pmod{\pi}
\]

The simplest example of such a power series is \( e(X) = \pi X + X^q \).
(8.1.2) **Lemma** Let $e(X)$ and $\bar{e}(X)$ be in $\mathcal{E}_\pi$ and let $L(X_1, \ldots, X_n) = a_1 X_1 + \cdots + a_n X_n$ be a linear form in $X_1, \ldots, X_n$ with coefficients in $A$. Then there is a unique power series $\Phi(X_1, \ldots, X_n) \in A[[X_1, \ldots, X_n]]$ such that

(8.1.3) $\Phi(X_1, \ldots, X_n) \equiv L(X_1, \ldots, X_n) \mod(\text{degree 2})$

(8.1.4) $e(\Phi(X_1, \ldots, X_n)) = \Phi(e(X_1), \ldots, e(X_n))$

The proof of this lemma is not difficult and will be given in Section 8.2. First we use the lemma to construct formal group laws. Given $e(X) \in \mathcal{E}_\pi$, let $F_e(X, Y)$ be the unique power series in $A[[X, Y]]$ such that $F_e(X, Y) \equiv X + Y \mod(\text{degree 2})$ and $e(F_e(X, Y)) = F_e(e(X), e(Y))$; given $a \in A$ and a second power series $\bar{e}(X) \in \mathcal{E}_\pi$, we let $[a]_{e,e}(X)$ be the unique power series such that $[a]_{e,e}(X) \equiv aX \mod(\text{degree 2})$ and $e([a]_{e,e}(X)) = [a]_{e,e}(\bar{e}(X))$. We shall write $[a]_{e,e}(X)$ for $[a]_{e,e}(e(X))$. With these notations we have

(8.1.5) **Theorem** (Lubin–Tate [264, Theorem 1])

(i) The power series $F_e(X, Y)$ is a one dimensional commutative formal group law over $A$.

(ii) $[a]_{e}(X)$ is an endomorphism of $F_e(X, Y)$ for all $a \in A$.

(iii) $[\pi]_{e}(X) = e(X)$.

(iv) $[1]_{e,e}(X)$ is a strict isomorphism over $A$ from $F_e(X, Y)$ to $F_e(X, Y)$.

(v) $[a]_{e}([b]_{e}(X)) = [ab]_{e}(X)$.

(vi) $F_e([a]_{e}(X), [b]_{e}(X)) = [a + b]_{e}(X)$.

(vii) $[1]_{e,e}([a]_{e}(X)) = [a]_{e}([1]_{e,e}(X))$.

**Proof** All these statements are proved by applications of the uniqueness statement of Lemma (8.1.2). For example, the associativity of $F_e(X, Y)$ is proved by observing that by definition

$$e(F_e(X, F_e(Y, Z))) = F_e(e(X), e(F_e(X, Y))) = F_e(e(X), F_e(e(Y), e(Z)))$$

$F_e(X, F_e(Y, Z)) \equiv X + Y + Z \mod(\text{degree 2})$

$$e(F_e(F_e(X, Y), Z)) = F_e(e(F_e(X, Y)), e(Z)) = F_e(F_e(e(X), e(Y)), e(Z))$$

$F_e(F_e(X, Y), Z) \equiv X + Y + Z \mod(\text{degree 2})$

The uniqueness part of Lemma (8.1.2) now says that $F_e(F_e(X, Y), Z) = F_e(X, F_e(Y, Z))$. Commutativity of $F_e(X, Y)$ and statements (ii)–(vii) of the theorem are proved in the same way.

(8.1.6) **Corollary** The map $a \mapsto [a]_{e}(X)$ is an injective homomorphism from $A$ into the endomorphism ring of the formal group law $F_e(X, Y)$.

**Proof** This follows from (v) and (vi), and the fact that $[a]_{e}(X) \equiv aX \mod(\text{degree 2})$. 

This means that $F_r(X, Y)$ has a rather large endomorphism ring. Indeed, as we shall see, if the characteristic of $K$ is zero, this endomorphism ring is maximally large. (Cf. Chapter IV, Proposition (23.2.6).)

### 8.2 Proof of Lemma (8.1.2)

This lemma is proved by constructing a series of polynomials $\Phi_r(X_1, \ldots, X_n)$ of (total) degree $r$ in $X_1, \ldots, X_n$ and with coefficients in $A$ such that (8.1.3) and (8.1.4) hold mod(degree $r + 1$) and by showing that these $\Phi_r(X_1, \ldots, X_n)$ are unique (mod(degree $r + 1$)). This is done by induction, the case $r = 1$ being trivial: we must take $\Phi_1(X_1, \ldots, X_n) = L(X_1, \ldots, X_n)$. Now suppose we have already found $\Phi_r(X_1, \ldots, X_n)$ and proved its uniqueness. Write

\begin{equation}
\Phi_{r+1}(X_1, \ldots, X_n) = \Phi_r(X_1, \ldots, X_n) + E_{r+1}(X_1, \ldots, X_n)
\end{equation}

where $E_{r+1}(X_1, \ldots, X_n)$ is a yet to be determined homogeneous polynomial of degree $r + 1$. Suppose that

\begin{equation}
\Phi_r(\bar{e}(X_1), \ldots, \bar{e}(X_n)) = e(\Phi_r(X_1, \ldots, X_n)) + D_{r+1}(X_1, \ldots, X_n) \mod(\text{degree } r + 2)
\end{equation}

where $D_{r+1}(X_1, \ldots, X_n)$ is homogeneous of degree $r + 1$ with coefficients in $A$. We have mod(degree $r + 2$)

\begin{align}
\Phi_{r+1}(\bar{e}(X_1), \ldots, \bar{e}(X_n)) &\equiv \Phi_r(\bar{e}(X_1), \ldots, \bar{e}(X_n)) + \pi^{r+1}E_{r+1}(X_1, \ldots, X_n) \\
e(\Phi_{r+1}(X_1, \ldots, X_n)) &\equiv e(\Phi_r(X_1, \ldots, X_n)) + \pi E_{r+1}(X_1, \ldots, X_n)
\end{align}

Equations (8.2.3)–(8.2.4) show that if $\Phi_{r+1}(X_1, \ldots, X_n)$ is to satisfy (8.1.3)–(8.1.4) mod(degree $r + 2$), then $\Phi_{r+1}(X_1, \ldots, X_n)$ must be equal to $\Phi_r(X_1, \ldots, X_n) + E_{r+1}(X_1, \ldots, X_n)$ with $E_{r+1}(X_1, \ldots, X_n)$ given by

\begin{equation}
E_{r+1}(X_1, \ldots, X_n) \equiv (\pi - \pi^{r+1})^{-1}D_{r+1}(X_1, \ldots, X_n)
\end{equation}

This takes care of the uniqueness assertion of the lemma, and it remains only to prove that $E_{r+1}(X_1, \ldots, X_n)$ as determined by (8.2.5) is integral; i.e., since $r \geq 1$ we have to show that $D_{r+1}(X_1, \ldots, X_n) \equiv 0 \mod \pi$.

To see this remember that $e(X) \equiv \bar{e}(X) \equiv X^q \mod(\pi)$. So that, because $a^q \equiv a \mod(\pi)$ for all $a \in A$ (the residue field $k$ has $q$ elements),

\begin{equation}
\Phi_r(\bar{e}(X_1), \ldots, \bar{e}(X_n)) = \Phi_r(X_1^q, \ldots, X_n^q)
\end{equation}

where all congruences are mod($\pi$). In view of (8.2.2) this shows that indeed $D_{r+1}(X_1, \ldots, X_n) \equiv 0 \mod(\pi)$. This concludes the proof. (The power series $\Phi(X_1, \ldots, X_n)$ is the unique power series such that $\Phi(X_1, \ldots, X_n) \equiv \Phi_r(X_1, \ldots, X_n) \mod(\text{degree } r + 1)$ for all $r = 1, 2, 3, \ldots$)
8.3 The Lubin-Tate formal group laws and the functional
equation lemma. Isomorphism results

We apply the functional equation lemma 2.2 with \( A, K, q \) as in 8.1 and with \( \mathcal{A} = ( \pi ) \), \( s_1 = \pi^{-1} \), \( s_2 = s_3 = \cdots = 0 \), \( \sigma \) the identity automorphism of \( K \), and \( g(X) = X \). This gives a power series \( f(X) \) that satisfies the recursion equation

\[
(8.3.1) \quad f(X) = X + \pi^{-1} f(X^q)
\]

Let

\[
(8.3.2) \quad F(X, Y) = f^{-1}(f(X) + f(Y))
\]

(8.3.3) \quad \left[ \pi \right]_F(X) = f^{-1}(\pi f(X))

Now \( \pi^{-1}(\pi f(X^q)) - \pi f(X) = \pi^{-1} \pi f(X^q) - \pi f(X) = f(X^q) - \pi f(X) = \pi f(X) - \pi X - \pi f(X) = -\pi X \). It follows that \( \pi f(X) \) satisfies a functional equation similar to (8.3.1) (with \( X \) replaced by \( \pi X \)), so that by parts (i) and (ii) of the functional equation lemma we have that \( F(X, Y) \) and \( \left[ \pi \right]_F(X) \) have integral coefficients, so that \( F(X, Y) \) is a one dimensional commutative formal group law over \( A \) having \( \left[ \pi \right]_F(X) \) as an endomorphism.

We claim that

(8.3.4) \quad \left[ \pi \right]_F(X) \equiv X^q \mod(\pi)

This is obviously true modulo \((\text{degree}(q + 1))\) by the definition of \( \left[ \pi \right]_F(X) \); cf. (8.3.3). So suppose that (8.3.4) has been proved mod(\text{degree} \( m \)) with \( m > q \). Then we have mod(\( \pi \), degree(\( m + 1 \))

\[
\begin{align*}
&f([\pi]_F(X)) \equiv [\pi]_F(X) + \pi^{-1} f([\pi]_F(X^q)) \equiv [\pi]_F(X) + \pi^{-1} f(X^{q^2}) \\
&\pi f(X) \equiv \pi X + f(X^q) \equiv \pi X + X^q + \pi^{-1} f(X^{q^2})
\end{align*}
\]

and it follows that \( \left[ \pi \right]_F(X) \equiv X^q \mod(\pi \text{, degree } m + 1) \), which proves (8.3.4). (Alternative proof: apply part (iv) of the functional equation lemma.)

The power series \( \left[ \pi \right]_F(X) \) is therefore in \( \mathcal{E}_F \), so by the uniqueness part of the Lubin–Tate lemma (8.1.2) we have that \( F(X, Y) = F_\pi(X, Y) \) with \( e(X) = [\pi]_F(X) \). Now if \( F_\phi(X, Y) \) is any other Lubin–Tate formal group law over \( A \), then \( F_\phi(X, Y) \) is strictly isomorphic to \( F_\pi(X, Y) \) by part (iv) of the theorem, so

(8.3.5) \quad F_\phi(X, Y) = \tilde{f}^{-1}([\tilde{f}]_\phi(X, Y))

with \( \tilde{f}(X) = f([1]_\phi(X)) \). But by part (iii) of the functional equation lemma \( \tilde{f}(X) \) satisfies a functional equation of the same type as \( f(X) \). Conversely, part (ii) of the functional equation lemma says that power series that satisfy the same type of functional equation (i.e., everything the same except possibly \( g(X) \), \( g(X) \equiv X \mod(\text{degree } 2) \)) yield strictly isomorphic formal groups. And if \( \alpha(X) \in A[[X]], \alpha(X) \equiv X \mod(\text{degree } 2) \), then one has mod(\( \pi \))

\[
\alpha^{-1}([\pi]_F(\alpha(X))) \equiv \alpha^{-1}(\alpha(X)^q) \equiv \alpha^{-1}(\alpha(X^q)) \equiv X^q
\]
so that if $\tilde{F}(X, Y)$ is isomorphic to $F(X, Y)$, where $F(X, Y)$ is as in (8.3.2), then

$$[\pi]_{\tilde{F}}(X) \equiv [\pi]_F(X) \equiv X^q \mod(\pi)$$

We have proved:

(8.3.6) **Proposition** The Lubin–Tate formal group laws $F_e(X, Y)$ obtained from power series $e(X) \in \mathcal{O}_e$ are in one–one correspondence with formal group laws obtained by means of the functional equation lemma with $A, K, q$ as in 8.1, $\mathcal{O} = (\pi)$, $\sigma = id$, $s_1 = \pi^{-1}$, $s_2 = s_3 = \cdots = 0$ (and varying $g(X)$). The correspondence is given by

$$g(X) \mapsto f^{-1}_g(\pi f_g(X)) \in \mathcal{O}_e$$

Let $\hat{A}_{nr}$ be the ring of integers of the completion $\hat{K}_{nr}$ of the maximal unramified extension $K_{nr}$ of $K$. Then if $F(X, Y)$ and $\tilde{F}(X, Y)$ are Lubin–Tate formal group laws over $A$ corresponding to different uniformizing elements $\pi$, $\tilde{\pi}$, they become isomorphic over $\hat{A}_{nr}$. More precisely, if $\tilde{\pi} = u\pi$, $u \in U(A)$, let $\varepsilon \in \hat{A}_{nr}$ be such that $\sigma(\varepsilon) = u\varepsilon$ where $\sigma$ is the Frobenius automorphism of $K_{nr}/K$ extended (by continuity) to $\hat{K}_{nr}$. (NB: such an $\varepsilon$ always exists; cf. remark (8.3.15)(ii.)) Then we have

(8.3.8) **Proposition** There is a power series $\alpha(X) \in \hat{A}_{nr}[X]$ such that $\alpha(X) \equiv \varepsilon X \mod(\text{degree 2})$ and such that

$$\sigma_{\varepsilon} \alpha(X) = \alpha([u]_{\varepsilon}(X))$$

(8.3.9)

$$\alpha(F(X, Y)) = \tilde{F}(\alpha(X), \alpha(Y))$$

(8.3.10)

$$\alpha([a]_{\varepsilon}(X)) = [a]_{\varepsilon}(\alpha(X))$$

(8.3.11)

where $e(X) \in \mathcal{O}_e$ and $\tilde{e}(X) \in \mathcal{O}_{\tilde{\pi}}$ are such that $F_e(X, Y) = F(X, Y)$, $F_{\tilde{e}}(X, Y) = \tilde{F}(X, Y)$.

**Proof** By Proposition (8.3.6) (and parts (iv), (vii) of Theorem (8.1.5), or, alternatively, part (ii) of the functional equation lemma 2.2) we can assume that $F(X, Y) = f^{-1}(f(X) + f(Y))$, $\tilde{F}(X, Y) = \tilde{f}^{-1}(\tilde{f}(X) + \tilde{f}(Y))$ where $f(X)$ and $\tilde{f}(X)$ satisfy the functional equations

$$f(X) = X + \pi^{-1}f(X^q)$$

(8.3.12)

$$\tilde{f}(X) = X + \tilde{\pi}^{-1}\tilde{f}(X^q)$$

(8.3.13)

Now we can also view $f(X)$ as obtained from a functional equation situation $A = \hat{A}_{nr}$, $K = \hat{K}_{nr}$, $q$, $\sigma$ Frobenius $\in \text{Aut}(\hat{K}_{nr}/K)$, $\mathcal{O} = \pi \hat{A}_{nr}$, $s_1 = \pi^{-1}$, $s_2 = s_3 = \cdots = 0$, $g(X) = X$. Now consider $ef(X)$. We have

$$ef(X) - \pi^{-1}\sigma_{\varepsilon}(ef(X^q)) = ef(X) - \pi^{-1}\sigma(\varepsilon)f(X^q) = ef(X) - \pi^{-1}\varepsilon uf(X^q)$$

$$= ef(X) - \varepsilon \pi^{-1}f(X^q) = \varepsilon X \in \hat{A}_{nr}[X]$$
So, $\epsilon f(X)$ satisfies the same type of functional equation (over $\hat{A}_{nr}$) as $f(X)$, so that by part (ii) of the functional equation lemma we have that

$$\alpha(X) = f^{-1}(\epsilon f(X))$$

is a power series with coefficients in $\hat{A}_{nr}$.

Equations (8.3.11) and (8.3.10) are now immediate (if one remembers that $[a]_e(X) = f^{-1}(af(X))$ and $[a]_e(X) = f^{-1}(af(X)))$. As to (8.3.9), we have

$$\sigma_*(\alpha(X)) = f^{-1}(\sigma_*(\epsilon f(X))) = f^{-1}(\sigma(\epsilon) f(X)) = f^{-1}(\epsilon uf(X))$$
$$= f^{-1}(\epsilon u([u]_e(X))) = \alpha([u]_e(X)).$$

This proves the proposition.

**Remarks**

(i) Proposition (8.3.8) will be important in the application of formal group laws to local class field theory (cf. Section 32).

(ii) Let $u \in \hat{A}_{nr}$ be a unit. Then there exists an $\epsilon$ such that $\sigma(\epsilon) = u\epsilon$. This can be proved via first Galois cohomology groups and a generalized version will be proved later (Chapter IV, Proposition (24.1.7)). Here is a direct proof. The residue field $k_{sc}$ of $\hat{A}_{nr}$ is an algebraic closure of $k$. Let $U^n(\hat{A}_{nr})$ be the subgroup of $U(\hat{A}_{nr}) = \hat{A}_{nr}^*$ of elements $x \in \hat{A}_{nr}$ such that $x \equiv 1 \pmod{\pi^n}$. Now let $u \in \hat{A}_{nr}$, because $\sigma(x) \equiv x^q \pmod{\pi}$ and because $k_{sc}$ is algebraically closed (so that we can solve $y^{n-1} = \bar{a}$ for all $\bar{a} \in k_{sc}$) there is an $y_1 \in U(\hat{A}_{nr})$ such that $y_1^{-1}\sigma(y_1) \equiv u \pmod{\pi}$. Let $u_1 = y_1 \sigma(y_1)^{-1} u$, then $u_1 = 1 + \pi a_2$ for a certain $a_2 \in \hat{A}_{nr}$. Again because $\sigma(x) \equiv x^q \pmod{\pi}$ and because $k_{sc}$ is algebraically closed (so that we can solve $y^{q} - y = \bar{a}$ for all $\bar{a} \in k_{sc}$) there is an $z_2 \in \hat{A}_{nr}$ such that $a_2 \equiv z_2 - \sigma(z_2)$. Let $y_2 = 1 + \pi z_2$, then $y_2 u_1 \sigma(y_2)^{-1} \equiv 1 \pmod{\pi^2}$ so that $y_2 y_1 \sigma(y_2 y_1)^{-1} u = 1 + \pi^2 a_3$ for a certain $a_3 \in \hat{A}_{nr}$. Continuing in this way we find a series of elements $y_1, y_2, y_3, \ldots, y_i \in U^{i-1}(\hat{A}_{nr})$ such that

$$(y_i y_{i-1} \cdots y_2 y_1) \sigma(y_i y_{i-1} \cdots y_2 y_1)^{-1} u \equiv 1 \pmod{\pi^i}$$

Because $U(\hat{A}_{nr})$ is complete the limit $\lim_{i \to \infty} (y_i y_{i-1} \cdots y_2 y_1) = y$ exists and is in $U(\hat{A}_{nr})$. Because $U(\hat{A}_{nr})$ is Hausdorff (and $\sigma$ is continuous), we have $y \sigma(y)^{-1} u = 1$. Q.E.D.

**Proposition (8.3.16)** Let $F_e(X, Y)$ be a Lubin-Tate formal group law over $A$, with $e(X) \equiv \pi X \pmod{\text{degree} 2}$. Then according to Proposition (8.3.6) we know that the logarithm $f_e(X)$ of $F_e(X, Y)$ satisfies a functional equation

$$f_e(X) - \pi^{-1} f_e(X^q) \in A[[X]]$$

We claim that the uniformizing element $\pi$ of $A$ is uniquely determined by condition (8.3.17). To see this let $b_i \in K$ be the coefficient of $X^{q^i}$ in $f_e(X)$. Then (8.3.17) implies that

$$b_i - \pi^{-1} b_{i-1} = c_i \in A \quad \text{for all} \quad i \in \mathbb{N}$$
and hence inductively

\[(8.3.19) \quad v(b_i) = -i\]

where \(v\) is the normalized exponential valuation on \(K\). Now let \(\hat{\pi}\) be a second element of \(A\) and suppose that \(f_\epsilon(X) - \hat{\pi}^{-1} f_\epsilon(X^\epsilon) \in A[X]\). Then

\[(8.3.20) \quad b_i - \hat{\pi}^{-1} b_{i-1} = \hat{c}_i \quad \text{for all} \quad i \in \mathbb{N}, \quad v(\hat{\pi}) = 1\]

Multiplying (8.3.18) and (8.3.20) respectively with \(\pi b_i^{-1}\) and \(\hat{\pi} b_i^{-1}\) we find

\[(8.3.21) \quad \pi = c_i \pi b_i^{-1} + b_{i-1} b_i^{-1}, \quad \hat{\pi} = \hat{c}_i \hat{\pi} b_i^{-1} + b_{i-1} b_i^{-1}\]

so that \(\pi \equiv \hat{\pi} \mod \pi^{i+1}\) for all \(i \in \mathbb{N}\). Hence \(\pi = \hat{\pi}\). So every Lubin–Tate formal group law \(F(X, Y)\) determines uniquely a uniformizing element of \(A\) which we shall denote \(\pi(F)\).

**Proposition** The two Lubin–Tate formal group laws \(F(X, Y)\) and \(G(X, Y)\) are isomorphic over \(A\) if and only if \(\pi(F) = \pi(G)\) and then \(F(X, Y)\) and \(G(X, Y)\) are strictly isomorphic over \(A\).

**Proof** If \(\pi(F) = \pi(G)\), then the logarithms \(f(X), g(X)\) of \(F(X, Y)\) and \(G(X, Y)\) both satisfy functional equations \(f(X) = \pi^{-1} f(X^\epsilon) \in A[X], g(X) = \pi^{-1} g(X^\epsilon) \in A[X]\), which according to the part (iii) of the functional equation lemma 2.2 means that \(F(X, Y)\) and \(G(X, Y)\) are strictly isomorphic.

Conversely, suppose that \(F(X, Y)\) and \(G(X, Y)\) are isomorphic over \(A\). Let the isomorphism be \(\alpha(X) = uX + \cdots\), then we have \(uf(X) = g(\alpha(X))\) and part (ii) of the functional equation lemma says that \(g(\alpha(X)) - \pi(G)^{-1} g(\alpha(X^\epsilon)) \in A[X]\) so that \(uf(X) - \pi(G)^{-1} uf(X^\epsilon) \in A[X]\), hence \(f(X) - \pi(G)^{-1} f(X^\epsilon) \in A[X]\), which implies \(\pi(F) = \pi(G)\) by (8.3.16).

**Remarks**

(i) Later (Chapter IV, (21.8.9) or (24.5.3)) we shall see that the Lubin–Tate formal group laws are precisely the formal group laws over \(A\) that (a) admit \(A\) as a ring of endomorphisms (more precisely there must be a ring homomorphism \(\rho: A \to \text{End}_A(F(X, Y))\) such that \(\rho(a) \equiv aX \mod(\text{degree } 2)\)) and (b) are such that \(\rho p(X) = uX^{p^n + 1, \pi} \mod(\text{degree } p^n + 1, \pi)\) with \(u \in U(A)\) and \(n = [K : Q_p]\).

(ii) Let \(A_n\) be the ring of integers of the unramified extension of degree \(n\) of \(A\) and let \(A_{n_{nr}}\) be the ring of integers of \(K_{n_{nr}}\). A slight extension of the argument of the proof of Proposition (8.3.22) then gives that \(F(X, Y)\) and \(G(X, Y)\) are strictly isomorphic over \(A_{n_{nr}}\) if and only if \(\pi(F) = \pi(G)\) (and then they are strictly isomorphic over \(A\)) and that \(F(X, Y)\) and \(G(X, Y)\) are isomorphic over \(A_n\) (resp. \(A_{n_{nr}}, \hat{A}_{n_{nr}}\)) if and only if there is a unit \(u \in U(A_n)\) (resp. \(U(A_{n_{nr}}), \hat{U}(A_{n_{nr}})\)) such that \(u^{-1} \sigma(u) = \pi(F)^{-1} \pi(G)\).

(iii) Completeness of \(A\) is unnecessary for Section 8.1 through (8.3.6) and
(8.3.16)-(8.3.22). But completeness of $A$ is used for (8.3.23)(i) and Proposition (8.3.8).

(iv) Proposition (8.3.22) also shows that there are very many nonisomorphic formal group laws over $\mathbb{Z}_p$; and since every formal group law over $\mathbb{Z}_p$ is strictly isomorphic over $\mathbb{Z}_p$ to a formal group law over $\mathbb{Z}$, we obtain (by varying $p$ as well) a fair collection of nonisomorphic formal group laws over $\mathbb{Z}$.
CHAPTER II

METHODS FOR CONSTRUCTING HIGHER DIMENSIONAL FORMAL GROUP LAWS

9 Definitions and Elementary Properties. Survey of the Results of Chapter II

Most of the topics treated in Chapter I have higher dimensional analogues. In particular, there is a higher dimensional functional equation lemma, there are higher dimensional universal formal groups, and there are higher dimensional Honda and Lubin-Tate formal groups.

9.1 Definitions

An $n$-dimensional formal group law over a ring $A$ is an $n$-tuple of power series $F(X, Y) = (F(1)(X, Y), \ldots, F(n)(X, Y))$ in $2n$ indeterminates $X_1, \ldots, X_n; Y_1, \ldots, Y_n$ such that

\begin{align*}
(9.1.1) & \quad F(i)(X, Y) \equiv X_i + Y_i \mod(\text{degree 2}), \quad i = 1, \ldots, n \\
(9.1.2) & \quad F(i)(F(X, Y), Z) = F(i)(X, F(Y, Z)), \quad i = 1, \ldots, n
\end{align*}

and if one has in addition that

\begin{align*}
(9.1.3) & \quad F(i)(X, Y) = F(i)(Y, X), \quad i = 1, \ldots, n
\end{align*}

then the group law is said to be commutative.

We shall usually write $F(X, Y)$ for the column vector with components $F(1)(X, Y), \ldots, F(n)(X, Y)$, and we shall write $X$ and $Y$ for the column vectors with components $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_n$. With these notations conditions (9.1.1)–(9.1.3) are written

\begin{align*}
F(X, Y) & \equiv X + Y \mod(\text{degree 2}) \\
F(F(X, Y), Z) & = F(F(Y, Z)), \quad F(X, Y) = F(Y, X)
\end{align*}
It is again an easy exercise to check that there is an \( n \)-tuple of power series \( t(X) \) in \( X_1, \ldots, X_n \) such that \( F(X, t(X)) = 0 \). (Or cf. Appendix (A.4.5)).

### 9.2 Examples

Some examples of \( n \)-dimensional formal group laws are

\[
\mathcal{G}_n^a(X, Y) = X + Y
\]

the \( n \)-dimensional additive formal group law, and the formal group law

\[
F(1)(X, Y) = X_1 + Y_1 + X_1 Y_1 + X_2 Y_3
\]

\[
F(2)(X, Y) = X_2 + Y_2 + X_1 Y_2 + X_2 Y_4
\]

\[
F(3)(X, Y) = X_3 + Y_3 + X_3 Y_1 + X_4 Y_3
\]

\[
F(4)(X, Y) = X_4 + Y_4 + X_3 Y_2 + X_4 Y_4
\]

a set of formulas that becomes a good deal less mysterious if one observes that it results from calculating

\[
\begin{pmatrix}
1 + X_{11} & X_{12} \\
X_{21} & 1 + X_{22}
\end{pmatrix}
\begin{pmatrix}
1 + Y_{11} & Y_{12} \\
Y_{21} & 1 + Y_{22}
\end{pmatrix}
- 
\begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}
\]

and writing \( X_1 \) for \( X_{11} \), \( X_2 \) for \( X_{12} \), \( X_3 \) for \( X_{21} \), and \( X_4 \) for \( X_{22} \) and similarly for \( Y \).

### 9.3 Formal group laws and formal groups. Curves

As in the one dimensional case (cf. 1.5) a formal group law can be seen as a recipe for manufacturing ordinary groups. More precisely, if \( B \) is an \( A \)-algebra and \( \mathfrak{n}(B) \) is the ideal of nilpotent elements of \( B \) and \( x = (x_1, \ldots, x_n) \), \( y = (y_1, \ldots, y_n) \) with \( x_i, y_i \in \mathfrak{n}(B), i = 1, \ldots, n \), then \( F(x, y) \) is an \( n \)-tuple of elements in \( \mathfrak{n}(B) \), and the addition \( x +_F y = F(x, y) \) turns \( \mathfrak{n}(B)^n \) into an ordinary group. This addition is compatible with the maps \( \mathfrak{n}(B)^n \rightarrow \mathfrak{n}(C)^n \) induced by an \( A \)-algebra homomorphism \( B \rightarrow C \); and thus the formal group law \( F(X, Y) \) defines a functor \( F: \text{Alg}_A \rightarrow \text{Group} \), which is called the formal group associated to \( F(X, Y) \).

More generally, \( F(x, y) \) has meaning for \( x_i, y_i \) topologically nilpotent, just as in Section 1.5 of Chapter I.

Define a curve \( \gamma(t) \) in \( F(X, Y) \) as an \( n \)-tuple of power series in one indeterminate \( t \) such that \( \gamma(t) \equiv 0 \mod(\text{degree 1}) \). Then two curves can be added by the formula

\[
\gamma_1(t) +_F \gamma_2(t) = F(\gamma_1(t), \gamma_2(t))
\]

and this turns the set of all curves into a group which is denoted \( \mathcal{C}(F) \).
9.4 Homomorphisms and isomorphisms

Let \( F(X, Y) \) be an \( n \)-dimensional formal group law over a ring \( A \) and \( G(X, Y) \) an \( m \)-dimensional formal group law over \( A \). A homomorphism over \( A \), \( F(X, Y) \to G(X, Y) \), is an \( m \)-tuple of power series \( \alpha(X) \) in \( n \) indeterminates such that \( \alpha(X) \equiv 0 \mod(\text{degree } 1) \) and

\[
\alpha(F(X, Y)) = G(\alpha(X), \alpha(Y))
\]  

Just as in the one dimensional case there is a one–one correspondence between such \( m \)-tuples of power series \( \alpha(X) \) and functor morphisms \( F \to G \) between the corresponding formal groups. The homomorphism \( \alpha(X) \) is an isomorphism if there exists a homomorphism \( \beta(X) : G(X, Y) \to F(X, Y) \) such that \( \alpha(\beta(X)) = X, \beta(\alpha(X)) = X \). This is equivalent to the condition that the induced morphism of functors \( F \to G \) be an isomorphism. It is an easy exercise to show that \( \alpha(X) \) is an isomorphism if and only if the Jacobian matrix \( J(\alpha) \) of \( \alpha(X) \) is invertible. Here \( J(\alpha) \) is the matrix

\[
J(\alpha) = \begin{bmatrix}
\beta_{11} & \cdots & a_{1n} \\
\vdots & & \vdots \\
a_{m1} & \cdots & a_{mn}
\end{bmatrix}
\]

if \( \alpha(1)(X) = a_{11}X_1 + \cdots + a_{1n}X_n, \ldots, \alpha(m)(X) = a_{m1}X_1 + \cdots + a_{mn}X_n \mod(\text{degree } 2) \). The morphism \( \alpha(X) \) is said to be a strict isomorphism if \( J(\alpha) = I_n \), the \( n \times n \) identity matrix, i.e., if \( \alpha(X) \equiv X \mod(\text{degree } 2) \).

One defines the endomorphisms \([n]_p(X) : F(X, Y) \to F(X, Y)\) as in the one dimensional case, i.e.,

\[
[1]_p(X) = X, \quad [n]_p(X) = F(X, [n - 1]_p(X)) \quad \text{if } n \geq 2 \\
[0]_p(X) = 0, \quad [n]_p(X) = \mu([-n]_p(X)) \quad \text{if } n < 0
\]

9.5 Change of rings and universal formal group laws

Let \( F(X, Y) \) be a formal group law over a ring \( A \) and let \( \phi : A \to B \) be a homomorphism of rings. Then by applying \( \phi \) to the coefficients of the power series \( F(1)(X, Y), \ldots, F(n)(X, Y) \), one obtains a formal group law \( \phi_* F(X, Y) \) over \( B \).

An \( n \)-dimensional (commutative) formal group law \( F(X, Y) \) over a ring \( L \) is said to be universal for \( n \)-dimensional (commutative) formal group laws if for every \( n \)-dimensional (commutative) formal group law \( G(X, Y) \) over a ring \( A \), there is a unique homomorphism of rings \( \phi : L \to A \) such that \( G(X, Y) = \phi_* F(X, Y) \). It is, again, a trivial matter to show that universal formal group laws exist. For example, to obtain a universal \( n \)-dimensional commutative formal group law one proceeds as follows. If \( k = (k_1, \ldots, k_n), k_j \in \mathbb{N} \cup \{0\} \), is a multi-index of length \( n \), we use \( |k| \) to denote the sum \( k_1 + \cdots + k_n \). Now take
indeterminates \( C_{k,l}(i) \) for all \( i = 1, \ldots, n \) and multi-indices \( k, l \) with \(|k| \geq 1\) and \(|l| \geq 1\). Let \( L = \mathbb{Z}[C_{k,l}(i), \ldots; i = 1, \ldots, n, \ |k|, |l| \geq 1] \) and let

(9.5.1) \[ F(i)(X, Y) = X_i + Y_i + \sum_{|k|,|l| \geq 1} C_{k,l}(i)X^kY^l \]

where \( X^k \) is short for \( X_1^{k_1} \cdots X_n^{k_n} \), and \( Y^l \) is similarly defined.

We write

(9.5.2) \[ F(i)(F(X, Y), Z) - F(i)(X, F(Y, Z)) = \sum_{j,k,l} P_{j,k,l}(C)X^jY^kZ^l \]

By the way, one easily checks that the polynomials \( P_{j,k,l}(C) \) are of the form

(9.5.3) \[ C_{j+k,l}(i) \binom{j+k}{j} - C_{j+k+1,l}(i) \binom{k+1}{l} - Q_{j,k,l}(C) \]

where the \( Q_{j,k,l} \) are polynomials in the \( C_{s,t}(m) \) with \(|s + t| < |j + k + l|\).

Here \( s + t = (s_1 + t_1, \ldots, s_n + t_n) \) and \( (\ell) = (\ell_1) \cdots (\ell_n) \).

Now let \( \mathcal{A} \subset L \) be the ideal generated by the polynomials \( P_{j,k,l} \) and the polynomials \( C_{s,t}(i) - C_{t,s}(i) \), and put \( L = L/\mathcal{A} \), then \( \pi_* F(X, Y) \) is a universal formal group over \( L \) where \( \pi: L \to L \) is the natural projection and \( F(X, Y) \) is given by (9.5.1).

### 9.6 Infinite dimensional formal group laws

Let \( (X_i)_{i \in I} \) be a set of indeterminates indexed by an arbitrary index set \( I \). The formal power series ring \( A[[X_i, i \in I]] \) is now defined as the ring of all formal (infinite) sums \( \sum c_n X^n \) where \( n \) runs through all functions \( n: I \to \mathbb{N} \cup \{0\} \) with finite support (i.e., for every \( n \) there are only finitely many \( i \in I \) such that \( n(i) \neq 0 \)). Here \( X^n \) is short for \( \prod_{i \in \text{supp}(n)} X_i^{n(i)} \), where \( \text{supp}(n) = \{ i \in I \mid n(i) \neq 0 \} \).

One can now consider elements \( F(i)(X, Y) \in A[[X_i, Y_i; i \in I]] \), and at first sight one could define an infinite dimensional formal group law as a set of power series \( F(i)(X, Y) \in A[[X_i, Y_i; i \in I]] \) indexed by \( I \) such that

\[ F(i)(X, Y) \equiv X_i + Y_i \mod(\text{degree } 2) \]

and such that

\[ F(i)(X, F(Y, Z)) = F(i)(F(X, Y), Z) \quad \text{for all } i \in I \]

However, for arbitrary sets of power series \( F(i)(X, Y), i \in I \), this second condition makes no sense because the calculation of the coefficient of a monomial \( X^iY^mZ^n \) in \( F(i)(X, F(Y, Z)) \) or \( F(i)(F(X, Y), Z) \) will in general involve infinite sums of elements of \( A \).
The right definition is:

(9.6.1) **Definition** An (infinite) dimensional formal group law with (infinite) index set \(I\) over a ring \(A\) consists of elements \(F(i)(X, Y) \in A[[X_i, Y_i; i \in I]]\), one for each \(i \in I\),

\[
F(i)(X, Y) = \sum_{m,n} c_{m,n}(i)X^mY^n
\]
such that the following conditions are satisfied

(9.6.2) \(F(i)(X, Y) \equiv X_i + Y_i \mod(\text{degree 2})\) for all \(i \in I\)

(9.6.3) For every \(m, n\) there are only finitely many \(i \in I\) such that \(c_{m,n}(i) \neq 0\).

(9.6.4) \(F(i)(F(X, Y), Z) = F(i)(X, F(Y, Z))\) for all \(i \in I\)

Observe that condition (9.6.4) makes sense if condition (9.6.3) is satisfied. The formal group law is commutative if in addition

(9.6.5) \(F(i)(X, Y) = F(i)(Y, X)\) for all \(i \in I\)

The condition (9.6.3) also fits in well with the functorial point of view; cf. 9.3 and [256, 64, 65].

(9.6.6) **Example** Let \(A\) be a ring. We consider the elements

\[
1 + \sum_{i=1}^{\infty} X_i t^i, \quad 1 + \sum_{i=1}^{\infty} Y_i t^i
\]
in \(A[X_i, Y_i; i \in I][t]\). Multiplying these two formal power series in \(t\) we find a power series

(9.6.7) \(1 + \sum_{i=1}^{\infty} F(i)(X, Y)t^i\)

where \(F(i)(X, Y)\) is a polynomial in \(X_1, \ldots, X_i; Y_1, \ldots, Y_i\). We claim that the sequence of polynomials \(F(i)(X, Y), i \in \mathbb{N}\) constitutes an infinite dimensional commutative formal group law in the sense of Definition (9.6.1). This is most easily seen as follows. If we give each \(X_i\) and \(Y_i\) weight \(i\) (and \(t\) weight \(-1\)), then it follows immediately that \(F(i)(X, Y)\) is homogeneous (or isobaric) of total weight \(i\). It follows immediately from this that

\[
c_{m,n}(i) = 0 \quad \text{if} \quad i > \sum_{j \in \text{supp}(m)} jm(j) + \sum_{j \in \text{supp}(n)} jn(j)
\]

so that condition (9.6.3) is satisfied. Conditions (9.6.4) and (9.6.5) are satisfied because multiplication of power series in \(t\) is associative and commutative, and condition (9.6.2) is immediate from the definition.

As we shall see later, this example has a lot to do with the rings of Witt vectors (for all primes simultaneously).
Remarks on "infinite dimensional universal formal group laws". There cannot exist a universal formal group law (in the sense of (9.6.1)) for formal group laws with index set $I$ if $I$ is infinite because there is no predicting which finitely many $c_{m,n}(i)$ will be nonzero. There does exist however a ring $\mathbb{Z}[U(i, n); X_i, Y_i]$ where $n$ runs through all functions $I \to \mathbb{N} \cup \{0\}$ with finite support and $i \in I$ and there exists an $I$-vector $F_U(X, Y)$ of elements of $\mathbb{Z}[U; X; Y]$ with the following properties

(9.6.9) for every monomial $U(i_1, n_1)^{i_1} \cdots U(i_n, n_k)^{i_k}X^kY^l$ in $U$'s, $X$'s, and $Y$'s, there are only finitely many $i \in I$ such that this monomial occurs with nonzero coefficient in the $i$th component of $F_U(X; Y)$.

(9.6.10) $F_U(X, Y) = X + Y \mod(\text{degree 2 in } X \text{ and } Y)$,

(9.6.11) $F_U(F_U(X, Y), Z) = F_U(X, F_U(Y, Z))$

where we note that condition (9.6.11) makes sense again because of property (9.6.9). But $F(X, Y)$ is not a formal group law over $\mathbb{Z}[U]$ or even $\mathbb{Z}[U]$ because it does not satisfy the "monomials in $X$ and $Y$ have finite support" condition (9.6.3).

However, the $I$-vector $F_U(X, Y)$ does yield many formal group laws as follows:

(9.6.12) For every $n$, let $\kappa(n)$ be a finite subset of $I$. Now set $U(n, i) = 0$ in $F(X, Y)$ for all $i \notin \kappa(n)$, all $n$. The resulting $I$-vector $F_{U,\kappa}(X; Y)$ is a formal group law with index set $I$ over $\mathbb{Z}[U(n, i) | i \in \kappa(n)]$.

Moreover, the $I$-vector $F_U(X, Y)$ has the following universality property.

(9.6.13) For every formal group law $G(X, Y)$ with index set $I$ over any ring $\mathfrak{a}$ there exists a unique map $\phi: \{U(n, i)\} \to \mathfrak{a}$ such that for every $n$, $\phi(U(n, i)) = 0$ for almost all $i$ and such that $\phi_* F_U(X, Y) = G(X, Y)$. (Note that $\phi_* F(X, Y)$ makes sense because of (9.6.12).)

Now $F_U(X, Y)$ is defined as $f_{-1}(f_U(X) + f_U(Y))$ where $f_U(X)$ is an $I$-vector of elements in $\mathbb{Q}[U; X; Y]$ which also satisfies (9.6.9).

In fact, running slightly ahead of our story, for each finite subset $\kappa$ of $I$ let $f_{\kappa}(X) \in \mathbb{Q}[U(n, i) | \text{supp}(n) \subseteq \kappa, i \in \kappa]$ be the finite dimensional universal formal group law with index set $\kappa$ constructed in Section 11.1. Then $f_{\kappa}(X)$ is the unique $I$-vector of elements of $\mathbb{Q}[U; X]$ such that

$f_U(X) \equiv f_{\kappa}(X) \mod(U(n, i), \text{supp}(n) \cup \{i\} \notin \kappa; X_i, i \notin \kappa)$

for all finite subsets $\kappa \subseteq I$. 
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This means in particular that all the formal group laws constructed as in (9.6.12) have logarithms, so that we obtain as consequences:

(9.6.14) Every formal group law $F(X, Y)$ with index set $I$ can be lifted to characteristic zero.

(9.6.15) Every formal group law $F(X, Y)$ with index set $I$ over a torsion free ring $A$ has a unique logarithm.

Occasionally it is useful to observe that the formal group laws $F_{\nu, k}(X, Y)$ of (9.6.12) are functional equation formal group laws in the sense that their logarithms satisfy certain obvious (cf. Section 11) functional equations.

Thus, though $F_{\nu}(X, Y)$ described above is not a universal formal group law with index set $I$, it is a very useful substitute. We shall not prove the results sketched above in the book, nor use them since our interests in this book are mainly finite dimensional (except for Witt vector type formal group laws; cf. Chapter III, Section 17; Chapter IV, Sections 25.1 and 25.2; and Chapter V). In fact, as far as applications are concerned, one dimensional formal group laws are (for the moment) by far the most important. The reader interested in the infinite dimensional constructions outlined above is referred to [184].

9.7 Survey of some of the results of Chapter II

We have seen that, e.g., a universal $n$-dimensional commutative formal group law exists. It is of course a totally different matter to determine the structure of the corresponding ring $L$. It is one of the main goals of this chapter to prove that $L$ is isomorphic to the ring of polynomials in countably infinite indeterminates over $Z$, and to exhibit an explicit example of a universal commutative formal group law over this ring. To do this we proceed exactly as in the one dimensional case; that is, we first do a multidimensional version of the functional equation lemma, then do a bit of higher dimensional binomial coefficient arithmetic, construct a candidate for a universal formal group law, and prove that it is actually universal. This is the subject matter of Sections 10, 11. In Section 12 we encounter a new phenomenon: curvilinear commutative formal group laws. In dimension 1 every formal group law is curvilinear, but that is not true in dimension $> 1$. Every commutative formal group law is strictly isomorphic to a curvilinear one, and curvilinear group laws are usually much easier to handle when doing calculations.

Then, in Section 13, we discuss the higher dimensional versions of the Honda formal group laws of Section 7 and the higher dimensional analogues of the Lubin–Tate formal group laws of Section 8. These are obtained as follows. Let $A$ be a discrete valuation ring (to simplify things a bit) with residue field $k$ of characteristic $p > 0$. Let $\pi$ be a uniformizing element of $A$, let $K$ be the quotient
field of $A$, and let $\sigma: K \to K$ be an endomorphism such that $\sigma(a) \equiv a^q \mod \pi$ for all $a \in A$. Let $B$ be any $n \times n$ matrix with coefficients in $A$. We define
\[
g_B(X) = X + \pi^{-1}B\sigma_*g_B(X^q), \quad G_B(X, Y) = g_B^{-1}(g_B(X) + g_B(Y))
\]
Then $G_B(X, Y)$ is an $n$-dimensional formal group law over $A$, called a generalized Lubin–Tate formal group law. If $k$ has $q$ elements and we take $\sigma = id$, then $g_B^{-1}(ag_B(X)) = [a](X)$ has its coefficients in $A$ for all $a \in A$, so that we find endomorphisms $[a](X)$ of $G_B(X, Y)$ for all $a \in A$.

As a by-product of the construction of a universal higher dimensional commutative formal group in Section 11 we obtain the "Q-theorem," that over a Q-algebra every commutative $n$-dimensional formal group law is strictly isomorphic to the $n$-dimensional additive formal group law $G_n$. But what about the noncommutative ones? In dimension 1 there are hardly any noncommutative formal group laws. But that is definitely not true in dimension $> 1$ as is suggested, e.g., by Example (9.2.2). Let $F(X, Y)$ be an $n$-dimensional formal group law over $A$. We write
\[(9.7.1) \quad F(X, Y) \equiv X + Y + B(X, Y) \mod(\text{degree 3})\]
then $B(X, Y)$ is an $n$-tuple of quadratic polynomials in the $X_1, \ldots, X_n, Y_1, \ldots, Y_n$ of the form
\[(9.7.2) \quad B(i)(X, Y) = \sum_{j,k=1}^n \gamma_{jk}^i X_j Y_k\]
We now define a Lie algebra structure on $A^n$ by means of the formula
\[(9.7.3) \quad [e_j, e_k] = \sum_{i=1}^n \gamma_{jk}^i e_i - \sum_{i=1}^n \gamma_{ik}^j e_i\]
where $e_i$ is the canonical $i$th basis vector of $A^n$.

This Lie algebra is called the Lie algebra of the formal group law $F(X, Y)$ and is denoted $L(F)$.

This construction is functorial. One easily checks that if $\alpha(X): F(X, Y) \to G(X, Y)$ is a morphism of formal group laws, then $J(\alpha): A^n \to A^m$ induces a homomorphism of Lie algebras $J(\alpha): L(F) \to L(G)$.

In Section 14 we shall show that the functor $L$ from formal group laws over $A$ to Lie algebras over $A$ that are free as $A$-modules is an equivalence of categories if $A$ is a Q-algebra. This means in particular that given a Lie algebra $L$ over, e.g., $\mathbb{R}$, there is a formal group law $F(X, Y)$ over $\mathbb{R}$ such that $L(F) = L$. One can then show that $F(X, Y)$ converges for $X, Y$ small enough, so that we actually obtain a neighborhood of the identity of an analytic Lie group with the given Lie algebra as Lie algebra. This gives a method of proving Lie's theorem, and in fact formal group laws were defined in 1946 by Bochner with exactly this purpose in mind; cf. [40].
10 The Higher Dimensional Functional Equation Lemma

In this section we discuss the higher dimensional analogues of Sections 2 and 3.

10.1 Ingredients and constructions

The basic ingredients for the constructions of the $n$-dimensional functional equation lemma are practically the same as in the one dimensional case, viz.,

(10.1.1) \[ A \subset K, \quad \sigma: K \to K, \quad \mathfrak{C} \subset A, \quad p, \ q, \ s_1, \ s_2, \ldots \]

where $A$, $K$, $\sigma$, $p$, $q$ are as in the one dimensional case, i.e., $A$ is a subring of a ring $K$, $\sigma$ is an endomorphism of $K$, $\mathfrak{C}$ is an ideal of $A$, $p$ is a prime number, and $q$ is a power of $p$. But the $s_1, s_2, \ldots$ are now supposed to be $n \times n$ matrices with coefficients in $K$, $s_1 = (s_1(i, j))$, $s_2 = (s_2(i, j))$, \ldots. The conditions that these ingredients have to satisfy are the obvious analogues of (2.1.2)–(2.1.4), viz. \[ \sigma(a) \equiv a^q \mod \mathfrak{C} \] for all $a \in A$, $s_k(i, j) \mathfrak{C} \subset A$ for all $k = 1, 2, \ldots; i, j = 1, \ldots, n$, and (2.1.4) (or $\sigma'(s_k(i, j)) \mathfrak{C} \subset A$ for all $l, k, i, j$; cf. Remark (2.4.15)).

Now let $g(X)$ be an $n$-tuple of power series in $X_1, \ldots, X_m$ with coefficients in $A$ without constant terms. Then given the ingredients (10.1.1) we construct a new $n$-tuple of power series by means of the recursion formula (or functional equation)

(10.1.2) \[ f_{\theta}(X) = g(X) + \sum_{i=1}^{\infty} s_i \sigma^i \cdot f_{\theta}(X^{q^i}) \]

where $\sigma^i \cdot f_{\theta}(X)$ is the $n$-tuple of power series obtained from $f_{\theta}(X)$ by applying the endomorphism $\sigma^i$ to the coefficients of the $n$-tuple of power series $f_{\theta}(X)$, and where $X^{q^i}$ is short for $(X_1^{q^i}, \ldots, X_m^{q^i})$. In (10.1.2) $f_{\theta}(X)$ and $g(X)$ are taken to be column vectors and the $s_i$ are matrices, so that (10.1.2) makes sense.

As in the one dimensional case, we note that (10.1.2) is really a recursion equation for the coefficients of the $n$-tuple of power series $f_{\theta}(X)$.

If $f(X)$ is an $n$-tuple of power series without constant terms over $A$ such that the Jacobian matrix $J(f)$ is invertible (cf. 9.4 for the definition of $J(f)$), then there is a unique $n$-tuple of power series $f^{-1}(X)$ such that $f(f^{-1}(X)) = f^{-1}(f(X)) = X$. (Cf. Appendix (A.4.5).)

The $n$-dimensional functional equation lemma can now be stated as follows.

10.2 Functional equation lemma

Let $A$, $K$, $\mathfrak{C}$, $\sigma$, $p$, $q$, $s_1$, $s_2$, \ldots be as in 10.1. Let $g(X)$ and $\bar{g}(\bar{X})$ be two $n$-tuples of power series in $X = (X_1, \ldots, X_n)$ and $\bar{X} = (\bar{X}_1, \ldots, \bar{X}_m)$, respectively, with coefficients in $A$ such that $g(X) \equiv 0 \mod(\text{degree } 1)$, $\bar{g}(\bar{X}) \equiv 0 \mod(\text{degree } 1)$. Suppose moreover that the Jacobian matrix $J(g)$ is invertible. Then we have
(i) the \( n \)-tuple of power series \( F_g(X, Y) = f_g^{-1}(f_g(X) + f_g(Y)) \) in \( X_1, \ldots, X_n; Y_1, \ldots, Y_n \) has its coefficients in \( A \);

(ii) the \( n \)-tuple of power series \( f_g^{-1}(f_g(X)) \) in \( X_1, \ldots, X_m \) has its coefficients in \( A \);

(iii) if \( h(\bar{X}) \) is any \( n \)-tuple of power series in \( \bar{X}_1, \ldots, \bar{X}_m \) over \( A \) such that \( h(\bar{X}) \equiv 0 \mod(\text{degree 1}) \), then there is an \( n \)-tuple of power series \( \bar{h}(\bar{X}) \) in \( \bar{X}_1, \ldots, \bar{X}_m \) such that \( f_g(h(\bar{X})) = f_g(\bar{X}) \);

(iv) if \( \alpha(\bar{X}), \beta(\bar{X}) \) are \( n \)-tuples of power series in \( \bar{X}_1, \ldots, \bar{X}_n \) with coefficients in \( A \) and \( K \), respectively, then for all \( r = 1, 2, 3, \ldots \)

\[
\alpha(\bar{X}) \equiv \beta(\bar{X}) \mod \mathcal{C}^r \iff f_g(\alpha(\bar{X})) \equiv f_g(\beta(\bar{X})) \mod \mathcal{C}^r
\]

The proof of this lemma is virtually identical with the proof of the corresponding one dimensional version; cf. Chapter I, Section 2.4. The various formulas are the same, but the symbols occurring in them must now be interpreted as matrices and vectors.

10.3 The higher dimensional formal group laws

\( F_\nu(X, Y), F_\nu, \tau(X, Y) \)

We apply the functional equation lemma 10.2 to obtain the higher dimensional analogues of the one dimensional formal group laws \( F_\nu(X, Y), F_\nu, \tau(X, Y) \) which we constructed in 2.3 and studied in more detail in Section 3 of Chapter I.

Choose \( n \in \mathbb{N} \) and let \( Z[V] \) be short for \( Z[V(j, k); i = 1, 2, \ldots; j, k = 1, \ldots, n] \) and let \( Z[V, T] \) be short for \( Z[V(j, k), T(j, k); i = 1, 2, \ldots; j, k = 1, \ldots, n] \). We write \( V_i \) for the \( n \times n \) matrix \( (V_i(j, k)) \), \( T_i \) for the \( n \times n \) matrix \( (T_i(j, k)) \), \( X \) for the column vector \( (X_1, \ldots, X_n) \) and \( X^m \) for the column vector \( (X_1^m, \ldots, X_n^m) \). Choose a prime number \( p \). We are now going to apply the functional equation lemma 10.2 with the ingredients: \( A = Z[V] \) or \( Z[V, T] \), \( K = Q[V] \) or \( Q[V, T] \), \( \mathcal{C} = pA \), \( q = p \), \( s_i = p^{-1}V_i \), \( i = 1, 2, \ldots \), \( \sigma: K \to K \) the homomorphism defined by

\[
\sigma(V_i(j, k)) = V_i(j, k)^p, \quad \sigma(T_i(j, k)) = T_i(j, k)^p
\]

As usual, for this type of endomorphism \( \sigma \) we shall write \( \sigma^{(p)} \) for \( \sigma^*a, a \in K \) and \( h^{(p)}(X) \) for \( \sigma^*h(X) \). If \( h(X) \) is a vector or matrix of power series, then \( \sigma^*h(X) = h^{(p)}(X) \) is the vector or matrix obtained by applying \( \sigma^* \) to all the entries of \( h(X) \). Thus \( V_i^{(p)} \) denotes the matrix with entries \( V_i(j, k)^p \). We shall write \( f_\nu(X) \) and
for the \( n \)-tuples of power series defined à la (10.1.2) by means of the ingredients listed above. Thus

\[
(10.3.1) \quad f_\nu(X) = X + \sum_{i=1}^{\infty} p^{-1} V_i f^{(i)}(X^p) \\
(10.3.2) \quad f_{\nu, T}(X) = X + \sum_{i=1}^{\infty} T_i X^{p^i} + \sum_{i=1}^{\infty} p^{-1} V_i f^{(i)}(X^p) 
\]

Let

\[
(10.3.3) \quad F_\nu(X, Y) = f^{-1}_\nu(f_\nu(X) + f_\nu(Y)) \\
F_{\nu, T}(X, Y) = f^{-1}_{\nu, T}(f_{\nu, T}(X) + f_{\nu, T}(Y)) \\
(10.3.4) \quad \alpha_{\nu, T}(X) = f^{-1}_{\nu, T}(f_\nu(X))
\]

Then the functional equation lemma says:

\begin{itemize}
\item (10.3.5) **Theorem** \( F_\nu(X, Y) \) and \( F_{\nu, T}(X, Y) \) are \( n \)-dimensional formal group laws over \( \mathbb{Z}[V] \) and \( \mathbb{Z}[V, T] \), respectively, and \( \alpha_{\nu, T}(X) \) is a strict isomorphism over \( \mathbb{Z}[V, T] \) from \( F_\nu(X, Y) \) to \( F_{\nu, T}(X, Y) \).
\end{itemize}

Later, in Chapter III, we shall see that \( F_\nu(X, Y) \) is universal for a certain kind of formal group law, viz. the \( p \)-typical ones, and that the isomorphism \( \alpha_{\nu, T}(X) \) is in a certain sense the most general isomorphism possible between \( p \)-typical formal group laws.

### 10.4 Some more results on \( F_\nu(X, Y) \) and \( F_{\nu, T}(X, Y) \)

It is immediately clear from the defining formulas (10.3.1), (10.3.2) that \( f_\nu(X) \) and \( f_{\nu, T}(X) \) are of the form

\[
(10.4.1) \quad f_\nu(X) = \sum_{i=0}^{\infty} a_i(V) X^{p^i}, \quad a_0(V) = I_n, \text{ the } n \times n \text{ identity matrix} \\
(10.4.2) \quad f_{\nu, T}(X) = \sum_{i=0}^{\infty} a_i(V, T) X^{p^i}, \quad a_0(V, T) = I_n
\]

where the \( a_i(V) \), \( a_i(V, T) \) are certain \( n \times n \) matrices with coefficients in \( \mathbb{Q}[V] \), \( \mathbb{Q}[V, T] \). The following formulas are now proved exactly as in the one dimensional case; cf. Section 3.3 of Chapter I:

\[
(10.4.3) \quad a_m(V) = p^{-1} V_1 a_{m-1}(V)^{(p)} + \cdots + p^{-1} V_{m-1} a_1(V)^{(p^{m-1})} + p^{-1} V_m \\
(10.4.4) \quad a_m(V) = \sum_{i_1 + \cdots + i_r = m} p^{-r} V_{i_1} V_{i_2}^{(p^{i_1})} \cdots V_{i_r}^{(p^{i_1} + \cdots + i_{r-1})}
\]
where the sum is over all sequences \( (i_1, \ldots, i_r) \), \( i_1, \ldots, i_r \in \mathbb{N} \) such that \( i_1 + \cdots + i_r = m \),

\[
(10.4.5) \quad p a_m(V) = a_{m-1}(V)V_i^{(p^{m-1})} + \cdots + a_1(V)V_i^{(p_1)} + V_i^m
\]

\[
(10.4.6) \quad a_m(V, T) = a_m(V) + a_{m-1}(V)T_i^{(p^{m-1})} + \cdots + a_1(V)T_i^{(p_1)} + T_i^m
\]

Note that these formulas specialize to the ones given in 3.3, Chapter I ((3.3.6), (3.3.8)–(3.3.10)) if \( n = 1 \). We stress that \( V_i^{(p)} \) is the matrix with entries \( V_i(j, k)^{p^r} \) and not the matrix power \( (V_i)^{p^r} \); but, e.g., \( a_1(V)V_i^{(p_1)} \) is the matrix product of the matrices \( a_1(V) \) and \( V_i^{(p_1)} \).

The formulas given above will be useful in Chapter IV when we shall take up the study of isomorphisms of (higher dimensional) formal group laws.

### 10.5 An example (the formal group law of Witt vectors of length \( n \) associated to the prime number \( p \))

Let \( \phi: \mathbb{Z}[V] \to \mathbb{Z} \) be the ring homomorphism defined by the conditions \( \phi(v_2) = \phi(v_3) = \cdots = 0 \) and

\[
\phi(V_1) = \begin{pmatrix}
0 & \cdots & 0 \\
1 & 0 & \cdots \\
\vdots & \ddots & \ddots \\
0 & \cdots & 0 & 1 & 0
\end{pmatrix} = M
\]

Using (10.4.5) we see that

\[
a_1 = p^{-1} M, \quad a_2 = p^{-2} M^2, \quad \cdots, \quad a_{n-1} = p^{-n+1} M^{n-1}
\]

\[
a_n = a_{n+1} = \cdots = 0
\]

Let \( \hat{W}_{p^n}(X, Y) \) denote the \( n \)-dimensional formal group law \( \phi_* F_V(X, Y) \) over \( \mathbb{Z} \). Its logarithm is then equal to

\[
(10.5.1) \quad \log_{\hat{W}_{p^n}}(X_1, \ldots, X_n) = \begin{pmatrix}
X_1 \\
X_2 + p^{-1} X_1^p \\
\vdots \\
X_n + p^{-1} X_{n-1}^p + \cdots + p^{-n+1} X_1^{p^{n-1}}
\end{pmatrix}
\]

Now the first \( n \) addition polynomials of the ring of Witt vectors associated to the prime \( p \) are given by the formulas

\[
(10.5.2) \quad w_{p,i}(s_0(X, Y), \ldots, s_i(X, Y)) = w_{p,i}(X) + w_{p,i}(Y)
\]

where \( w_{p,i}(Z_0, \ldots, Z_i) = Z_0^i + p Z_1^{p^i} + \cdots + p^i Z_i \), \( i = 0, 1, \ldots, n - 1 \), and \( X, Y \) are short for \( (X_0, \ldots, X_{n-1}), (Y_0, \ldots, Y_{n-1}) \). Multiplying (10.5.2) with \( p^{-i} \) on both sides and substituting \( X_i \) for \( X_{i-1} \), \( Y_i \) for \( Y_{i-1} \), \( i = 1, \ldots, n \), we see that
the $\tilde{W}_p(i)(X, Y)$ are in fact the first $n$ addition polynomials of the ring of Witt vectors associated to the prime $p$.

11 The Universal $n$-Dimensional Commutative Formal Group Laws $H_U(X, Y)$

In this section we construct a universal commutative $n$-dimensional formal group law $H_U(X, Y)$ for each $m \in \mathbb{N}$. All formal group laws in this section will be commutative.

11.1 The constructions

For each sequence $(q_1, \ldots, q_t)$, $t \in \mathbb{N}$, of powers of prime numbers, $q_i = p_i^{s_i}$, $s_i \in \mathbb{N}$, $p_i$ a prime number, choose an integer $n(q_1, \ldots, q_t)$ such that the following congruences are satisfied

\begin{equation}
(n(q_1, \ldots, q_t) \equiv 1 \mod p_1^s \quad \text{if} \quad p_1 = p_2 = \cdots = p_r \neq p_{r+1}, \quad 1 \leq r \leq t)
\end{equation}

\begin{equation}
(n(q_1, \ldots, q_t) \equiv 0 \mod p_2^{s-1} \quad \text{if} \quad p_1 \neq p_2 = \cdots = p_r \neq p_{r+1}, \quad 2 \leq r \leq t)
\end{equation}

(If $r = t$, then the condition $p_r \neq p_{r+1}$ is supposed to be vacuously satisfied.)

These are precisely the same conditions as those in (5.2.1) which we used to construct a one dimensional universal formal group law in 5.2. The only difference is that we now consider only sequences of prime powers.

(11.1.2) Some notation

Fix $m \in \mathbb{N}$; $m$ is the dimension of the formal group law $F_U(X, Y)$ that we are going to construct. We use a boldface letter $\mathbf{n}$ to denote a multi-index $\mathbf{n} = (n_1, \ldots, n_m)$, $n_i \in \mathbb{N} \cup \{0\}$. We set $\emptyset = (0, 0, \ldots, 0)$, $\mathbf{e}(i) = (0, \ldots, 0, 1, 0, \ldots, 0)$, with the 1 in the ith place. If $\mathbf{n}$ is a multi-index and $i \in \mathbb{N} \cup \{0\}$, then $\mathbf{i}$ is the multi-index $(i_1, \ldots, i_m)$; and if $k, l$ are two multi-indices, then $k + l$ denotes the multi-index $(k_1 + l_1, \ldots, k_m + l_m)$. The symbol $\mathbf{I}$ denotes the set of all multi-indices $\mathbf{n}$; i.e., $\mathbf{I} = \{(n_1, \ldots, n_m) \mid n_1, \ldots, n_m \in \mathbb{N} \cup \{0\}\}$; for $\mathbf{n} \in \mathbf{I}$, $|\mathbf{n}|$ denotes the number $|\mathbf{n}| = n_1 + \cdots + n_m$. Finally, we define $\mathbf{D} \subseteq \mathbf{I}$ as the set of all multi-indices $\mathbf{n} \in \mathbf{I}$ for which $|\mathbf{n}| \geq 1$ and such that $\mathbf{n} \neq p^r \mathbf{e}(i)$ for all prime numbers $p, r \in \mathbb{N}, i = 1, \ldots, m$. Note that the indices $\mathbf{e}(i)$ themselves, $i = 1, \ldots, m$, are in $\mathbf{D}$.

We write $X$ for $(X_1, \ldots, X_m)$; and if $\mathbf{n} \in \mathbf{I}$, then $X^\mathbf{n}$ is short for $X_1^{n_1} \cdots X_m^{n_m}$. This is not to be confused with $X^n$, which denotes the vector $(X_1^n, \ldots, X_m^n)$. If $a = (a_1, \ldots, a_m)$ is a vector, then $aX^n$ is of course the vector $(a_1X^{n_1}, \ldots, a_mX^{n_m})$.

Let $\mathbb{Z}[U]$ be short for $\mathbb{Z}[U(i, \mathbf{n}); \mathbf{n} \in \mathbf{I}$ and $|\mathbf{n}| \geq 2, i = 1, \ldots, m]$. We also define $U(i, \mathbf{e}(j)) = 0$ if $i \neq j$ and $U(i, \mathbf{e}(i)) = 1, i, j = 1, \ldots, m$. If $q = p^r, s \in \mathbb{N} \cup \{0\}$, $p$ a prime number, then we use $U_q$ to denote the $m \times m$ matrix $(U(i, q\mathbf{e}(j)))_{i, j}$; and if $\mathbf{d} \in \mathbf{I} \setminus \{0\}$, we use $U_d$ to denote the column vector $(U(1, \mathbf{d}), \ldots, U(m, \mathbf{d}))$. 

Using all this notation we now define for each \( n \in \mathbb{N} \), \( |n| \geq 1 \) a column vector \( a_n \) with coordinates in \( \mathbb{Q}[U] = \mathbb{Q} \otimes \mathbb{Z}[U] \) by means of the formula

\[
(11.1.3) \quad a_n = \sum_{(q_1, \ldots, q_t, d)} \frac{n(q_1, \ldots, q_t)}{p_1} \cdot \ldots \\
\quad \cdot \frac{n(q_{t-1}, q_{t})}{p_{t-1}} \frac{n(q_{t})}{p_{t}} U_{q_1}^{(q_1)} \ldots U_{q_t}^{(q_t-1)} U_{d}^{q_t-1} U_{d}^{q_t}
\]

where the sum is over all sequences \( (q_1, \ldots, q_n, d) \), \( t \in \mathbb{N} \cup \{0\} \), \( q_i = p_i^{s_i}, s_i \in \mathbb{N} \), \( p_i \) a prime number, \( d \in D \) such that \( q_1 \cdots q_d = n \). Here, as usual, if \( M \) is a matrix or vector with coefficients in \( \mathbb{Q}[U] \), then \( M^{(i)} \) is the matrix of vector obtained from \( M \) by applying the endomorphism \( U(i, d) \rightarrow U(i, d)^t \) to the entries of \( M \). If \( M = U_q \) or \( U_d \), this is the same as raising each of the entries of \( M \) to the \( r \)th power.

We now define

\[
(11.1.4) \quad h_U(X) = \sum_{|n| \geq 1} a_n X^n, \quad H_U(X, Y) = h_U^{-1}(h_U(X) + h_U(Y))
\]

(Note that \( a_{e(t)} \) is the column vector \((0, \ldots, 0, 1, 0, \ldots, 0)\) with the 1 in the \( i \)th place, so that \( h_U(X) \equiv X \mod(\text{degree } 2) \) so that \( h_U^{-1}(X) \) is well defined.)

\[\boxed{(11.1.5) \quad \textbf{Theorem} \quad H_U(X, Y) \text{ is a power series with coefficients in } \mathbb{Z}[U] \text{ and it is in fact a universal commutative } m \text{-dimensional formal group law over } \mathbb{Z}[U].}\]

\[\boxed{(11.1.6) \quad \textbf{Corollary} \quad (Q-theorem) \quad \text{If } F(X, Y) \text{ is an } m \text{-dimensional commutative formal group law over a } \mathbb{Q} \text{-algebra } A, \text{ then there is a unique strict isomorphism } \alpha(X) : F(X, Y) \rightarrow G_a^m.}\]

This isomorphism \( \alpha(X) \) is denoted \( \log_F(X) \) and is called the logarithm of \( F(X, Y) \). More generally, if \( F(X, Y) \) is an \( m \)-dimensional commutative formal group law over a characteristic zero ring \( A \), then we use \( \log_F(X) \) to denote the unique \( m \)-tuple of power series \( f(X) \) with coefficients in \( A \otimes \mathbb{Q} \) such that \( F(X, Y) = f^{-1}(f(X) + f(Y)) \) and \( f(X) \equiv X \mod(\text{degree } 2) \).

As in the one dimensional case we have a formula

\[
(11.1.7) \quad \log_F(X) = \lim_{n \to \infty} p^{-n}[p^n]_F(X)
\]

for \( F(X, Y) \) a commutative formal group law over a characteristic zero \( \mathbb{Z}_{(p)} \)-algebra \( A \) such that \( \bigcap_p p^n A = \{0\} \). The proof is virtually the same as in the one dimensional case; cf. Proposition (5.4.5) of Chapter I. Remark (5.4.8) also generalizes to the more dimensional case.

\[\boxed{(11.1.8) \quad \textbf{Remark} \quad \text{If } m = 1 \text{ then } H_U(X, Y) \text{ does not coincide with the one dimensional universal formal group law } F_U(X, Y) \text{ which we constructed in Section 5 of Chapter I. Cf., however, also Section 12 below.}}\]
11.2 Proof of the integrality of \( H_U(X, Y) \)

Let \((q_1, \ldots, q_l)\) be a sequence of powers of prime numbers. We define

\[
d(q_1, \ldots, q_l) = \frac{n(q_1, \ldots, q_l)}{p_1^{s_1}} \cdots \frac{n(q_{l-1}, q_l)}{p_{l-1}^{s_{l-1}}} \frac{n(q_l)}{p_l^{s_l}}
\]

where \(q_i = p_i^{s_i}, p_i \) a prime number, \( s_i \in \mathbb{N} \). Then one has

\[
d(q_1, \ldots, q_l) - p_1^{-1}d(q_2, \ldots, q_l) \in \mathbb{Z}_{(p_1)}
\]

and

\[
d(q_1, q_2, \ldots, q_l) \in \mathbb{Z}_{(p)} \quad \text{for all prime numbers} \quad p \neq p_1.
\]

Statements (11.2.2) and (11.2.3) are just special cases of lemmas (5.3.5) and (5.3.4), respectively. The next step is:

**Lemma** The \( n \)-tuple of power series \( h_U(X, Y) \) satisfies a functional equation of the form

\[
h_U(X) = g_p(X) + \sum_{i=1}^{\infty} p^{-i} U_p h_U^{(p^i)}(X^{p^i})
\]

with \( g_p(X) \in \mathbb{Z}_{(p)}[U][X]^{m} \) and \( g_p(X) \equiv X \text{ mod}(\text{degree } 2) \) for every prime number \( p \).

**Proof** This is proved in almost exactly the same way as we proved Lemma (5.3.3) in (5.3.6). Choose a prime number \( p \). Let \( n = p^r k \) where \( k = (k_1, \ldots, k_m) \) is such that at least one of the \( k_i \) is prime to \( p \). Now write \( a_n \) as a sum

\[
a_n = a_n(0) + a_n(1) + \cdots + a_n(r)
\]

where \( a_n(0) \) is the sum over all terms in the right-hand side of (11.1.3) for which \((q_1, p) = 1\) and where \( a_n(j) \) is the sum over all terms in the right-hand side of (11.1.3) for which \( q_1 = p^j \). It now follows from (11.2.3) and (11.2.2) that

\[
a_n(0) \in \mathbb{Z}_{(p)}[U][X]^{m}
\]

\[
a_n(j) - p^{-1} U_p a_n^{(p^j)} \in \mathbb{Z}_{(p)}[U][X]^{m}, \quad j = 1, \ldots, r
\]

Formulas (11.2.5) and (11.2.6) together prove Lemma (11.2.4).

**Lemma** By the functional equation lemma 10.2 we see from Lemma (11.2.4) that the coefficients of the \( n \)-tuple of power series \( H_U(X, Y) \) are in \( \mathbb{Z}_{(p)}[U] \) for every prime number \( p \), which means that all those coefficients are in \( \mathbb{Z}[U] \). This concludes the proof of the integrality of \( H_U(X, Y) \).

11.3 Some multidimensional binomial coefficient arithmetic

In order to prove the universality of \( H_U(X, Y) \) we first do the higher dimensional version of the binomial coefficient arithmetic of Section 4 of Chapter I.
(11.3.1) Let \( n \) be a multi-index of length \( m \). We write \( k \leq n \) if \( k_i \leq n_i \) for all \( i = 1, 2, \ldots, m \), and \( k < n \) if \( k \leq n \) and \( |k| < |n| \). If \( k \leq n \), we define

\[
\binom{n}{k} = \binom{n_1}{k_1} \cdots \binom{n_m}{k_m}
\]

\[
v(n) = \begin{cases} p & \text{if } n = p^r e(i) \text{ for some prime number } p, r \in \mathbb{N}, i \in \{1, \ldots, m\} \\ 1 & \text{otherwise} \end{cases}
\]

(11.3.3)

Then one has for \( |n| \geq 2 \)

\[
v(n) = \gcd\left\{ \binom{n}{k} \mid 0 < k < n \right\}.
\]

This is clear from the corresponding one dimensional situation if \( n \) is of the form \( n = ne(j) \) for some \( n \in \mathbb{N}, j \in \{1, \ldots, m\} \) (cf. 4.1); and if \( n = (n_1, n_2, \ldots, n_m) \) has at least two \( n_i \neq 0 \), let \( i_1 \) be the smallest number such that \( n_{i_1} \neq 0 \), take \( k = n_{i_1} e(i_1) \), then \( \binom{n}{k} = 1 \).

(11.3.5) For each \( n \in \mathbb{N}, n \geq 2 \) choose integers \( \lambda_{n,1}, \ldots, \lambda_{n,n-1} \) such that

\[
\lambda_{n,1}(i) + \cdots + \lambda_{n,n-1}(n_{i-1}) = v(n).
\]

Now let \( n \) be a multi-index. If \( n \) is of the form \( n = ne(j) \) and \( k < n \), then \( k = ke(j) \) for some \( k < n \). In this case we define \( \lambda(n, k) = \lambda_{n,k} \). If \( n \) is not of the form \( ne(j) \), let \( i_1 \) be the smallest index such that \( n_{i_1} \neq 0 \). Let \( k \leq n \). For these \( n \), we set \( \lambda(n, k) = 1 \) if \( k = n_{i_1} e(i_1) \) and \( \lambda(n, k) = 0 \) if \( k \neq n_{i_1} e(i_1) \). We then have of course that

\[
\sum_{0 < k < n} \lambda(n, k) \binom{n}{k} = v(n)
\]

(11.3.6)

(11.3.7) Lemma Let \( n \) be a multi-index, \( |n| \geq 2 \). For each \( 0 < k < n \) let \( X(k) \) be an indeterminate and let \( X(k) = X(n-k) \). Then every \( X(k) \) can be written as a linear expression with coefficients in \( Z \) of the expressions

\[
\sum_{0 < k < n} \lambda(n, k)X(k)
\]

(11.3.8)

\[
\begin{pmatrix} j+k \cr k \end{pmatrix} X(j+k) - \begin{pmatrix} k+1 \cr 1 \end{pmatrix} X(k+1), \quad j+k+1 = n, \quad j, k, l > 0.
\]

(11.3.9)

where the \( \lambda(n, k) \) are as above in (11.3.5).

Proof If \( n \) is of the form \( n = ne(j) \), this is the binomial coefficient lemma 4.2. If \( n \) is not of the form \( n = ne(j) \), let \( i \) be the smallest index such that \( n_i \neq 0 \). Then (11.3.8) is equal to \( X(n e(i)) \). For all \( 0 < j < n_i \), take \( j = je(i) \), \( k = (n_i - j)e(i) \), \( l = n - j - k \). Then \( X(j + k) = X(n e(i)) \), \( X(k + l) = X(j) = X(je(i)) \), and \( (\binom{n}{i}^* i) = 1 \), so that we have obtained all \( X(k) \) with \( k = je(i) \), \( 0 < j \leq n_i \) as a linear combination of (11.3.8) and (11.3.9). Now let
\( r = (r_1, \ldots, r_n), r \neq re(i) \) be a multi-index with \( 0 < r < n \) and \( 0 < r_i \leq n_i \). We take \( j = r_i e(i), \ k = r - j, \ l = n - j - k \). Then \((i^+ k) = 1, \ X(j + k) = X(r), \ X(k + l) = X(j) = X(re(i))\), so that we have also obtained all \( X(r) \) with \( r \) as described above as linear combinations of (11.3.8) and (11.3.9). But if \( r < n \) and \( r \neq re(i) \), then either \( r \) of \( n - r \) has its \( i \)th component \( > 0 \) and \( X(r) = X(n - r) \). This concludes the proof of the lemma.

11.4 Proof of the universality of \( H_U(X, Y) \)

Let \( n \in \mathbb{N} \). We write \( h_{U}(U) \) and \( H_{U}(U) \) for the \( m \)-tuples of formal power series obtained from \( h(U) \) and \( H(U) \) by substituting 0 for all \( U(i, d), \ d \in I, \ i \in \{1, \ldots, m\}, \) with \( |d| > n \). Then we have

\[ h(U) \equiv h_{U}(U) + \Gamma_{n+1}(X) \pmod{\text{degree } n + 2} \]

where \( \Gamma_{n+1}(X) \) is the following \( m \)-tuple of homogeneous forms of degree \( n + 1 \) in \( X_1, \ldots, X_m \):

\[ \Gamma_{n+1}(X) = \sum_{|d| = n+1} \nu(d)^{-1} U_d X^d \]

where the notation is as in (11.1.2). It follows that for \( H_U(X, Y) \)

\[ H_U(X, Y) \equiv H_{U}(U) + \Gamma_{n+1}(X) + \Gamma_{n+1}(Y) \]

\[ - \Gamma_{n+1}(X + Y) \pmod{\text{degree } n + 2} \]

We write

\[ H_U(X, Y) = (H_U(1)(X, Y), \ldots, H_U(m)(X, Y)) \]

\[ H_U(i)(X, Y) = X_i + Y_i + \sum_{|k|, |l| \geq 1} e_{k,l}(i)X^kY^l \]

Now for each \( d \in I \) with \( |d| \geq 2 \) and \( i \in \{1, \ldots, m\}, \) define

\[ y(i, d) = \sum_{0 < k < d} \lambda(d, k)e_{k,d-k}(i) \]

where the \( \lambda(d, k) \) are as in (11.3.5).

\[ \square \] (11.4.7) Lemma The \( y(i, d), \ d \in I, \ |d| \geq 2, \ i \in \{1, \ldots, m\} \) are a polynomial basis for \( Z[U] \).

That is, every element of \( Z[U] \) can be written uniquely as a polynomial in the \( y(i, d) \). The proof of Lemma (11.4.7) is not difficult; it follows directly from (11.4.3) and (11.3.6).

\[ \square \] (11.4.8) Proof of the universality of \( H_U(X, Y) \) Now let \( G(X, Y) \) be any \( m \)-dimensional commutative formal group law over a ring \( A \). We write \( G(X, Y) = (G(1)(X, Y), \ldots, G(m)(X, Y)) \), and

\[ G(i)(X, Y) = X_i + Y_i + \sum_{|k|, |l| \geq 1} a_{k,l}(i)X^kY^l \]
We now define a homomorphism $\phi: Z[U] \to A$ by setting

$$\phi(y(i, d)) = \sum_{0 < k < d} \lambda(d, k) a_{k, d - k}(i)$$

Note that this is well defined because of Lemma (11.4.7). Also $\phi$ is certainly the only possible homomorphism $Z[U] \to A$ such that $\phi_H U(X, Y) = G(X, Y)$. It remains to prove that $\phi(e_{k, l}(i)) = a_{k, l}(i)$ for all $|k|, |l| > 1, i \in \{1, \ldots, m\}$. The case $|k + l| = 2$ follows directly from (11.4.10) because in that case $y(i, k + l) = e_{k, l}(i)$ by (11.4.6) and $\phi(y(i, k + l)) = a_{k, l}(i)$ by (11.4.10).

Commutativity of $H_U(X, Y)$ and $G(X, Y)$ means that we have relations

$$a_{k, l}(i) = a_{l, k}(i), \quad e_{k, l}(i) = e_{l, k}(i)$$

and the associativity of $H_U(X, Y), G(X, Y)$ means that the $e_{k, l}(i)$ and $a_{k, l}(i)$ satisfy certain universal relations of the form

$$\left(\begin{array}{c} j + k \\ k \end{array}\right) e_{j + k, l}(i) - \left(\begin{array}{c} k + l \\ l \end{array}\right) e_{j, k + l}(i) = Q_{j, k, l}(e_{s, t})$$

$$\left(\begin{array}{c} j + k \\ k \end{array}\right) a_{j + k, l}(i) - \left(\begin{array}{c} k + l \\ l \end{array}\right) a_{j, k + l}(i) = Q_{j, k, l}(a_{s, t})$$

where $Q_{j, k, l}(e_{s, t})$ involves only those $e_{s, t}$ with $|s + t| < |j + k + l|$; cf. 9.5. One now proves that $\phi(e_{k, l}(i)) = a_{k, l}(i)$ for all $|k|, |l| \geq 1$ by an easy induction with respect to $|k + l|$, using the binomial coefficient lemma (11.3.7). This concludes the proof of the universality of $H_U(X, Y)$ and hence concludes the proof of Theorem (11.1.5).

(11.4.12) **Corollary** (Lazard's comparison lemma) Let $F(X, Y)$ and $G(X, Y)$ be two $m$-dimensional formal group laws over a ring $A$ and suppose that $F(X, Y) \equiv G(X, Y) \mod(\text{degree } n)$. Then there exist an $m$-tuple of homogeneous forms $\Gamma$ of degree $n$ with coefficients in $A$ and an $m \times m$ matrix $M$ with coefficients in $A$ such that

$$F(X, Y) \equiv G(X, Y) + \Gamma(X) + \Gamma(Y) - \Gamma(X + Y)$$

$$+ M(v(n)^{-1}(X^n + Y^n - (X + Y)^n))$$

If one adds the restriction that $\Gamma(X)$ may contain no terms of the form $aX_i^n$, $a \in A, i \in \{1, \ldots, m\}$, then the $\Gamma$ and $M$ in (11.4.13) are unique.

### 12 Curvilinear Formal Group Laws

All formal group laws in this section are commutative.

The $m$-dimensional universal formal group law $H_U(X, Y)$ of Section 11 does not coincide with the one dimensional formal group law $F_U(X, Y)$ constructed in Section 5 if $m = 1$. In fact it seems that there is no higher dimensional
analogue of $F_U(X, Y)$ that is universal. However, there does exist a higher dimensional analogue for $F_U(X, Y)$ that is universal for a certain class of formal group laws, the so-called curvilinear formal group laws. This $m$-dimensional version of $F_U(X, Y)$ is obtained from $F_U(X, Y)$ by replacing everywhere in $f_U(X)$ and $F_U(X, Y)$ the indeterminates $U_i, i = 2, 3, \ldots$, by $m \times m$ matrices of indeterminates $U_i = (U_i(j, k))_{j,k}$.

12.1 Definition and characterization of curvilinear formal group laws

Let $k, l$ be multi-indices of length $m$, then $kl$ denotes the multi-index $kl = (k_1l_1, \ldots, k_ml_m)$. An $m$-dimensional formal group law

\[ F(X, Y) = (F(1)(X, Y), \ldots, F(m)(X, Y)) \]

\[ F(i)(X, Y) = X_i + Y_i + \sum_{|k|, |l| \geq 1} a_{k,l}(i)X^kY^l \]

is said to be curvilinear if the following condition is satisfied:

(12.1.1) If $|k|, |l| \geq 1, kl = 0$, then $a_{k,l}(i) = 0$ for all $i = 1, 2, \ldots, m$.

**Lemma** (criterion for curvilinearity) Let $A$ be a characteristic zero ring and $F(X, Y)$ an $m$-dimensional formal group law over $A$. Then $F(X, Y)$ is curvilinear if and only if $\log_F(X)$ is of the form

\[ \log_F(X) = X + \sum_{n=2}^{\infty} a_nX^n \]

where the $a_n$ are $n \times n$ matrices with coefficients in $A \otimes \mathbb{Q}$.

For the moment we shall prove only the "if" part of this criterion. The "only if" part will follow from the construction of a universal curvilinear formal group law later in this section.

**Proof of the "if" part of Lemma (12.1.2)** Let $g(X) = \sum_{n=1}^{\infty} a_nX^n, a_1 = I_n$ and $G(X, Y) = g^{-1}(g(X) + g(Y))$. Write

\[ G(i)(X, Y) = X_i + Y_i + \sum a_{k,l}(i)X^kY^l \]

Suppose that there are $a_{k,1} \neq 0$ with $kl = 0$ and $|k|, |l| \geq 1$. Choose such an $a_{k,1} \neq 0$ with $|k + l|$ minimal. Now consider the coefficient of $X^kY^l$ on both sides of

(12.1.4) \[ g(G(X, Y)) = g(X) + g(Y) \]

Because the coefficient of $X^kY^l$ in the right-hand side of (12.1.4) is zero, we see from $g(X) = \sum a_nX^n$ that we must have a relation of the form

(12.1.5) \[ a_{k,l}(i)X^kY^l = (\sum b_{\ell_1, \ell_2, \ell_3}^{(a_{k_1, l_1}(j_1))^{r_1}} \cdots \cdot (a_{k,s, l_s}(j_s))^{r_s})X^kY^l \]
with \( j_1 = \cdots = j_s = j \). Here the sum is over all \( k_{i_1}, \ldots, k_{i_s}, l_{i_1}, \ldots, l_{i_s}, j, r_1, \ldots, r_s \) such that \( r_1, \ldots, r_s \in \mathbb{N} \),

\[
r_1 k_{i_1} + \cdots + r_s k_{i_s} = k, \quad r_1 l_{i_1} + \cdots + r_s l_{i_s} = l, \quad 1 \leq |k_{i_j} + l_{i_j}| < |k + l|
\]

and the \( b_{i_s} \) are certain multinomial coefficients. Now \( k l = 0 \); it follows that also \( k_{i_t} l_{i_t} \) is zero for all \( t = 1, \ldots, s \), so that by induction \( a_{k_{i_t}, l_{i_t}} = 0 \) unless \( |k_{i_t} + l_{i_t}| = 1 \), i.e.,

\[
k_{i_t} = e(j) \quad \text{and} \quad l_{i_t} = 0 \quad \text{or} \quad l_{i_t} = e(j) \quad \text{and} \quad k_{i_t} = 0
\]

So the sum (12.1.5) reduces to a sum

\[
a_{n,k}(i)X^k Y^l = \sum b_{i_s} X^{r_1} Y^{r_2}
\]

which shows that \( a_{n,k}(i) = 0 \) because \( k l = 0 \) and \( |k| \geq 1, |l| \geq 1 \).

### 12.2 Construction of some curvilinear formal group laws

For each sequence of integers \((i_1, \ldots, i_s)\), \(s \in \mathbb{N}, i_j \in \mathbb{N}\setminus\{1\}\) let \( n(i_1, \ldots, i_s) \) be the integer defined in 5.6 and let

\[
d(i_1, \ldots, i_s) = v(i_1)^{-1} v(i_2)^{-1} \cdots v(i_s)^{-1} n(i_1, \ldots, i_s)n(i_2, \ldots, i_s) \cdots
\]

\[
x n(i_{s-1}, i_s) n(i_s)
\]

as in (5.3.3). Let \( Z[R] \) be short for \( Z[R_i(j, k); i = 2, 3, \ldots; j, k = 1, \ldots, m] \). We now define the \( m \times m \) matrices \( b_i(R), i = 2, 3, \ldots \), as

\[
b_i(R) = \sum_{(i_1, \ldots, i_s)} d(i_1, \ldots, i_s)R_{i_1}^{(1)} R_{i_2}^{(1)} \cdots R_{i_s}^{(1)}
\]

Let

\[
f_R(X) = X + \sum_{i=2}^{\infty} b_i(R) X^i, \quad F_R(X, Y) = f_R^{-1}(f_R(X) + f_R(Y))
\]

Then one shows as in 5.3 and 11.2 that \( f_R(X) \) satisfies a functional equation of type

\[
f_R(X) = g_p(X) + \sum_{j=1}^{\infty} p^{-1} R_{p^j} f_R^{(p^j)}(X^{p^j})
\]

with \( g_p(X) \in Z(p)[R][X] \), so that \( F_R(X, Y) \) has its coefficients in \( Z[R] \) by the functional equation lemma 10.2. Hence \( F_R(X, Y) \) is a curvilinear formal group law over \( Z[R] \) by (the "if" part of) Lemma (12.1.2).

A second curvilinear formal group law \( H_R(X, Y) \) is obtained as follows. Let \( \beta : Z[U] \to Z[R] \) be the homomorphism \( U(i, d) \to 0 \) unless \( d \) is of the form \( d = de(j) \), \( U(i, de(j)) \to R_d(i, j) \). We define

\[
H_R(X, Y) = \beta \cdot H_U(X, Y)
\]
Then $H_R(X, Y)$ is a curvilinear formal group law over $Z[R]$ with logarithm $h_R(X) = g_\ast h_U(X)$, which satisfies the same type of functional equation as $f_R(X)$ so that the formal group laws $F_R(X, Y)$ and $H_R(X, Y)$ are strictly isomorphic by the functional equation lemma 10.2.

12.3 Universality of the curvilinear formal group laws $F_R(X, Y), H_R(X, Y)$

First a definition:

**Definition** A curvilinear $m$-dimensional formal group law $F(X, Y)$ over a ring $L$ is said to be a universal curvilinear $m$-dimensional formal group law if for every curvilinear $m$-dimensional formal group law $G(X, Y)$ over a ring $A$ there is a unique homomorphism $\phi: L \rightarrow A$ such that $\phi_\ast F(X, Y) = G(X, Y)$.

**Theorem** The formal group laws $F_R(X, Y)$ and $H_R(X, Y)$ of 12.2 are universal curvilinear $m$-dimensional formal group laws.

**Proof** We have already seen that $F_R(X, Y)$ and $H_R(X, Y)$ are curvilinear formal group laws. So it remains to prove the universality. Let $F_{R(n)}(X, Y)$, $H_{R(n)}(X, Y)$ be the formal group laws obtained from $F_R(X, Y)$ and $H_R(X, Y)$ by substituting 0 for all $R_d(i, j)$ with $d > n$. Then we have from (12.2.1), (12.2.2) and (11.4.2), (11.4.3)

\[
F_R(X, Y) \equiv F_{R(n)}(X, Y) + R_{n+1}(v(n + 1)^{-1} \\
\times (X^{n+1} + Y^{n+1} - (X + Y)^{n+1})) \mod(\text{degree } n + 2)
\]

(12.3.3)

\[
H_R(X, Y) \equiv H_{R(n)}(X, Y) + R_{n+1}(v(n + 1)^{-1} \\
\times (X^{n+1} + Y^{n+1} - (X + Y)^{n+1})) \mod(\text{degree } n + 2)
\]

Let $G(X, Y)$ be a curvilinear formal group law over a ring $A$. We are going to show by induction that there are homomorphisms $\phi_m, \psi_n: Z[R] \rightarrow A$ such that $G(X, Y) \equiv \phi_m F_R(X, Y) \equiv \psi_n H_R(X, Y) \mod(\text{degree } n + 1)$, and that the restriction of such $\phi_m, \psi_n$ to $Z[R(n)] = Z[R_d(i, j)]$ is unique. This is obvious for $n = 1$. So suppose we have already found $\psi_m, \phi_n$ for some $n \geq 1$. By the comparison lemma (11.4.12) it follows that there are homogeneous $m$-tuples of polynomials $\Gamma_1(X), \Gamma_2(X)$ of degree $n + 1$ not involving any terms of the form $aX_i^{n+1}$ and $m \times m$ matrices with coefficients in $A, M_1, M_2$ such that

\[
G(X, Y) \equiv \phi_m F_R(X, Y) + \Gamma_1(X) + \Gamma_1(Y) - \Gamma_1(X + Y) \\
+ M_1(v(n + 1)^{-1}(X^{n+1} + Y^{n+1} - (X + Y)^{n+1}))
\]

\[
G(X, Y) \equiv \psi_n H_R(X, Y) + \Gamma_2(X) + \Gamma_2(Y) - \Gamma_2(X + Y) \\
+ M_2(v(n + 1)^{-1}(X^{n+1} + Y^{n+1} - (X + Y)^{n+1}))
\]
But $G(X, Y), \psi_{n*} H_R(X, Y), \phi_{n*} F_R(X, Y)$ are all curvilinear formal group laws. It follows directly from the definition of curvilinear that

$$\Gamma_1(X) + \Gamma_1(Y) - \Gamma_1(X + Y) = 0 = \Gamma_2(X) + \Gamma_2(Y) - \Gamma_2(X + Y)$$

Now define $\phi_{n+1}, \psi_{n+1}: \mathbb{Z}[R] \to A$ as follows: $\psi_{n+1}(R_d) = \psi_n(R_d)$ if $d \leq n$, $\psi_{n+1}(R_{n+1}) = M_2, \psi_{n+1}(R_d) = 0$ if $d > n + 1$; $\phi_{n+1}(R_d) = \phi_n(R_d)$ if $d \leq n$, $\phi_{n+1}(R_{n+1}) = M_1, \phi_{n+1}(R_d) = 0$ if $d > n + 1$. Then we have that

$$G(X, Y) \equiv (\phi_{n+1})_* F_R(X, Y) \equiv (\psi_{n+1})_* H_R(X, Y) \mod (\text{degree } n + 2)$$

because of (11.3.3). Moreover the $\phi_{n+1}, \psi_{n+1}$ are unique on $\mathbb{Z}[R(n + 1)] \subset \mathbb{Z}[R]$ because $M_1$ and $M_2$ are unique. This concludes the proof of Theorem (12.3.2).

**Corollary** ("only if" part of Lemma (12.1.2)) If $A$ is a characteristic zero ring and $G(X, Y)$ is a curvilinear $m$-dimensional formal group law over $A$, then $\log_G(X)$ is of the form $\log_G(X) = \sum_{n=1}^{\infty} a_n X^n$ for certain $m \times m$ matrices $a_n$ with coefficients in $A \otimes \mathbb{Q}$.

Let $\psi: \mathbb{Z}[R] \to \mathbb{Z}[U]$ be the natural embedding $R_i(j, k) \mapsto U(j, i e(k))$. Then $\psi_* h_R(X)$, the logarithm of $\psi_* H_R(X, Y)$, and $h_U(X)$, the logarithm of $H_U(X, Y)$, satisfy the same type of functional equation for all prime numbers $p$. (In fact $\psi_* h_R(X)$ is obtained from $h_U(X)$ by substituting 0 for all $U(i, d)$ with $d \in D$.) It now follows from the functional equation lemma that $H_U(X, Y)$ and $\psi_* H_R(X, Y)$ are strictly isomorphic. Since $H_U(X, Y)$ is universal, we have proved

**Proposition** Every commutative formal group law over a ring $A$ is strictly isomorphic over $A$ to a curvilinear formal group law over $A$.

In fact the isomorphism $H_U(X, Y) \simeq \psi_* H_R(X, Y)$ gives a functorial way of making formal group laws curvilinear. Over characteristic zero rings the procedure is as follows: let $\log_f(X) = f(X)$ be the logarithm of an $m$-dimensional formal group law over a characteristic zero ring $A$; write

$$f(X) = \sum_n a_n X^n, \quad a_n \in (A \otimes \mathbb{Q})^m$$

define

$$f'(X) = \sum_{i=1}^m \sum_{n=1}^{\infty} a_{n(i)} X^n$$

then $F(X, Y) = f^{-1}(f'(X) + f'(Y))$ is a curvilinear formal group law over $A$ that is strictly isomorphic to $F(X, Y)$ over $A$. So the procedure is simply "cross out in $\log_f(X)$ all coefficients that one does not want."
13 Higher Dimensional Honda Formal Group Laws and Higher Dimensional Lubin–Tate Formal Group Laws

All formal group laws in this section will be commutative.

13.1 The higher dimensional Honda formal groups

(13.1.1) In this section (13.1) \( K \) will be a discretely valued field of characteristic zero (not necessarily complete) with ring of integers \( A \), maximal ideal \( \mathfrak{m} \), and residue field \( k = A/\mathfrak{m} \) of characteristic \( p > 0 \). In addition we require that there exists an endomorphism \( \sigma : K \to K \) and a power \( q \) of \( p \) such that

\[
\sigma(a) \equiv a^q \mod(\mathfrak{m}) \quad \text{for all} \quad a \in A
\]

(13.1.2)

(13.1.3) Choose a uniformizing element \( \pi \) of \( A \). Let \( K_0((T)) \) be the noncommutative ring of Laurent series in one variable \( T \) with the multiplication rule \( Ta = \sigma(a)T \) for \( a \in K \). Let \( u = \sum_{i=0}^{\infty} c_i T^i \) be an \( m \times m \) matrix with its elements in \( A((T)) \), such that \( u(T) \equiv \pi I_n \mod(\text{degree 1}) \). Now let \( u^{-1} \pi = I_n + \sum_{i=1}^{\infty} B_i T^i \) and let \( f(X_1, \ldots, X_m) = f(X) \) and \( F(X, Y) \) be defined by

\[
f(X) = X + \sum_{n=0}^{\infty} B_i X^q
\]

(13.1.4)

\[
F(X, Y) = f^{-1}(f(X) + f(Y))
\]

(13.1.5)

(13.1.6) Proposition The \( m \)-tuple of power series \( F(X, Y) \) defined above is a formal group law over \( A \).

Proof From \( u^{-1} \pi = I_n + \sum_{i=1}^{\infty} B_i T^i \) we find \( u(I_n + \sum_{i=1}^{\infty} B_i T^i) = \pi \). Writing \( u = \pi I_n + a_1 T + a_2 T^2 + \cdots \), where the \( a_i \) are \( m \times m \) matrices, we obtain

\[
\pi B_n + a_1 \sigma(B_{n-1}) + a_2 \sigma^2(B_{n-2}) + \cdots + a_{n-1} \sigma^{n-1}(B_1) + a_n = 0
\]

so that \( f(X) \) satisfies the functional equation

\[
f(X) = X + \sum_{i=1}^{\infty} s_i \sigma_i f(X^q)
\]

with \( s_i = -\pi^{-1} a_i \). To prove Proposition (13.1.6) it therefore suffices to apply the functional equation lemma 10.2.

13.2 Generalized Lubin-Tate formal laws and Cartier's semilinear trick

(13.2.1) Generalized Lubin–Tate formal group laws Suppose we are in the standard functional equation type situation. That is, \( \mathcal{A} \) is an ideal in \( A \subset K \), \( \rho : K \to K \), \( p \in \mathcal{A} \), \( q \) a power of \( p \), \( \sigma(a) \equiv a^q \mod \mathcal{A} \) for all \( a \in A \). Now let
s_1 = b \in K^{m \times m} be such that \( A \mathcal{O} \subset A^{m \times m} \) and take \( s_2 = s_3 = \cdots = 0 \). Taking \( g(X) = X \) and (hence)

\[(13.2.2) \quad f_b(X) = X + b \sigma \ast f(X^a), \quad F_b(X, Y) = f_b^{-1}(f_b(X) + f_b(Y))\]

we find, by the functional equation lemma 10.2, an \( m \)-dimensional formal group law over \( A \). We shall call these formal group laws generalized Lubin–Tate formal group laws.

Note that even in the case that \( m = 1 \) and \( A \) a discrete valuation ring these are more general than the Lubin–Tate formal group laws of Section 8 of Chapter I, owing to the possibility of a twist \( \sigma \), which may be nontrivial if \( q \) is unequal to the number of elements of the residue field of \( A \).

The price one pays for this generality is that in general if \( a \in A \), then \( f_b^{-1}(a f_b(X)) \) is not integral (i.e., in \( A[[X]] \)), so that we do not have endomorphisms \([a]\) for all \( a \in A \); cf., however, Proposition (13.2.7).

More generally, one can of course consider \( m \)-tuples of power series in \( X_1, X_2, \ldots, X_m \) defined by

\[(13.2.3) \quad f(X) = g(X) + b \sigma \ast f(X^a), \quad g(X) \in A[[X]^m] \quad g(X) \equiv X \mod(\text{degree 2})\]

Then by the functional equation lemma \( F(X, Y) = f^{-1}(f(X) + f(Y)) \) is a formal group law over \( A \) that is strictly isomorphic over \( A \) to \( F_b(X, Y) \), and conversely all formal group laws over \( A \) that are strictly isomorphic over \( A \) to \( F_b(X, Y) \) have logarithms of the form (13.2.3).

**Twisted Lubin–Tate formal group laws** In the case \( m = 1 \) \( \mathcal{O} = \pi A \) a principal ideal of \( A \) with \( \pi^{-1} \in K \) and \( b = \pi^{-1} u \) for some unit \( u \in A \), we shall call the one dimensional formal group law \( F_b(X, Y) \) defined by (13.2.2) a twisted Lubin–Tate formal group law.

**Homomorphisms** Let \( A, K, p, q, \sigma, \mathcal{O} \) be as in (13.2.1). Let \( b \in K^{m \times m}, \hat{b} \in K^{n \times n} \) be such that \( b \mathcal{O} \subset A^{m \times m}, \hat{b} \mathcal{O} \subset A^{n \times n} \), and let \( c \in A^{n \times m} \) be an \( n \times m \) matrix with coefficients in \( A \) such that

\[(13.2.6) \quad \hat{b} \sigma \ast (c) = cb\]

Then we have

\[
\begin{align*}
 cf_b(X) &= cX + cb \sigma \ast f_b(X^a) = cX + \hat{b} \sigma \ast (c) \sigma \ast (f_b(X^a)) \\
 &= cX + \hat{b} \sigma \ast (c f_b(X^a))
\end{align*}
\]

showing that \( cf_b(X) \) satisfies the same kind of functional equation as \( f_b(X) \) so that the functional equation lemma says that \( f_b^{-1}(cf_b(X)) \) has its coefficients in \( A \). In other words, we have a homomorphism of formal group laws over \( A \)

\[
\begin{align*}
f_b^{-1}(cf_b(X)): F_b(X, Y) & \to F_b(X, Y)
\end{align*}
\]
for every matrix \( c \in A^{n \times m} \) satisfying (13.2.6). In particular we have

\[(13.2.7) \textbf{Proposition} \text{ Let } A, K, \alpha, p, q, \sigma, b \text{ be as in } (13.2.1). \text{ Suppose that } \sigma = id. \text{ Then } [a](X) = f_b^{-1}(af_b(X)) \text{ is an endomorphism over } A \text{ of } F_b(X, Y) \text{ for every } a \in A.\]

\[(13.2.8) \textbf{Remarks}\]

(i) More generally, one always has an endomorphism \([a](X)\) of \(F_b(X, Y)\) if \(\sigma(a) = a, a \in A\).

(ii) Sometimes one can prove that all homomorphisms between generalized Lubin–Tate formal group laws \(F_b(X, Y) \rightarrow F_b(X, Y)\) are of the form \(f_b^{-1}(cf_b(X))\) where \(c\) is a matrix satisfying (13.2.6); cf. (20.1.24) of Chapter IV.

\[(13.2.9) \textbf{Cartier's semilinear trick} \text{ In [68] and [72] Cartier constructs certain higher dimensional formal group laws in the following situation:}\]

(i) \(A\) is a local ring with maximal ideal \(\mathfrak{m}\) and residue field \(k\) of characteristic \(p > 0\);

(ii) there are an automorphism \(\sigma\) of \(A\) and a power \(q\) of \(p\) such that \(\sigma(a) \equiv a^q \mod \mathfrak{m}\) for all \(a \in A\);

(iii) \(pa = 0, a \in A \Rightarrow a = 0\).

Given this Cartier constructs an \(h\)-dimensional formal group law given the following data:

(iv) a free module \(M\) over \(A\) of finite rank \(h\) together with a semilinear endomorphism \(\eta: M \rightarrow M\) such that \(\eta(mM) \subset pM\). (Here semilinear means of course \(\eta(m_1 + m_2) = \eta(m_1) + \eta(m_2), \eta(am) = \sigma(a)\eta(m)\) for all \(m, m_1, m_2 \in M, a \in A\).)

These constructions are important for the so-called \textit{tapis de Cartier}, which has to do with liftings of formal group laws and cristalline cohomology; cf. Section 30 of Chapter V for details.

Here is how to obtain a formal group law out of \((M, \eta)\) as above. Let \(K = A[p^{-1}] = A \otimes \mathbb{Q}\). Then \(\sigma\) extends uniquely to an automorphism \(\sigma\) of \(K\) (by (iii)). Choose a basis \(e_1, \ldots, e_h\) for \(M\) over \(A\).

Let \(D = D(\eta) = (d_{ij})\) be the matrix of \(\eta, i.e.,

\[
\eta(e_i) = \sum_{j=1}^{h} d_{ij} e_j
\]

Then the condition \(\eta(mM) \subset pM\) means that \((p^{-1}D)\mathfrak{m} \subset A^{n \times n}\). Taking

\[b = p^{-1}D(\eta)\]

we can apply formula (13.2.2) to define a formal group law \(G(M, \eta)(X, Y)\) with logarithm

\[(13.2.10) g(M, \eta)(X) = X + p^{-1}D(\eta)\sigma_* g(M, \eta)(X^q)\]
This is the formal group law constructed by Cartier in \([68]\) and \([72]\) from the data \((M, \eta)\). For more details, cf. Section 30.1 of Chapter V.

(13.2.11) **Isomorphisms** The question naturally arises, Does \(G(M, \eta)(X, Y)\) as constructed above depend on the choice of the basis \(e_1, \ldots, e_n\)? And of course it does, but only within isomorphism.

Let \(\phi: (M, \eta) \rightarrow (\hat{M}, \hat{\eta})\) be a homomorphism of pairs \((M, \eta)\); i.e., \(\phi\) is a homomorphism of \(A\)-modules \(\phi: M \rightarrow \hat{M}\) such that the following diagram commutes

\[
\begin{array}{ccc}
M & \xrightarrow{\phi} & \hat{M} \\
\eta \downarrow & & \downarrow \hat{\eta} \\
M & \xrightarrow{\phi} & \hat{M}
\end{array}
\]  

(13.2.12)

Let \(e_1, \ldots, e_n\) be a basis of \(M\) and \(\hat{e}_1, \ldots, \hat{e}_i\) a basis of \(\hat{M}\). Let \(c\) be the matrix of \(\phi\) with respect to the bases \(\{e_1, \ldots, e_n\}, \{\hat{e}_1, \ldots, \hat{e}_i\}\). Then the commutativity of (13.2.12) says that

\[D(\hat{\eta})\sigma_{\alpha}(c) = cD(\eta)\]

so that by (13.2.5) we have a homomorphism of formal group laws

\[g(\hat{M}, \hat{\eta})^{-1}(cg(M, \eta)(X)) : G(M, \eta)(X, Y) \rightarrow G(\hat{M}, \hat{\eta})(X, Y)\]

(which induces the original \(\phi: M \rightarrow \hat{M}\) on the Lie algebra level. \((L(G(M, \eta)) = M; L(G(\hat{M}, \hat{\eta})) = \hat{M}).\))

In particular, it follows that \(G(M, \eta)(X, Y)\) does not depend up to isomorphism on the choice of the basis \(\{e_1, \ldots, e_n\}\) of \(M\).

(13.2.13) **Remark** It is clear now that the semilinear construction can be generalized. The following case will be important for us in Section 30 of Chapter V when we are doing a generalization for formal \(A\)-modules of the *tapis de Cartier*.

\(B\) is a discrete valuation ring with uniformizing element \(\pi\) and residue characteristic \(p > 0\), \(\sigma\) a power of a Frobenius-like endomorphism of \(B\) (i.e., \(\sigma(a) \equiv a^q \mod \pi\) for all \(a \in B\)), and \(M\) a free \(B\)-module of finite rank with a \(\sigma\)-semilinear endomorphism \(\eta: M \rightarrow M\). In this case one takes \(b = \pi^{-1}D(\eta)\) where \(D(\eta)\) is a matrix of \(\eta\).

13.3 The higher dimensional Lubin-Tate formal groups

(13.3.1) In this subsection (13.3) \(K\) is a complete discretely valued field with ring of integers \(A\), maximal ideal \(\mathfrak{m}\), residue field \(k = A/\mathfrak{m}\). We suppose that \(k\) has \(q\) elements, \(q = p^r, p = \text{char}(k)\). \(\)\(\) We do not require that \(K\) has characteristic 0.) Choose a prime element \(\pi\) of \(A\) and an integer \(m \in \mathbb{N}\).

Let \(M\) be an \(m \times m\) matrix such that \(\pi^{-1}M\) is an invertible matrix with
coefficients in $A$. Choose a $t \in \mathbb{N}$. We use $\mathcal{E}_{M,t}$ to denote the set of all $m$-tuples of power series $d(X)$ in $(X_1, \ldots, X_m) = X$ such that

\[(13.3.2)\quad d(X) \equiv MX \mod(\text{degree } 2), \quad d(X) \equiv X^e \mod(\pi)\]

\[\blacksquare\quad (13.3.3)\quad \textbf{Theorem} \quad \text{For each } d(X) \in \mathcal{E}_{M,t}, \text{ there is precisely one } m\text{-dimensional formal group law } F_d(X, Y) \text{ over } A \text{ such that } F_d(d(X), d(Y)) = d(F_d(X, Y)). \text{ If } d(X), d(X) \in \mathcal{E}_{M,t}, \text{ then } F_d(X, Y) \text{ and } F_d(X, Y) \text{ are strictly isomorphic over } A.\]

The proof of this theorem (as well as some more results on endomorphisms and homomorphisms which we shall discuss in Chapter IV, Section 20.1) can be based on the following generalization of the fundamental Lubin–Tate lemma (8.1.2).

\[\blacksquare\quad (13.3.4)\quad \textbf{Lemma} \quad \text{Let } M \text{ be an } m \times m \text{ matrix with coefficients in } A, N \text{ an } n \times n \text{ matrix with coefficients in } A \text{ such that } \pi^{-1}M \text{ and } \pi^{-1}N \text{ are invertible matrices over } A. \text{ Let } d(X_1, \ldots, X_m) \in \mathcal{E}_{M,t} \text{ and } e(X_1, \ldots, X_m) \in \mathcal{E}_{N,t}. \text{ Let } k \in \mathbb{N} \text{ and let } L \text{ be an } n\text{-tuple of linear forms in } km \text{ indeterminates } (Z_{1,1}, \ldots, Z_{k,m}) \text{ with coefficients in } A. \text{ We shall write } Z_1 \text{ for } (Z_{1,1}, \ldots, Z_{1,m}), \ldots, Z_k \text{ for } (Z_{k,1}, \ldots, Z_{k,m}). \text{ Suppose that}

\[(13.3.5)\quad e(L(Z_1, \ldots, Z_k)) = L(d(Z_1), \ldots, d(Z_k)) \mod(\text{degree } 2)\]

Then there exists a unique $n$-tuple of power series $\Phi(Z)$ in $Z_{1,1}, \ldots, Z_{k,m}$ such that

\[(13.3.6)\quad \Phi(Z_1, \ldots, Z_k) = L(Z_1, \ldots, Z_k) \mod(\text{degree } 2)\]

\[(13.3.7)\quad e(\Phi(Z_1, \ldots, Z_k)) = \Phi(d(Z_1), \ldots, d(Z_k))\]

(\text{Note that (13.3.6) and (13.3.7) together imply (13.3.5) and that if } n = m = 1 \text{ (13.3.5) always holds if } N = M \text{ and never if } N \neq M.)\]

We shall not give the proof of this lemma in detail. The structure of the proof is identical with the proof of Lemma (8.1.2) in 8.2. That is with induction one constructs unique $n$-tuples of polynomials $\Phi(Z_1, \ldots, Z_k)$ such that (13.3.6) holds and such that (13.2.7) holds mod(\text{degree } r + 1). To get the next approximation one must find $E_{r+1}(Z_1, \ldots, Z_k)$ homogeneous of degree $r + 1$ such that

\[NE_{r+1}(Z_1, \ldots, Z_k) - E_{r+1}(MZ_1, \ldots, MZ_k) = D_{r+1}(Z_1, \ldots, Z_k)\]

where $D_{r+1}(Z_1, \ldots, Z_k)$ is a given homogeneous polynomial which is $= 0 \mod \pi$. Here some technical difficulties due to higher dimensionality arise because one cannot simply “move $M$ outside of $E_{r+1}$.” One constructs $E_{r+1}$ by means of successive approximation and here the completeness of $A$ is used in an essential way. A detailed proof can be found in [226].

\[\blacksquare\quad (13.3.8)\quad \textbf{Proof of Theorem (13.3.3)} \quad \text{Given the lemma the proof of Theorem (13.3.3) is exactly as the proof of Theorem (8.1.5) in Chapter I.}\]
13.4 The higher dimensional Lubin-Tate formal group laws as special cases of the functional equation lemma formal group laws

(13.4.1) The endomorphism $[\pi]$ Let $A$, $K$, $\mathfrak{A}$, $p$, $q$, $\sigma$ be as in (13.2.1). Suppose in addition that $\mathfrak{A}$ is a principal ideal $\mathfrak{A} = \pi A$, that $\pi^{-1} \in K$ and that $\sigma(\pi) = \pi$. Let $D$ be any $m \times m$ matrix with coefficients in $A$ such that $\sigma^* (D) = D$ and take $b = \pi^{-1} D$.

By remark (13.2.8)(i) we then have an endomorphism

$$[\pi](X) : F_b(X, Y) \to F_b(X, Y)$$

We claim that

(13.4.2) $$[\pi](X) \equiv DX^q \mod \pi$$

To see this first observe that because $\sigma^*(D) = D$,

(13.4.3) $$(DX)^q^r \equiv (DX)^q^{r-1} \mod \pi^r$$

Now to prove (13.4.2) it suffices by part (iv) of the functional equation lemma to show that

$$f_b([\pi](X)) = \pi f_b(X) \equiv f_b(DX^q) \mod \pi$$

which follows readily from (13.4.3), again because $\sigma^*(D) = D$.

(13.4.4) The endomorphism $[M](X)$ Now let $A$, $K$, $p$, $q$, $\pi$, $M$ be as in (13.3.1) and let $F_b(X, Y)$ be the generalized Lubin-Tate formal group law with $b = M^{-1} = \pi^{-1} M$ where $M$ is the inverse of $\pi^{-1} M$ (here one takes $\sigma = \text{id}$ and $q'$ instead of $q$). By (13.2.5) we have an endomorphism

$$[M](X) = f_b^{-1}(Mf_b(X)) : F_b(X, Y) \to F_b(X, Y)$$

over $A$ because $M^{-1} \sigma^*(M) = M^{-1} M = I = MM^{-1}$. Exactly as in (13.4.1) one now shows easily that

(13.4.5) $$[M](X) \equiv X^{q'} \mod \pi, \quad [M](X) \equiv MX \mod(\text{degree } 2)$$

(The completeness of $A$ is of course not necessary for this.) Thus we see that $F_b(X, Y)$ is a higher dimensional Lubin-Tate formal group law as in 13.3. Exactly as in Section 8 Chapter I, we can now set up a bijective correspondence between higher dimensional Lubin-Tate formal group laws corresponding to elements $d(X) \in \mathfrak{g}_{M,1}$ and generalized Lubin-Tate formal group laws with logarithms

$$f(X) = g(X) + bf(X^{q'}) , \quad g(X) \in A[X] , \quad g(X) \equiv X \mod(\text{degree } 2)$$

where $b = M^{-1} (= \pi^{-1} M)$. 
14 Lie Theory

In this section $A$ is supposed to be a $Q$-algebra. We shall start to show that the functor $L$, which assigns to every $n$-dimensional formal group law $F(X, Y)$ over $A$ its Lie algebra $L(F)$, is an equivalence of categories.

14.1 The Lie-algebra of an $n$-dimensional formal group law

Let $F(X, Y) = (F(1)(X, Y), F(2)(X, Y), \ldots, F(n)(X, Y))$ be an $n$-dimensional formal group law over $A$. We write

\begin{equation}
F(i)(X, Y) = X_i + Y_i + \sum_{i,k=1}^{n} \gamma_{jk}^i X_i Y_k \mod (\text{degree 3})
\end{equation}

The elements $\gamma_{jk}^i \in A$ can then be used to define a Lie algebra structure on $A^n$ as follows:

\begin{equation}
[e_j, e_k] = \sum_{i=1}^{n} (\gamma_{jk}^i - \gamma_{kj}^i) e_i
\end{equation}

(NB the "multiplication" $e_je_k = \sum_{i=1}^{n} \gamma_{jk}^i e_i$ does not as a rule define an associative algebra structure on $A^n$.)

\begin{theorem}
14.1.3 Proof that (14.1.2) defines a Lie algebra structure
\end{theorem}

It is immediate that $[e_j, e_j] = 0$ for all $j$ and that $[e_j, e_k] = -[e_k, e_j]$ for all $j, k$. It remains to check the Jacobi identity $[[e_i, e_j], e_k] + [[e_j, e_k], e_i] + [[e_k, e_i], e_j] = 0$ for all $i, j, k$. This can be seen, e.g., by means of a fairly messy calculation using $F(X, F(Y, Z)) \equiv F(F(X, Y), Z) \mod (\text{degree 4})$. We follow Serre [363, LG, Chapter IV, No. 7]. Write

\begin{equation}
F(X, Y) = X + Y + B(X, Y) \mod (\text{degree 3})
\end{equation}

where $B(X, Y)$ is an $n$-tuple of bilinear forms in $X, Y$.

Let $X^{(-1)}$ be short for $t(X) = [-1]_p(X)$, i.e., $t(X) = X^{(-1)}$ is the unique $n$-tuple of power series such that $F(X, X^{(-1)}) = 0$. We then have

\begin{equation}
X^{(-1)} \equiv -X + B(X, X) \mod (\text{degree 3})
\end{equation}

as is easily checked. Now, as we have seen in 9.3, an $n$-dimensional formal group law $F(X, Y)$ can be used to define a group structure on, e.g., the set of all $n$-tuples of topologically nilpotent elements of $A[X, Y]$. We denote this multiplication with a dot · so that, e.g., $X \cdot Y$ stands for $F(X, Y)$. Using this notation we have

\begin{equation}
X \cdot Y \cdot X^{(-1)} \equiv Y + [X, Y] \mod (\text{degree 3})
\end{equation}

where $[X, Y]$ is short for $B(X, Y) - B(Y, X)$. 
Similarly, one has
\[(14.1.7)\]
\[Y^{(n-1)} \cdot X \cdot Y \equiv X + [Y, X] \mod(\text{degree 3})\]
and
\[(14.1.8)\]
\[X^{(n-1)} \cdot Y^{(n-1)} \cdot X \cdot Y \equiv [X, Y] \mod(\text{degree 3})\]

Finally, one has the Jacobi identity (for the \(n\)-tuples \(X, Y, Z\) in \(A[[X, Y, Z]]\))
\[(14.1.9)\]
\[[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0\]
which is proved as follows. In any group \(G\) let \((x, y)\) be short for \(x^{-1}y^{-1}xy\) and \(x^y\) for \(y^{-1}xy\). Then one has in any group \(G\) the identity of P. Hall
\[(14.1.10)\]
\[(x^y, (y, z))(y^z, (z, x))(z^x, (x, y)) = e\]
as is easily checked by writing everything out. We apply this to the group defined by \(F(X, Y)\) on all \(n\)-tuples of topologically nilpotent elements of \(A[[X, Y, Z]]\). Now we have
\[(14.1.11)\]
\[(x^y, (y, z)) \equiv [X, [Y, Z]] \mod(\text{degree 4})\]
\[(14.1.11)\]
\[(y^z, (z, x)) \equiv [Y, [Z, X]] \mod(\text{degree 4})\]
\[(14.1.11)\]
\[(z^x, (x, y)) \equiv [Z, [X, Y]] \mod(\text{degree 4})\]

Indeed, by symmetry, it suffices to prove the first of these formulas. Now \(X^Y \equiv X \mod(\text{degree 2})\) and \((X, Y) \equiv [X, Y] \mod(\text{degree 3})\) by (14.1.7) and (14.1.8). Plugging this into (14.1.8) again we find the first formula of (14.1.11). The Jacobi identity (14.1.9) now follows from (14.1.11) and the P. Hall formula (14.1.10) because \([X, [Y, Z]], [Y, [Z, X]], [Z, [X, Y]]\) are all homogeneous of degree 3. It is trivial to see that (14.1.9) implies that (14.1.12) defines a Lie algebra structure on \(A^a\).

(14.1.12) **Remark** The foregoing is precisely how one proves that the commutator \((x, y)\) defines a Lie product on the associated graded group of a filtered group \(G = G_1 \supset G_2 \supset \cdots\). The Lie algebra \(L(F)\) constructed above is in fact the Lie algebra \(\mathfrak{g}r_1(G)\) where \(G\) is the group induced by \(F\) on the set of all \(n\)-tuples of topologically nilpotent elements of \(A[[T]]\), filtered by degree in \(T\), where \(T\) is one indeterminate.

### 14.2 The main theorem of formal Lie theory

Let \(F(X, Y)\) and \(G(X, Y)\) be two finite dimensional formal group laws over a ring \(A\) and let \(\alpha(X)\) be a homomorphism from \(F(X, Y)\) to \(G(X, Y)\). Let \(J(\alpha)\) be the Jacobian matrix of \(\alpha(X)\), i.e.,
\[(14.2.1)\]
\[\alpha(X) \equiv J(\alpha)X \mod(\text{degree 2})\]
Then by (14.1.8) we have
\[
\alpha(X)^{[-1]} \cdot \alpha(Y)^{[-1]} \cdot \alpha(X) \cdot \alpha(Y) = [J(\alpha)X, J(\alpha)Y]_G \mod(\text{degree 3})
\]
(14.2.2)
\[
\alpha(X^{[-1]} \cdot Y^{[-1]} \cdot X \cdot Y) = J(\alpha)[X, Y]_F \mod(\text{degree 3})
\]
which implies that $J(\alpha)$ induces a homomorphism of Lie algebras $J(\alpha): L(F) \to L(G)$. We shall also use $L(\alpha)$ to denote this homomorphism of Lie algebras. We have thus defined a functor $L$ from the category of finite dimensional formal groups over $A$ to the category of Lie algebras over $A$ that are free of finite rank as modules over $A$.

\((14.2.3)\) **Theorem** (formal Lie theory theorem) Let $A$ be a $\mathbb{Q}$-algebra. The functor $L$ from finite dimensional formal group laws over $A$ to Lie algebras over $A$ that are free of finite rank as modules over $A$ is an equivalence of categories.

Let $\mathbf{FG}_A$ denote the category of finite dimensional formal group laws over $A$ and let $\mathbf{LA}_A$ be the category of Lie algebras over $A$ whose underlying modules are free of finite rank over $A$. Then Theorem (14.2.3) says two things:

\((14.2.4)\) For $F(X, Y), G(X, Y) \in \mathbf{FG}_A$, the map $\mathbf{FG}_A(F(X, Y), G(X, Y)) \to \mathbf{LA}_A(L(F), L(G))$ is a bijection.

\((14.2.5)\) Given $L \in \mathbf{LA}_A$, there is an $F(X, Y) \in \mathbf{FG}_A$ such that $L(F)$ is isomorphic to $L$.

In this section we shall prove only (14.2.5), which is the formal version of Lie's third theorem. To do this we use some results concerning the universal enveloping algebra of a Lie algebra and some results concerning free Lie algebras, which is what 14.3 and 14.4 below are about. The second half of Theorem (14.2.3) (statement (14.2.4)) will be proved later in Chapter VII, Section 37.4. There we shall also give a second proof of (14.2.5) which does not use the Campbell–Hausdorff formula.

14.3 The universal enveloping algebra of a Lie algebra

Let $B$ be an associative algebra over $A$. Then the bracket $[b_1, b_2] = b_1 b_2 - b_2 b_1$ defines a Lie algebra structure on the underlying $A$-module of $B$. This Lie algebra is denoted $L(B)$. We shall say that an $A$-module homomorphism $\phi: g \to B$ of an $A$ Lie algebra $g$ to an associative algebra $B$ over $A$ is a *Lie homomorphism* iff $\phi[x, y] = \phi(x)\phi(y) - \phi(y)\phi(x)$ for all $x, y \in g$, i.e., iff $\phi$ induces a Lie algebra homomorphism $g \to L(B)$.

All associative algebras over $A$ are supposed to be unitary, and homomorphisms of associative algebras preserve the unit elements. The category of associative algebras over $A$ is denoted $\mathbf{Ass}_A$. 
(14.3.1) **Definition** (universal enveloping algebra of a Lie algebra) Let \( g \in \text{LA}_A \). A universal enveloping algebra of \( g \) is an associative algebra with unit \( U_g \) over \( A \) together with a homomorphism of Lie algebras \( \varepsilon: g \to U_g \) such that the following universal property is satisfied:

(14.3.2) For every Lie homomorphism \( \phi: g \to B \) into an associative algebra \( B \), there exists a unique homomorphism of associative algebras \( \bar{\phi}: U_g \to B \) such that \( \phi = \bar{\phi} \varepsilon \).

It follows directly from the universality property (14.3.2) that \( U_g \) (if it exists) is unique up to isomorphism.

(14.3.3) **Construction of** \( U_g \) Let \( g \in \text{LA}_A \). The tensor algebra \( T_g \in \text{Ass}_A \) of \( g \) has as underlying module the direct sum

\[
T_g = \bigoplus_{n=0}^{\infty} T_n g
\]

where \( T_0 g = A \), \( T_n g = g \otimes g \otimes \cdots \otimes g \) (\( n \) times) where all tensor products are over \( A \). There is an obvious associative multiplication on \( T_g \) defined by

\[
(x_1 \otimes \cdots \otimes x_m, y_1 \otimes \cdots \otimes y_n) \mapsto x_1 \otimes \cdots \otimes x_m \otimes y_1 \otimes \cdots \otimes y_n \in T_{n+m} g
\]

For any \( B \in \text{Ass}_A \) one has

(14.3.4) \[
\text{Mod}_A(g, B) \cong \text{Ass}_A(T_g, B)
\]

where \( \text{Mod}_A \) is the category of \( A \)-modules. Now let \( I \) be the ideal of \( T_g \) generated by the elements of the form \([x, y] = x \otimes y + y \otimes x \in T_g \) for \( x, y \in g \). Let \( U_g = T_g/I \) and let \( \varepsilon: g \to U_g \) be the composed map \( g = T_1 g \subset T_g \to U_g \). Then \( g \to U_g \) is a universal enveloping algebra. Indeed if \( \phi: g \to B \) is a Lie homomorphism, then \( \phi \) extends naturally and uniquely to a homomorphism of associative algebras \( T_g \to B \) (14.3.4) and because \( \phi \) is a Lie homomorphism \( \phi(I) = 0 \) so that \( \phi \) factors (uniquely) through \( U_g \) to define \( \bar{\phi} \).

Consider \( U_g \otimes U_g \) (tensor product over \( A \)). Then \( x \mapsto x \otimes 1 + 1 \otimes x \) defines a Lie homomorphism \( g \to U_g \otimes U_g \) (to check this simply calculate \((x \otimes 1 + 1 \otimes x)(y \otimes 1 + 1 \otimes y) = (y \otimes 1 + 1 \otimes y)(x \otimes 1 + 1 \otimes x)\), which by the universality property of \( U_g \) extends to a homomorphism of associative algebras

(14.3.5) \[
\Delta: U_g \to U_g \otimes U_g, \quad g \ni x \mapsto 1 \otimes x + x \otimes 1
\]

which is called the diagonal map or the comultiplication on \( U_g \). An element \( y \in U_g \) is called **primitive** if \( \Delta y = 1 \otimes y + y \otimes 1 \).

(14.3.6) **Structure of** \( U_g \) (Poincaré-Birkhoff-Witt theorem) First we have

(14.3.7) \( \varepsilon: g \to U_g \) is injective (P-B-W)
We shall accordingly view $g$ as embedded in $Ug$ via $e$. (This has already been used more or less in the writing down of (14.3.5).) Let $x_1, \ldots, x_n$ be a basis for $g$. As usual we shall use boldface letters $k$ to denote $n$-tuples of elements in $N \cup \{0\}$ and $x^k$ is short for $x_1^{k_1} \cdots x_n^{k_n} \in Ug$, $x_1^0 = 1$. We have

(14.3.8) $Ug$ is a free module over $A$ with basis $\{x^k\}_k$.

That is, a basis for $Ug$ is formed by all finite products $x_1^{k_1}x_2^{k_2} \cdots x_n^{k_n}$ with the $x_i$ in that order. The multiplication in $Ug$ satisfies

(14.3.9) $x^kx^l = x^{k+l} + \sum_{0 < j < k+1} a_j x^j$

for certain $a_j \in A$. And the comultiplication in $Ug$ is given by

(14.3.10) $\Delta(x^k) = \sum_{i+j=k} \binom{k}{i} x^i \otimes x^j$

Finally,

(14.3.11) If $A$ is torsion free (as a $Z$-module, i.e., $a \in A, na = 0, n \in N \Rightarrow a = 0$), then $g \subseteq Ug$ coincides with the set of primitive elements of $Ug$. I.e., $g = \{y \in Ug | \Delta y = y \otimes 1 + 1 \otimes y\}$.

We shall not prove these results on the structure of $Ug$. The proofs are rather long; cf., e.g., [363, LA, Chapter III] for (14.3.7), (14.3.8), and (14.3.11).

**Remark** The comultiplication $\Delta: Ug \rightarrow Ug \otimes Ug$ is coassociative and cocommutative. There is also a counit (or augmentation) $Ug \rightarrow A$. All this turns $Ug$ into a so-called bialgebra, a type of structure very much related to formal groups, which we shall discuss in more detail in Chapter VII.

### 14.4 Free Lie algebras

Let $X$ be a set. We shall first recall the constructions of the free magma on $X$, the free algebra on $X$, the free associative algebra on $X$, and the free Lie algebra on $X$.

**The free magma** $M_X$ A magma is a set $M$ with a map $M \times M \rightarrow M$, $(x, y) \mapsto xy$. Given a set $X$ we construct inductively a family of sets $X_n$, $n \in \mathbb{N}$, as follows:

$$X_1 = X, X_n = \bigsqcup_{p+q=n} X_p \times X_q, \quad p, q \in \mathbb{N}$$

where $\bigsqcup$ stands for disjoint union. Now let $M_X = \bigsqcup_{n=1}^\infty X_n$. There is a natural multiplication $M_X \times M_X \rightarrow M_X$ defined by the maps $X_n \times X_m \subseteq X_{n+m} \subseteq M_X$. If $w \in M_X, \ w \in X_n$, then the length of $w$ is defined as $l(w) = n$. Every "word" $w \in M_X$ of length $> 1$ can be uniquely written as a product $w'w'' = w$. One easily checks the freeness property of $M_X$: 
(14.4.2) Let $N$ be any magma and $f: X \to N$ any map, then there is a unique homomorphism of magmas $\tilde{f}: M_X \to N$ that extends $f$.

(14.4.3) **The free algebra** $A l_X$ An algebra over a ring $A$ is just an $A$-module $B$ together with a multiplication map $B \times B \to B$ which is $A$-bilinear. There are no conditions such as commutativity, associativity, existence of a unit element.

Let $X$ be a set. We define $A l_X$, the free algebra on $X$ over $A$ as follows: an element $x \in A l_X$ is a finite sum $\sum a_m m$, $a_m \in A$, $m \in M_X$. The multiplication $A l_X \times A l_X \to A l_X$ extends $A$-linearly the multiplication $M_X \times M_X \to M_X$. The freeness property of $A l_X$ is:

(14.4.4) Let $B$ be an algebra over $A$ and let $f: X \to B$ be a map. Then there is a unique map of $A$-algebras $\tilde{f}: A l_X \to B$ that extends $f$.

The length function on $M_X$ defines a grading on $A l_X$ making $A l_X$ a graded algebra: $A l_X = \bigoplus_{n=1}^{\infty} A l^n_X$ where $A l^n_X$ is the free module over $X^n \subset M_X$.

(14.4.5) **The free associative algebra** $A s_s X$ An associative algebra over a ring $A$ is an algebra $B$ over $A$ such that the multiplication $B \times B \to B$ is associative and such that there is a unit element in $B$. Let $X$ be a set then the free associative algebra over $A$ is defined as follows.

$A \oplus A l_X$ has a natural structure of a graded $A$-algebra with unit element. Let $J \subset A \oplus A l_X$ be the ideal of generated by all the elements $(ab)c - a(bc)$. Let $A s_s X = A \oplus A l_X / J$. There is a natural map $X \cong X_1 \subset M_X \subset A l_X \subset A \oplus A l_X \to A s_s X$. The freeness property of $A s_s X$ is now the obvious one:

(14.4.6) Let $B$ be an associative algebra over $A$ and let $f: X \to B$ be any map. Then there is a unique homomorphism of associative algebras $\tilde{f}: A s_s X \to B$ that extends $f$. The ideal $J$ is a homogeneous ideal of the graded algebra $A \oplus A l_X$, so that $A s_s X$ is a graded associative algebra $A s_s X = \bigoplus_{n=0}^{\infty} A s^n_s X$. A basis of the free $A$-module $A s^n_s X$ is given by the associative (but noncommutative) words of length $n$ in the elements of $X$. The associative algebra can be also be seen as the tensor algebra (cf. (14.3.3)) of the free $A$-module over $X$.

(14.4.7) **The free Lie algebra** $L_X$ The free Lie algebra $L_X$ over $A$ on $X$ is constructed as follows. Let $I \subset A l_X$ be the ideal generated by all elements of the form $aa$, $a \in A l_X$ and $a(bc) + b(ca) + c(ab) = J(a, b, c)$. We define $L_X = A l_X / I$. The freeness property of $L_X$ is:

(14.4.8) Let $L$ be a Lie algebra over $A$ and $f: X \to L$ any map. Then there exists a unique morphism of $A$ Lie algebras $\tilde{f}: L_X \to L$ that extends $f$.

The free Lie algebra $L_X$ is also free as an $A$-module but is not of finite rank if $X$ has two or more elements. We shall not use nor prove these facts; cf., e.g., [44, Chapter 2].
The ideal \( I \) is generated by homogeneous elements of the graded algebra \( AL_x \) so that \( L_x \) is a graded Lie algebra \( L_x = \bigoplus_{n=1}^{\infty} L^n_x \).

\[(14.4.9) \textbf{Relation between } L_x \text{ and } \text{Ass}_x \quad \text{Let } L(\text{Ass}_x) \text{ be the Lie algebra structure on } \text{Ass}_x. \text{(Cf. 14.3.) } X \to \text{Ass}_x \text{ then defines by (14.4.8) a Lie homomorphism } L_x \to \text{Ass}_x \text{ and hence by the universality property of } UL_x \text{ a homomorphism of associative algebras } \Phi : UL_x \to \text{Ass}_x. \text{ We claim that } \Phi \text{ is an isomorphism. This is seen as follows. } \Psi' : X \to L_x \to UL_x \text{ is a map of } X \text{ into an associative algebra. Hence by (14.4.6) there is a unique homomorphism of associative algebras } \Psi : \text{Ass}_x \to UL_x \text{ extending } \Psi'. \text{ An easy argument using the uniqueness parts of (14.3.2), (14.4.6), and (14.4.8) now proves that } \Psi \Phi \text{ and } \Phi \Psi \text{ are the identity homomorphisms.} \]

\[(14.4.10) \textbf{Campbell–Hausdorff formula} \quad \text{Now suppose that } A \text{ is a } Q\text{-algebra. The associative algebra } \text{Ass}_x \text{ on } X \text{ comes equipped with a diagonal map } \text{Ass}_x \to \text{Ass}_x \otimes \text{Ass}_x \text{ defined by the map } X \to \text{Ass}_x \otimes \text{Ass}_x, x \mapsto x \otimes 1 + 1 \otimes x. \text{ Under the identification } UL_x \simeq \text{Ass}_x \text{ this diagonal map coincides with the diagonal map } \Delta : UL_x \to UL_x \otimes UL_x \text{ defined in 14.3. Because } A \text{ is a } Q\text{-algebra and therefore torsion free, this means by (14.3.9) that we can identify } L_x \text{ with the set of primitive elements of } \text{Ass}_x. \text{ This inclusion } L_x \subset \text{Ass}_x \text{ respects the grading, i.e., } L^n_x \subset \text{Ass}_x^n. \]

The elements of \( \text{Ass}_x \) are noncommutative (but associative) polynomials in the elements of \( X \). Let \( \text{Ass}_x^n \) be the free \( A \)-module generated by all words in the elements of \( X \) of length \( n \). We define \( \hat{\text{Ass}}_x \) as \( \prod_{n=0}^{\infty} \text{Ass}_x^n \), this is the completion of \( \text{Ass}_x \) with respect to the topology induced by the "degree of noncommutative polynomials." Let \( \hat{L}_x \) be the closure of \( L_x \) in \( \hat{\text{Ass}}_x \). I.e., \( \hat{L}_x = \prod_{n=1}^{\infty} L^n_x \). Define the completed tensor product \( \hat{\text{Ass}}_x \otimes \hat{\text{Ass}}_x \) as \( \prod_{p,q=0}^{\infty} \text{Ass}_x^p \otimes \text{Ass}_x^q \). The diagonal morphism \( \Delta : \text{Ass}_x \to \text{Ass}_x \otimes \text{Ass}_x \) then extends to a diagonal morphism \( \Delta : \hat{\text{Ass}}_x \to \hat{\text{Ass}}_x \otimes \hat{\text{Ass}}_x \). We claim:

\[(14.4.11) \text{ The primitive elements of } \hat{\text{Ass}}_x \text{ are precisely the elements of } \hat{L}_x. \text{ This is proved as follows. Write } y \in \hat{\text{Ass}}_x \text{ as an infinite sum } y = \sum_{n=0}^{\infty} y_n \text{ where } y_n \text{ is homogeneous of degree } n. \text{ Because } \Delta \text{ is homogeneous, we have } \Delta y = y \otimes 1 + 1 \otimes y \text{ if and only if } \Delta(y_n) = 1 \otimes y_n + y_n \otimes 1 \text{ for all } n. \text{ Now } y_n \in \text{Ass}_x \text{ for all } n \text{ so that } y_n \in L_x \text{ for all } n, \text{ hence } y \in \hat{L}_x. \]

\[(14.4.12) \text{ Let } \hat{\text{Ass}}_x \subset \hat{\text{Ass}}_x \text{ be the ideal generated by } X \subset \hat{\text{Ass}}_x. \text{ We define exp: } \hat{\text{Ass}}_x \to 1 + \hat{\text{Ass}}_x \text{ and log: } 1 + \hat{\text{Ass}}_x \to \hat{\text{Ass}}_x \text{ by means of the usual formulas } \]

\[
\exp(y) = \sum_{n=0}^{\infty} \frac{y^n}{n!}, \quad \log(1 + y) = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{y^n}{n}
\]

Then one has \( \exp(\log(1 + y)) = 1 + y \) and \( \log(\exp(y)) = y \), as usual. (These are formal identities.)

\[(14.4.13) \textbf{Lemma} \quad \text{The map exp induces a bijection from the set } \{ y \in \hat{\text{Ass}}_x | \Delta y = y \otimes 1 + 1 \otimes y \} \text{ onto the set } \{ z \in 1 + \hat{\text{Ass}}_x | \Delta z = z \otimes z \}. \]
Proof Because $\Delta$ is continuous and an algebra homomorphism, it commutes with $\exp$. Therefore, if $y \in \mathfrak{m}_X$ and $\Delta y = y \otimes 1 + 1 \otimes y$, we have

$$
\Delta(\exp(y)) = \exp(\Delta y) = \exp(1 \otimes y + y \otimes 1)
$$
$$
= \exp(1 \otimes y) \exp(y \otimes 1) = \exp(y) \otimes \exp(y)
$$

because $1 \otimes y$ and $y \otimes 1$ commute with one another.

**Theorem** (Campbell--Hausdorff) Let $X = \{x, y\}$ be a set with two (different) letters. Then there is a $z \in \hat{L}_X$ such that $\exp(x) \exp(y) = \exp(z)$.

**Proof** Because $\exp(x), \exp(y) \in 1 + \mathfrak{m}_X$, we have $\exp(x) \exp(y) \in 1 + \mathfrak{m}_X$, so that by (14.2.12) there is a unique $z \in \mathfrak{m}_X$ such that $\exp(z) = \exp(x) \exp(y)$. Now $\Delta$ is a homomorphism of associative algebras and $x, y \in X \subset L_x$ so that by (14.4.13)

$$
\Delta(\exp(x) \exp(y)) = \Delta(\exp(x)) \Delta(\exp(y))
$$
$$
= (\exp(x) \otimes \exp(x)) (\exp(y) \otimes \exp(y))
$$
$$
= \exp(z) \otimes \exp(z),
$$

so again by (14.4.13) $z \in \hat{L}_X$.

It is not difficult to calculate the first few terms of $z \in \hat{L}_X$ explicitly. One finds

$$
z = z(x, y) = x + y + \frac{1}{12} [x, y] + \frac{1}{12} [x, [x, y]]
$$
$$
+ \frac{1}{12} [y, [y, x]] \mod(\text{degree 4})
$$

Note also that

$$
z(x, 0) = x, \quad z(0, y) = y, \quad z(z(w, y)) = z(x, z(w, y))
$$

14.5 Proof of the formal version of Lie's third theorem

We are now in a position to prove part of Theorem (14.2.3), viz., statement (14.2.5): let $A$ be a $\mathbb{Q}$-algebra, $L \in \mathbf{LA}_A$, then there is an $F(X, Y) \in \mathbf{FG}_A$ such that $L(F)$ is isomorphic to $L$.

The proof goes in several steps. First let $x_1, \ldots, x_n$ be a basis for $L$ (over $A$). The bracket multiplication is then given by "structure constants"

$$
[x_i, x_j] = \sum_{k=1}^n c^k_{ij} x_k, \quad c^k_{ij} \in A
$$

Now let $E = A[X, Y]^n$ and let $(f_i), (g_i)$ be elements of $E$. We can use (14.5.1) to define a bracket multiplication on $E$ as

$$
[(f_i), (g_i)] = \left( \left( \sum_{i=1}^n \sum_{j=1}^n c^k_{ij} f_i g_j \right)_k \right)
$$
We also use $E$ to denote this Lie algebra; $E$ is so to speak the Lie algebra $L \otimes A[X, Y]$ over $A[X, Y]$ obtained by extending the scalars from $A$ to $A[X, Y]$. An element $(f_i) \in E$ is said to be homogeneous of degree $m$ if each $f_i$ is a homogeneous polynomial (in $X_1, \ldots, X_n, Y_1, \ldots, Y_n$) of degree $m$. As usual we write $X$ for $(X_i) \in E$ and $Y$ for $(Y_i) \in E$.

(14.5.3) **Lemma** If $(f_i) \in E$ is homogeneous of degree $m$, then $[X, (f_i)]$ and $[Y, (f_i)]$ are homogeneous of degree $m + 1$.

This is immediately obvious from (14.5.2). Now consider the free Lie algebra $L_S$ on the two element set $S = \{u, v\}$ and its completion $\hat{L}_S$; cf. (14.4.10) above.

Let $\phi: L_S \rightarrow E$ be the Lie algebra homomorphism defined by $u \mapsto X$, $v \mapsto Y$. We then have

(14.5.4) **Lemma** For all $m \in \mathbb{N}$, $\phi(L^m_S) \subset m^m E$ where $m$ is the maximal ideal of $A[X, Y]$.

This follows immediately from Lemma (14.5.3).

Lemma (14.5.4) implies that $\phi$ extends (uniquely) to a Lie algebra homomorphism $\phi: \hat{L}_S \rightarrow E$. Now let $z \in \hat{L}_S$ be the unique element such that $\exp(z) = \exp(u) \exp(v)$ (cf. (14.4.14)) and let $F(X, Y) \in E = A[X, Y]^n$ be the element $\phi(z)$. Then because $z \equiv u + v + \frac{1}{6}[u, v] \mod(\text{degree } 3)$ (cf. (14.4.15)) we have (using (14.5.4))

\[(14.5.5)\]

\[F(X, Y) \equiv X + Y + \frac{1}{6}[X, Y] \mod(\text{degree } 3)\]

and (14.4.16) implies that $F(X, Y)$ is associative, so that $F(X, Y)$ is a formal group law of dimension $n$ over $A$ such that the degree two part of $F(X, Y)$ is equal to

\[(14.5.6)\]

\[(\frac{1}{2}[X, Y])_i = \left(\frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} c^{i}_{jk} X_j X_k\right)_i\]

Using $c^{i}_{jk} = -c^{i}_{kj}$ we see that the Lie algebra of $F(X, Y)$ is indeed $g$; cf. (14.1.1), (14.1.2), (14.5.1), (14.5.2). This concludes the proof of the formal version of Lie's third theorem.

(14.5.7) **Remark** If $A = \mathbb{R}$, $\mathbb{C}$, or a nonarchimedean characteristic zero field, then one can show that the power series $F(X, Y)$ actually converge for small enough $X, Y$. Thus one obtains a "Lie group chunk" from which a full simply connected analytic Lie group with the given Lie algebra as Lie algebra can be obtained; cf. [363] for more details.

**E.1 Bibliographical and Other Notes**

(E.1.1) **Historical note on formal groups** Formal group laws were first defined by Bochner [40], who used them to separate, so to speak, Lie theory into a "formal"
part and a "convergence" part, thus making the classical proofs more lucid. Of course the formal part of the theory worked over any field of characteristic zero.

The study of formal group laws in characteristic \( p > 0 \) began in the early 1950s when the work of Chevalley [75] showed that the correspondence Lie algebras–Lie groups breaks down completely in characteristic \( p > 0 \). Thus the search for a good substitute for the Lie algebra of an algebraic group was on.

Now of course in characteristic zero the formal group law of an analytic group is an intermediate object between the Lie algebra and the analytic group itself, and so is the universal enveloping algebra of the Lie algebra. Guided by this (cf. the introduction of [114]) and using another intermediate notion peculiar to characteristic \( p > 0 \): left invariant semiderivations (cf. [99]), Dieudonné tackled the question systematically and by 1958, when the last of his formidable series of papers [102–109, 100, 101, 110–113] appeared, he had created a full-fledged theory of formal groups from the hyperalgebra point of view, which is and was of considerable importance in algebraic geometry, not least because the Dieudonné modules which turned up in the classification results turned out to be an exceedingly important and versatile kind of objects.

Meanwhile at about the same time (somewhat later) Lazard [250, 251, 252] started studying formal groups from the formal power series point of view, relying heavily on some quite tough computations. Among the results he obtained are Theorem (1.6.3) (\( = (5.7.4) \)): group law chunks can be extended), the comparison lemma (1.6.5) (\( = (5.7.5) \)), and the theorem that one dimensional formal group laws over a ring without nilpotents are commutative (cf. Theorem (1.6.7); the strengthened version (1.6.7) is due to Connell [79]). Even more important was Lazard's result that the ring over which a universal formal group law is defined is free polynomial. But it took quite a while before this last result was appreciated and used (cf. in this connection the last lines of the introduction of [277]). There is, therefore, something pleasing about the fact that some of the more recent applications of the theory of formal groups (notably to complex cobordism theory) are applications of formal group laws and various kinds of universal formal group laws rather than applications of formal groups.

(E.1.2) On the origins of the functional equation lemma The functional equation lemma (10.2 and 2.2) as stated here has not appeared in print before. It has two immediate precursors however. These are:

(i) The case \( K \) a discrete valuation field of characteristic zero, \( A \) its ring of integers, \( k \) its residue field of characteristic \( p > 0 \), and \( \sigma: K \to K \) an endomorphism such that \( \sigma(a) \equiv a^q \mod(pA) \) for all \( a \in A \). This case is essentially contained in Honda [189], albeit only for special power series \( g(X), h(X), \bar{g}(X), \bar{h}(X) \). In particular parts (i), (ii) of the functional equation lemma correspond to Theorem 2 of [189]; Proposition 2.5 more or less corresponds to part (iii); and part (iv) corresponds to Lemmas 4.1 and 4.2 of [189]. (Cf. Section 20.3 below for details on the noncommutative power series calculation methods that Honda developed in this connection.)

(ii) The case \( K = \mathbb{Q}[U], A = \mathbb{Z}[U], \sigma: U \mapsto U^p \); cf. the author's papers [170, 171, 173]; and a generalization in [177].

These two precursors of the functional equation lemma were found independently. The simplest example of a functional equation logarithm of type (i) is

\[ X + \pi^{-1}X^q + \pi^{-2}X^{q^2} + \cdots \]
(and this particular logarithm of a Lubin–Tate formal group law already appears in [188]; cf. in this connection also the introduction of [72]). The simplest example of a functional equation logarithm of type (ii) is

$$X + \frac{T}{p} X^q + \frac{TT^q}{p^2} X^{q^2} + \frac{TT^qT^{q^2}}{p^3} X^{q^3} + \cdots$$

an example which dates from December 1969/January 1970 (Moscow). There is a somewhat disturbing similarity yet dissimilarity about these examples.

Given the functional equation lemma as stated above in 2.2 and 10.1 one recognizes more precursors (all for the case $s_2 = s_3 = \cdots = 0$), viz. Dieudonné’s Proposition 1 in [113], Dwork’s Lemma 1 in [137], a lemma of Cartier [68] which we shall meet in (17.6.1) (these three are very closely related), and also of course the various integrality statements concerning the Witt vectors which all come from the functional equation type relation

$$w_{pa}(X) \equiv w_n(X^p) \mod p^{\nu_n(pa)}$$

or, better,

$$(pn)^{-1}w_{pa}(X) \equiv p^{-1}(n^{-1}w_n(X^p)) \mod (Z_{(p)}[X])$$

(E.1.3) **Note on the universal formal group law theorems** As we remarked before the important theorem that the ring over which a universal formal group is defined is free polynomial is due to Lazard. He first proved the comparison lemma (cocycle lemma; (5.7.5) and (11.4.12)) and then with this as his main tool constructed the universal formal group laws by successive approximation by taking in each degree the generic extension.

The proof of universality which we have given comes from [170, 171, 173] and is an adaption to the algebraic and higher dimensional case of a proof of Buhštaber and Novikov of the universality of the formal group law of complex cobordism [58] (with the missing binomial coefficient lemma filled in).

In both cases this method works essentially because one has a good candidate for a universal formal group law which has already been proved to be integral.

In turn, this bit of binomial coefficient arithmetic which is needed (Section 4 above) is the core of Fröhlich’s more conceptual proof [144] of Lazard’s comparison lemma (one dimensional case). Lazard’s original proof of the comparison lemma was exceedingly tough and computational, even in the one dimensional case; and in the higher dimensional case the combinatorial difficulties were severe enough that the present author for instance never quite managed to read the paper in question [252] entirely. Recently using curvilinear coordinates (cf. also Section 12 above) Lazard essentially reduced the higher dimensional comparison lemma to the one dimensional case; cf. [254, 256]; cf. also [255].

The various explicit universal formal group laws $F_{\nu}(X, Y), F_{\nu, r}(X, Y), F_S(X, Y), F_R(X, Y)$, $H_d(X, Y)$ first appeared in [170, 171, 173, 178].

(E.1.4) **Note on generalizations** When studying formal groups from the hyperalgebra point of view, there is no a priori reason to limit oneself to smooth ones; and thus, e.g., finite group schemes creep easily in. Conversely, a formal group law of finite height can be seen as an inductive limit of finite ones; cf. also E.4.1(d) below. See
Chapter VII below for some material on these more general formal groups; see also
Appendix B.2 (p-divisible groups). Finally, [257] contains some preliminaries on formal
group laws from a more general point of view than (truncated power series) algebras.

(E.1.5) **Notes on Sections 5.8 and 6** The theorem that a formal group law over
a ring without nilpotents is commutative is due to Lazard [250]. A proof via hyperal-
gebra methods was given by Dieudonné [112]. The strengthened form, Theorem 6.1, is
due to Connell [79]. The proof follows Serre [366], and I have also made use of [69]. The
proof over a characteristic zero ring of section 5.8 is, as was mentioned in the text, due to
Honda [188, 189].

(E.1.6) **Notes on Section 8** The fundamental Lemma (8.1.2), Theorem (8.1.5), and
Proposition (8.3.9) are all due to Lubin and Tate [264].

(E.1.7) **Notes on Section 12** The notion of a curvilinear formal group law is due
to Lazard [256]. The explicit universal curvilinear formal group law $F_R(X, Y)$ first
appeared in [173].

(E.1.8) **Notes on Section 13** Generalized Lubin–Tate formal group laws were
defined by Cartier in [63] (cf. also [72]) using curves. Koch in [226] defined higher
dimensional formal Lubin–Tate formal group laws and used them to give some (counter)
examples concerning the relation between finite height formal group laws and
$p$-divisible groups. The higher dimensional Honda formal group laws were constructed
first in [189].

(E.1.9) **Notes on Section 14** For Section 14 (formal Lie theory), I have made use
of Fröhlich [144], Bourbaki [44], and especially Serre [363].

(E.1.10) **Note on logarithms** The existence and uniqueness of logarithms of com-
mutable formal group laws is an immediate consequence of the comparison lemma and
is due to Lazard, [251, 252]. I know of no printed reference for formulas (5.4.6) and
(11.1.7), except the closely related formula on page 168 of [404]. But of course (5.4.6)
and (11.1.7) are known. The author heard about them from J. Lubin.
CHAPTER III

CURVES, $p$-TYPICAL FORMAL GROUP LAWS, AND LOTS OF WITT VECTORS

In this chapter all formal group laws will be commutative formal group laws over a ring $A$, unless noncommutativity is expressly specified.

15 Definitions. Survey of Results

15.1 Curves

Let $F(X, Y)$ be an $n$-dimensional (commutative) formal group law over a ring $A$. A curve in $F(X, Y)$ is simply an $n$-tuple of power series $\gamma(t)$ in one variable $t$ with coefficients in $A$ and without constant term, i.e., $\gamma(0) = 0$. As was remarked in 1.4 and 9.3 one can use the "group recipe" $F(X, Y)$ to define an addition of curves

$$\gamma_1(t) +_F \gamma_2(t) = F(\gamma_1(t), \gamma_2(t))$$

(15.1.1)

The resulting ordinary group is denoted $\mathcal{G}(F)$, or $\mathcal{G}(F; A)$ if we want to stress that we are considering curves with coefficients in $A$; it is of course a commutative group if $F$ is commutative as we shall assume from now on.

The group $\mathcal{G}(F)$ admits a number of operators $V_m, f_m, \langle a \rangle, m \in \mathbb{N}, a \in A$. The words attached to the $V_m, f_m,$ and $\langle a \rangle$ are respectively Verschiebung operators, Frobenius operators, and homothety operators. These are defined as

$$V_m \gamma(t) = \gamma(t^m)$$

(15.1.2)

$$\langle a \rangle \gamma(t) = \gamma(at)$$

(15.1.3)

These two definitions do not involve the group law $F(X, Y)$. The definition of the $f_m$ is slightly more involved. Choose additional variables $Z_1, \ldots, Z_m$. We write

$$\gamma(Z_1 t^{1/m}) +_F \gamma(Z_2 t^{1/m}) +_F \cdots +_F \gamma(Z_m t^{1/m}) = \beta(Z_1, \ldots, Z_m, t^{1/m})$$

(15.1.4)

This is a power series in $t^{1/m}$ with coefficients in $A[Z_1, \ldots, Z_m]$. Because $F(X, Y)$ is commutative and associative, we see from (15.1.4) that the
coefficients of $t^{i/m}$ in (15.1.4) are homogeneous symmetric polynomials in the $Z_1, \ldots, Z_m$ of degree $i$. This means that we can write

$$\beta(Z_1, \ldots, Z_m; t^{1/m}) = \beta'(\sigma_1, \ldots, \sigma_m; t^{1/m})$$

where $\sigma_1, \ldots, \sigma_m$ are the elementary symmetric polynomials in the $Z_1, \ldots, Z_m$. Now substitute $\sigma_1 = \cdots = \sigma_{m-1} = 0, \sigma_m = (-1)^{m-1}$ in $\beta'(\sigma_1, \ldots, \sigma_m; t^{1/m})$. Because the coefficient of $t^{i/m}$ is homogeneous of degree $i$ and $\sigma_j$ has weight $j$, we see that $\beta'(0, \ldots, 0, (-1)^{m-1}; t^{1/m})$ is in fact a power series in $t$ (and not just a power series in $t^{1/m}$). We now define

$$f_m \gamma(t) = \beta'(0, 0, \ldots, 0, (-1)^{m-1}; t^{1/m})$$

Formally one can write

$$f_m \gamma(t) = \gamma(\zeta_m t^{1/m}) + F \gamma(\zeta_m^2 t^{1/m}) + F \cdots + F \gamma(\zeta_m^m t^{1/m})$$

where $\zeta_m$ is a primitive $m$th root of unity; and if the ring $A$ is such that it makes sense to talk about the $m$ (different) $m$th roots of unity over $A$, then (15.1.7) is a perfectly good definition of $f_m$.

There are a number of relations among the operators $V_m, f_m, \langle a \rangle$ which we shall describe and prove later; see 16.2. The only one that we need for the moment is

$$f_k V_m = V_m f_k \quad \text{if} \quad (k, m) = 1$$

To prove this relation and also several others the following is often useful. Suppose that $A$ is a characteristic zero ring; i.e., that $A \to A \otimes \mathbb{Q}$ is injective. Let $f(X)$ be the logarithm of $F(X, Y)$, and let $\gamma(t) \in \mathcal{O}(F; A)$ be a curve. Then we have

$$f(\gamma(t)) = \sum_{i=1}^{\infty} x_i t^i \Rightarrow f(f_m \gamma(t)) = \sum_{i=1}^{\infty} m x_{mi} t^i$$

Indeed, we have

$$f(f_m \gamma(t)) = f(\gamma(\zeta_m t^{1/m}) + F \gamma(\zeta_m^2 t^{1/m}) + \cdots + F \gamma(\zeta_m^m t^{1/m}))$$

$$= f(\gamma(\zeta_m t^{1/m})) + \cdots + f(\gamma(\zeta_m^m t^{1/m}))$$

$$= \sum_{i=1}^{\infty} \sum_{j=1}^{m} x_i (\zeta_m^j t^{1/m})^{j/m}$$

$$= \sum_{i=1}^{\infty} m x_i t^{i/m}$$

$$= \sum_{i=1}^{\infty} m x_{mi} t^i$$

15.2  $p$-typical formal group laws

Choose a prime number $p$.

Let $F_{\nu}(X, Y)$ over $\mathbb{Z}[V]$ be the $m$-dimensional formal group law constructed
in Section 3 (in case \( m = 1 \)) and Section 10 (for all \( m \in \mathbb{N} \)). Recall that 
\[
F_\nu(X, Y) = f_\nu^{-1}(f_\nu(X) + f_\nu(Y)) \quad \text{where} \quad f_\nu(X) = \sum_{n=1}^{\infty} a_n(V)X^{p^n}
\]
with 
\[
X^{p^n} = (X_1^{p^n}, \ldots, X_m^{p^n})
\]
and the \( a_n(V) \) are \( m \times m \) matrices with coefficients in \( \mathbb{Q}[V] \) that satisfy 
\[
pa_n(V) = a_{n-1}(V)V_1^{p^{n-1}} + \cdots + a_1(V)V_{n-1} + V_n; \quad \text{cf. 10.3.} \]
Note in particular that \( f_\nu(X) = \log_{f_\nu}(X) \) has the very special property that the coefficients of all monomials \( X^n \) are zero except possibly for \( n = p^r e(i), \quad r \in \mathbb{N} \cup \{0\}, \quad i \in \{1, \ldots, m\} \). Such formal group laws will be called \( p \)-typical formal group laws.

More precisely, we define:

\textbf{(15.2.1) Definition} A formal group law \( F(X, Y) \) over a ring \( A \) is called \( p \)-typical if and only if there exists a homomorphism \( \phi: \mathbb{Z}[V] \to A \) such that 
\[
\phi_* F_\nu(X, Y) = F(X, Y).
\]

This, of course, is not a very nice or operational definition. Much more useful is the criterion (15.2.3) below. To formulate it we need one more definition

\textbf{(15.2.2) Definition} A curve \( \gamma(t) \) in a formal group law \( F(X, Y) \) is called \( p \)-typical if and only if \( f_q \gamma(t) = 0 \) for all prime numbers \( q \neq p \).

\textbf{(15.2.3) Theorem} (criterion for \( p \)-typicality) Let \( A \) be a characteristic zero ring or a \( \mathbb{Z}_{(p)} \)-algebra and \( F(X, Y) \) an \( m \)-dimensional formal group law over \( A \). Then \( F(X, Y) \) is \( p \)-typical if and only if all the curves \( \gamma(t) = (t^{p^1}, t^{p^2}, \ldots, t^{p^m}), \quad r_i \in \mathbb{N} \cup \{0\}, \quad i = 1, \ldots, m \), are \( p \)-typical. In particular, if \( m = 1 \), a formal group law \( F(X, Y) \) over such a ring \( A \) is \( p \)-typical if and only if the curve \( \gamma(t) = t \) is \( p \)-typical.

The last statement of (15.2.3) follows from the earlier parts of (15.2.3) because of (15.1.8). (More generally, the criterion (15.2.3) holds if \( A \) has no \( q \)-torsion for all prime numbers \( q \) different from \( p \); e.g., the ring \( A = \mathbb{Z}[X]/(pX) \) is of this type but is not a characteristic zero ring nor a \( \mathbb{Z}_{(p)} \)-algebra.)

In the case of a characteristic zero ring we can characterize \( p \)-typicality in terms of logarithms as follows.

\textbf{(15.2.4) Proposition} Let \( \gamma(t) \) be a curve in an \( m \)-dimensional formal group law \( F(X, Y) \) over a characteristic zero ring \( A \). Then \( \gamma(t) \) is \( p \)-typical if and only if 
\[
\log_F(\gamma(t)) = \sum_{n=0}^{\infty} a_n t^{p^n}
\]
where the \( a_n \) are \( m \)-vectors with coordinates in \( A \otimes \mathbb{Q} \).

\textbf{(15.2.6) Proposition} An \( m \)-dimensional formal group law \( F(X, Y) \) over a characteristic zero ring \( A \) is \( p \)-typical if and only if 
\[
\log_F(X) = \sum_{n=0}^{\infty} a_n X^{p^n}
\]
where the $a_n$ are $m \times m$ matrices with coordinates in $A \otimes \mathbb{Q}$ and $X^{p^n} = (X_1^{p^n}, \ldots, X_m^{p^n})$ as usual.

Given the definition of $p$-typical, the following proposition should come as no surprise.

**Proposition** (15.2.8) The $m$-dimensional formal group law $F_v(X, Y)$ is $p$-typical and is universal for $p$-typical formal group laws of dimension $m$.

That is, for every $p$-typical $m$-dimensional formal group law over a ring $A$, there is a unique homomorphism $\phi : \mathbb{Z}[V] \to A$ such that $\phi_* F_v(X, Y) = F(X, Y)$. Indeed, given Definition (15.2.1) the only thing to prove is that $\phi$ is unique, which is not difficult. In spite of its apparent triviality the universality of $F_v(X, Y)$ will be extremely useful. The reason lies of course in Theorem (15.2.3) and Proposition (15.2.6) and also in

**Theorem** (15.2.9) Every formal group law over a $\mathbb{Z}_{(p)}$-algebra $A$ is strictly isomorphic over $A$ to a $p$-typical formal group law over $A$.

### 15.3 Witt vectors and Artin-Hasse exponentials

In this subsection $F(X, Y)$ is a one dimensional formal group law over a characteristic zero ring $A$. Let $\log_F(X)$ be given by

$$\log_F(X) = \sum_{i=1}^{\infty} a_i X^i, \quad a_1 = 1, \quad a_i \in A \otimes \mathbb{Q}$$

We now define polynomials $\tilde{w}_n^F(Z)$ in $Z_1, \ldots, Z_n$ as

$$\tilde{w}_n^F(Z) = \sum_{d|n} a_{n/d} Z_d^{n/d}$$

For example, we can take $F(X, Y) = F_{\Lambda, 1}(X, Y)$ over $\mathbb{Z}$; cf. 3.2. This formal group has the power series

$$X + p^{-1} X^p + p^{-2} X^{p^2} + \cdots$$

for its logarithm. The polynomials $n\tilde{w}_n^F(Z)$ for $n = 1, p, p^2, p^3, \ldots$ then become respectively

$$Z_1, \quad Z_1^p + pZ_p, \quad Z_1^{p^2} + pZ_p^p + p^2 Z_{p^2}, \quad \ldots$$

Writing $Y_i$ for $Z_{p^i}$, $i = 0, 1, 2, \ldots$, these become

$$Y_0, \quad Y_0^p + pY_1, \quad Y_0^{p^2} + pY_1^p + p^2 Y_2, \quad Y_0^{p^3} + pY_1^{p^2} + p^2 Y_2^p + p^3 Y_3, \quad \ldots$$

which are the familiar Witt polynomials that one uses to define the ring of Witt vectors associated to the prime number $p$. 
Now take \( F(X, Y) = \hat{G}_m^-(X, Y) = X + Y - XY. \) The logarithm of this formal group law is

\[
X + \frac{X^2}{2} + \frac{X^3}{3} + \frac{X^4}{4} + \cdots
\]

so that its associated polynomials

\[
\sum_{d|n} dZ_d^n = w_n(Z_1, Z_2, \ldots, Z_n) = \sum_{d|n} dZ_d^n
\]

are the polynomials underlying the definition of the (generalized) ring of Witt vectors for all prime numbers simultaneously; cf. [308, Lecture 26; 64].

Now let \( F(X, Y) \) be again an arbitrary one dimensional formal group over a characteristic zero ring \( A \). We define polynomials \( \Sigma^f_n(x_1, \ldots, x_n; y_1, \ldots, y_n) \) by the conditions

\[
\Sigma^f_n(x; y) = \Sigma^f_n(y; x) = \Sigma^f_n(x; 0) \quad \text{for}\quad n \geq 3.
\]

(15.3.4) \[ \Sigma^f_n(x; y) = \Sigma^f_n(y; x) = \Sigma^f_n(x; 0) \quad \text{for}\quad n \geq 3. \]

(15.3.5) **Lemma** The \( \Sigma^f_n(x; y) \) are polynomials with their coefficients in \( A \) (not just \( A \otimes \mathbb{Q} \)).

We can therefore use the \( \Sigma^f_n(x; y) \) to define a new addition on the set of vectors of infinite length with coordinates in \( A \) as follows:

\[
(a_1, a_2, a_3, \ldots) + w_{r(A)}(b_1, b_2, \ldots) = (\Sigma^f_1(a; b), \Sigma^f_2(a; b), \ldots)
\]

This defines an abelian group which we shall denote \( W^F(A) \). We define a (reduced) Artin–Hasse type exponential mapping associated to the formal group \( F(X, Y) \) by the formula

\[
E^F(x, t) = \log_{F}^{-1} \left( \sum_{n=1}^{\infty} \bar{w}^F_n(x)t^n \right)
\]

where \( x \) is short for \( (x_1, x_2, \ldots) \). \( E^F(x, t) \) is a power series in \( t \) with coefficients in \( A \otimes \mathbb{Q}[x_1, x_2, \ldots] \).

(15.3.7) **Lemma** \( E^F(x, t) \) is a power series in \( t \) with coefficients in \( A[x_1, x_2, \ldots] \).

(15.3.8) **Proposition** \( a = (a_1, a_2, \ldots) \mapsto E^F(a, t) \) defines an isomorphism of abelian groups \( W^F(A) \to \mathcal{C}(F; A) \).

In particular, we see that we can view the abelian group \( \mathcal{C}(\hat{G}^-_m; A) \) (where \( \hat{G}^-_m(X, Y) = X + Y - XY \)) as the abelian group underlying the ring of generalized Witt vectors \( W(A) \).

Section 17 below is concerned with a detailed study of the ring functor \( W \).
and various quotient functors like $W_{p^\infty}(A)$, the ring of Witt vectors of infinite length associated to the prime number $p$. We pay particular attention to the Artin–Hasse exponential map which can be seen as a multiplication preserving, additive morphism of functors

$$W_{p^\infty}(A) \to W(W_{p^\infty}(A))$$

(This is not however a functor homomorphism of ring functors since it does not preserve unit elements.) This Artin–Hasse exponential map is but one of a whole family of transformations of which the nicest one is a functor homomorphism of ring-valued functors

$$\Delta_A: W(A) \to W(W(A))$$

A precise and characterizing definition of $W$ and $\Delta$ are given by the theorem:

\textbf{Theorem (15.3.9)} There is a unique functor $W$: \textbf{Ring} $\to$ \textbf{Ring} which satisfies the following properties: (i) as a functor \textbf{Ring} $\to$ \textbf{Set}, $W$ satisfies $W(A) = \{(a_1, a_2, a_3, \ldots) | a_i \in A\}$ and $W(\phi)(a_1, a_2, \ldots) = (\phi(a_1), \phi(a_2), \ldots)$ for a ring homomorphism $\phi: A \to B$; (ii) $w_{n,A}: W(A) \to A$ is a (functorial) homomorphism of rings for every $A$ and $n \in \mathbb{N}$.

The functor $W$: \textbf{Ring} $\to$ \textbf{Ring} admits functorial ring endomorphisms $f_n$: $W \to W$ for every $n \in \mathbb{N}$ that are uniquely characterized by the property $w_m f_n = w_{nm}$ for every $m \in \mathbb{N}$.

Finally, there is a functorial homomorphism $\Delta: W(-) \to W(W(-))$ that is uniquely characterized by the property $w_{n,W(A)} \Delta_A = f_{n,A}$ for all $n \in \mathbb{N}$ and $A \in \textbf{Ring}$.

The "one prime number version" of Theorem (15.3.9) is

\textbf{Theorem (15.3.10)} There is a unique functor $W_{p^\infty}$: \textbf{Ring} $\to$ \textbf{Ring} that satisfies the following properties: (i) as a functor \textbf{Ring} $\to$ \textbf{Set}, $W_{p^\infty}$ satisfies $W_{p^\infty}(A) = \{(a_0, a_1, \ldots) | a_i \in A\}$ and $W_{p^\infty}(\phi)(a_0, a_1, a_2, \ldots) = (\phi(a_0), \phi(a_1), \ldots)$ for a ring homomorphism $\phi: A \to B$; (ii) for every $n \in \mathbb{N} \cup \{0\}$, $w_{p^\infty,A}: W_{p^\infty}(A) \to A$ is a functorial homomorphism of rings, where $w_{p^\infty,A}(a_0, a_1, a_2, \ldots) = a_0 + pa_1 + \cdots + p^n a_n$, i.e., we have silently written $(a_0, a_1, \ldots)$ instead of $(a_p, a_t, a_1, \ldots)$.

The functor $W_{p^\infty} \to W_{p^\infty}$ admits a functorial ring homomorphism $f_p$: $W_{p^\infty} \to W_{p^\infty}$ that is uniquely characterized by the property $w_{p^n} f_p = w_{p^n+1}$ for every $n \in \mathbb{N} \cup \{0\}$.

Finally, there is functorial homomorphism $\Delta_{p^\infty,p^\infty}$: $W_{p^\infty}(-) \to W_{p^\infty}(W_{p^\infty}(-))$, characterized by $w_{p^n} \Delta_{p^\infty,p^\infty} = f_p^n$ for all $n \in \mathbb{N} \cup \{0\}$.

The connections between $W(-)$, $W_{p^\infty}(-)$, $\Delta$, $\Delta_{p^\infty,p^\infty}$ and the "Artin–Hasse" map $W_{p^\infty}(A) \to W(W_{p^\infty}(A))$ are given by
(15.3.11) Theorem

(i) \( \varepsilon_p: (a_1, a_2, \ldots) \rightarrow (a_{p^0}, a_{p^1}, a_{p^2}, \ldots) \) defines a homomorphism of ring valued functors \( W(-) \rightarrow W_{p^\infty}(-) \), and the following diagram of homomorphisms of ring valued functors is commutative:

\[
\begin{array}{ccc}
W(A) & \rightarrow & W(W(A)) \\
\downarrow & & \downarrow \\
W(A) & \rightarrow & W_{p^\infty}(W(A)) \\
\downarrow \varepsilon_{p^\infty} \quad & & \downarrow W_{p^\infty}(\varepsilon_{p^\infty}) \\
W_{p^\infty}(A) & \rightarrow & W_{p^\infty}(W_{p^\infty}(A)) \\
\end{array}
\]

where the middle horizontal arrow is simply defined as the composite \( \varepsilon_{p,W(A)} \Delta_A \).

(ii) There is a multiplication preserving additive morphism \( E_p: W_{p^\infty}(-) \rightarrow W(W_{p^\infty}(-)) \) between the ring-valued functors \( W_{p^\infty}(-), W(W_{p^\infty}(-)) \) considered as functors \( \text{Alg}_p \rightarrow \text{Ring} \) characterized by \( w_n E_p = 0 \) if \( n \) is not a power of \( p \) and \( w_{p^r} E_p = f_p \) for all \( r \in \mathbb{N} \cup \{0\} \). Of the two diagrams of functor morphisms below the right one is commutative and the left one is not:

\[
\begin{array}{ccc}
W(A) & \rightarrow & W(W(A)) \\
\downarrow \varepsilon_{p^\infty} \quad & & \downarrow W(\varepsilon_{p^\infty}) \\
W_{p^\infty}(A) & \rightarrow & W_{p^\infty}(W(A)) \\
\end{array}
\]

The functor morphism \( E_{A,p} \) is a functor morphism of group-valued functors and also preserves multiplication; it does not preserve unit elements, however, and therefore (just barely) misses being a functor homomorphism of ring-valued functors.

Of course, classically the Artin–Hasse map maps \( W_{p^\infty}(A) \) into \( \Lambda(W_{p^\infty}(A)) \) where for \( B \in \text{Ring} \), \( \Lambda(B) \) is the group of all power series \( 1 + b_1 t + b_2 t^2 + \cdots \), \( b_i \in B \) under multiplication of power series. One has

(15.3.12) Proposition The maps \( (a_1, a_2, a_3, \ldots) \rightarrow \prod_{i=1}^{\infty} (1 - a_i t^i) \) define an isomorphism of group-valued functors \( \tilde{E}: W(-) \rightarrow \Lambda(-) \).

Composing \( E_{A,p} \) with \( \tilde{E}_{W_{p^\infty}(A)} \), one obtains a morphism of functors \( E_{A,p}: W_{p^\infty}(A) \rightarrow \Lambda(W_{p^\infty}(A)) \) which in the case of a perfect field of characteristic \( p \) coincides with the Artin–Hasse exponential map as defined, e.g., in [11, 162, 438].

The proof of these theorems and various related facts is the subject matter of Section 17.

All this generalizes to a considerable extent. True, it is a fairly rare phenomenon that the group of curves \( \mathbb{C}(F; -) \) admits a functorial nontrivial ring structure (compatible with the \( c_n \tilde{w}_{n,F} \) for suitable constants \( c_n \)). Still there are quite a number of formal group laws for which the group of curves and/or selected subgroups such as the group of \( p \)-typical curves admit a natural Witt-vector-like ring structure. Among these are the (local) Lubin–Tate formal
group laws defined over the ring of integers $A$ of a complete local field with finite residue field $k$ of $q$ elements. The "$q$-typical" curves of such a formal group $F$ have a natural ring structure, and in fact $\mathcal{G}_q(F; k)$ is isomorphic to $A$ itself. One could speak of "ramified Witt vectors." There are also, so to speak, global Lubin-Tate formal group laws defined over the rings of integers $A$ of global fields $K$. In this case one even has Artin-Hasse-like maps $A_v \Rightarrow \mathcal{G}(F; A_v)$ for all discrete valuations $v$ where $A_v$ is the discrete complete valuation ring attached to the valuation $v$. And if the class number of $K$ is 1, there even exists an Artin-Hasse-like functorial homomorphism of ring functors $\Delta^F: \mathcal{G}(F; -) \rightarrow \mathcal{G}(F; \mathcal{O}(F; -))$ of which $\Delta: W(-) \rightarrow W(W(-))$ is the special case $F = \hat{G}_m$.

The proofs of all this rely heavily on the functional equation lemma and give in the case of $F = \hat{G}_m$ new proofs of, e.g., Theorems (15.3.9)-(15.3.11). These generalizations thus make Section 17 largely superfluous. Still Witt vectors are of such importance that a double treatment is amply justified. And also, to do all these generalizations, it is convenient to have some more technical tools available, especially concerning "formal $A$-modules" and the classification of one dimensional formal group laws over finite fields. This is the reason that the treatment of the general results indicated above and also of (15.3.5)-(15.3.8) is postponed until Chapter IV.

15.4 $W_{p^\infty}(\mathbb{Z}_p)$, $W_{p^\infty}(\mathbb{F}_p)$, and $\Delta_{p^\infty, p^\infty}: \mathbb{Z}_p \rightarrow W_{p^\infty}(\mathbb{Z}_p)$

As a partial illustration of the way formal group and functional equation techniques can be used in dealing with Witt vectors, we offer in this section a quick proof of the fact that $W_{p^\infty}(\mathbb{F}_p) = \mathbb{Z}_p$ where $\mathbb{F}_p$ is the field of $p$ elements and a quick treatment of $\Delta_{p^\infty, p^\infty}: W_{p^\infty}(\mathbb{F}_p) \rightarrow W_{p^\infty}(W_{p^\infty}(\mathbb{F}_p))$.

Consider the formal group law $F(X, Y) = F_{\Delta_1}(X, Y)$ over $\mathbb{Z}$ of Chapter I, Section 3.2 defined by

\begin{equation}
F(X, Y) = f^{-1}(f(X) + f(Y))
\end{equation}

\begin{equation}
f(X) = X + p^{-1}X^p + p^{-2}X^{p^2} + \cdots = X + p^{-1}f(X^p)
\end{equation}

\begin{lemma}
Every curve $\gamma(t) \in \mathcal{G}(F; \mathbb{Z}_p)$ can be uniquely written as a sum

$$\sum_{i=1}^{\infty} c_i t^i, \quad c_i \in \mathbb{Z}_p$$

The curve is $p$-typical if and only if

$$\gamma(t) = \sum_{n=0}^{\infty} b_n t^{p^n}, \quad b_n \in \mathbb{Z}_p$$

\end{lemma}

\begin{proof}
The first statement is immediate from the fact that $F(X, Y) \equiv X + Y \bmod(\text{degree } 2)$. The second follows by Proposition (15.2.4) because $f(X)$ involves only $p$th powers of $X$.

\end{proof}
We now define for all $n \in \mathbb{N} \cup \{0\}$ a map $w^{F}_{pn} : \mathcal{C}_{p}(F; \mathbb{Z}_{p}) \rightarrow \mathbb{Z}_{p}$ by the formula

\[(15.4.3) \quad w^{F}_{pn}(\gamma(t)) = p^n \text{ times (coefficient of } t^{pn} \text{ in } f(\gamma(t)))\]

\[\begin{array}{c}
\text{(15.4.4) Lemma} \\
\text{The map } \bar{E}^{F} : \mathbb{Z}_{p}^{N} \cup \{0\} \rightarrow \mathcal{C}_{p}(F; \mathbb{Z}_{p}) \text{ defined by } \left( a_{0}, a_{1}, a_{2}, \ldots \right) \mapsto \sum_{i} a_{i} t^{pi} \text{ is a bijection and } w^{F}_{pn} \bar{E}^{F} = w^{F}_{pn}.
\end{array}\]

**Proof** We first calculate

\[w^{F}_{pn} \bar{E}^{F}(a_{0}, a_{1}, \ldots) = w^{F}_{pn}(\sum_{i} a_{i} t^{pi})\]

\[= p^n \left( \text{coefficient of } t^{pn} \text{ in } f(\sum_{i} a_{i} t^{pi}) \right)\]

\[= p^n \left( \text{coefficient of } t^{pn} \text{ in } \sum_{i=0}^{\infty} f(a_{i} t^{pi}) \right)\]

\[= p^n \left( \text{coefficient of } t^{pn} \text{ in } \sum_{i=0}^{\infty} \sum_{l=0}^{\infty} p^{-l}(a_{i} t^{pi})^{pl} \right)\]

\[= p^n \left( \text{coefficient of } t^{pn} \text{ in } \sum_{r=0}^{\infty} \left( \sum_{l=0}^{r} p^{-l} a_{r-l}^{pl} \right) t^{pr} \right)\]

\[= w^{F}_{pn}(a_{0}, a_{1}, a_{2}, \ldots)\]

The injectivity of $\bar{E}^{F}$ follows from this because if $(a_{0}, a_{1}, \ldots)$ and $(b_{0}, b_{1}, \ldots)$ are such that $w^{F}_{pn}(a) = w^{F}_{pn}(b)$ for all $n$, then $a_{i} = b_{i}$ for all $i$ because $\mathbb{Z}_{p}$ is torsion free. Finally, the fact that $\text{Im}(\bar{E}^{F}) \subset \mathcal{C}_{p}(F; \mathbb{Z}_{p}) \subset \mathcal{C}(F; \mathbb{Z}_{p})$ and the surjectivity of $\bar{E}^{F}$ follow from Lemma (15.4.2). Q.E.D.

Now by the definition of the addition in $\mathcal{C}_{p}(F; \mathbb{Z}_{p})$ we have that

\[w^{F}_{pn}(\gamma(t) +_{F} \delta(t)) = w^{F}_{pn}(\gamma(t)) + w^{F}_{pn}(\gamma(t))\]

So transferring the addition of $\mathcal{C}_{p}(F; \mathbb{Z}_{p})$ to $\mathbb{Z}_{p}^{N} \cup \{0\}$ via the bijection $\bar{E}^{F}$, we find a group structure on $\mathbb{Z}_{p}^{N} \cup \{0\}$ that satisfies

\[w^{F}_{pn}((a_{0}, a_{1}, \ldots) + (b_{0}, b_{1}, \ldots)) = w^{F}_{pn}(a_{0}, a_{1}, \ldots) + w^{F}_{pn}(b_{0}, b_{1}, \ldots)\]

This group structure is necessarily unique because $\mathbb{Z}_{p}$ has no torsion.

The next thing to do is to define a suitable ring structure on $\mathcal{C}_{p}(F; \mathbb{Z}_{p})$. Let $\gamma(t), \delta(t) \in \mathcal{C}_{p}(F; \mathbb{Z}_{p})$. Write $f(\gamma(t)) = \sum_{i} c_{i} t^{pi}, f(\delta(t)) = \sum_{i} d_{i} t^{pi}$. We define

\[(15.4.5) \quad \gamma(t) \cdot \delta(t) = f^{-1} \left( \sum_{i=0}^{\infty} p^{i} c_{i} d_{i} t^{pi} \right)\]

\[\begin{array}{c}
\text{(15.4.6) Lemma} \\
\text{Formula (15.4.5) defines a multiplication on } \mathcal{C}_{p}(F; \mathbb{Z}_{p}) \text{ and turns the abelian group } \mathcal{C}_{p}(F; \mathbb{Z}_{p}) \text{ into a commutative ring with unit element. The unit element is the curve } \gamma_{0}(t) = t, \text{ and } w^{F}_{pn}(\gamma(t) \cdot \delta(t)) = w^{F}_{pn}(\gamma(t))w^{F}_{pn}(\delta(t)).
\end{array}\]
Proof By the functional equation lemma 2.2 we know that the $c_i$ and $d_i$ satisfy the properties
\begin{align}
(15.4.7) & \quad c_i = p^{-1}c_{i-1} + \text{integral}, \quad d_i = p^{-1}d_{i-1} + \text{integral} \\
(15.4.8) & \quad p^i c_i \in \mathbb{Z}_p, \quad p^i d_i \in \mathbb{Z}_p
\end{align}
(of which (15.4.8) follows from (15.4.7)). It follows that $p^i c_i d_i = p^{-1}(p^{-1}c_{i-1} d_{i-1}) + \text{integral}$ so that, again by the functional equation lemma, $\gamma(t) \cdot \delta(t)$ has its coefficients in $\mathbb{Z}_p$. This proves that $\gamma(t) \cdot \delta(t) = \mathcal{C}_p(F; \mathbb{Z}_p)$. The various identities that go into the definition of ring follow immediately from (15.4.5), as does the formula for $w^F_{pn}$. Q.E.D.

Transferring the multiplication on $\mathcal{C}_p(F; \mathbb{Z}_p)$ to $\mathbb{Z}_p^N \cup \{0\}$ via the bijection $\mathcal{E}^F_p$, we now have a ring structure on $\mathbb{Z}_p^N \cup \{0\}$ for which the maps $w^F_{pn} : \mathbb{Z}_p^N \cup \{0\} \to \mathbb{Z}_p$ are ring homomorphisms. This means that $\mathbb{Z}_p^N \cup \{0\}$ with this ring structure is $w^F_{pn}(\mathbb{Z}_p)$.

We now proceed to define a ring homomorphism $\Delta^F : \mathbb{Z}_p \to \mathcal{C}_p(F; \mathbb{Z}_p)$. For each $a \in \mathbb{Z}_p$, we set
\begin{equation}
(15.4.9) \quad \Delta^F(a) = f^{-1}(af(t))
\end{equation}

(15.4.10) Lemma Formula (15.4.9) defines a ring homomorphism $\mathbb{Z}_p \to \mathcal{C}_p(F; \mathbb{Z}_p)$ such that $w^F_{pn} \Delta^F(a) = a$ for all $n \in \mathbb{N}$ and $a \in \mathbb{Z}_p$.

Proof Because we have that $af(t) - p^{-1}(af(t^p)) = at$ and $a \in \mathbb{Z}_p$, the functional equation lemma gives us that $\Delta^F(a)$ has its coefficients in $\mathbb{Z}_p$ and hence is an element of $\mathcal{C}_p(F; \mathbb{Z}_p)$. The remainder of the lemma is immediate from the definitions of addition and multiplication in $\mathcal{C}_p(F; \mathbb{Z}_p)$ and the definition of $w^F_{pn}$.

(NB: formula (15.4.9) gives something with integral coefficients only if $a \in \mathbb{Z}_p$; for if $a \notin \mathbb{Z}_p$ then in $\mathbb{Z}_p[a]$ the congruence $b \equiv b^p \mod (p)$ does no longer hold; cf. Chapter I, Section 2 for details as to why this is relevant.) Q.E.D.

Let $\rho : \mathcal{C}_p(F; \mathbb{Z}_p) \to \mathcal{C}_p(F; F_p)$ be the projection induced by the canonical map $\mathbb{Z}_p \to F_p$. Suppose that $\gamma(t) \in \text{Ker}(\rho)$. Write
\begin{equation}
\gamma(t) = \sum_{i=0}^{\infty} c_i t^{pi}
\end{equation}
It follows that $p \mid c_i$ for all $i$, which in turn implies that if $f(\gamma(t)) = \sum b_i t^{pi}$, then $b_i \in p\mathbb{Z}_p$ for all $i$. Conversely, if $b_i \in p\mathbb{Z}_p$ for all $i$, then if $\sum b_i t^{pi} = f(\sum c_i t^{pi})$, we have $c_i \in p\mathbb{Z}_p$ as is easily checked by induction (or use part (iv) of the functional equation lemma). It follows that Ker $\rho$ is an ideal in $\mathcal{C}_p(F; \mathbb{Z}_p)$ so that $\mathcal{C}_p(F; F_p)$ inherits a ring structure from $\mathcal{C}_p(F; \mathbb{Z}_p)$, which then identifies $\mathcal{C}_p(F; F_p)$ with $W^F_{pn}(F_p)$, the ring of vectors $(a_0, a_1, a_2, \ldots)$, $a_i \in F_p$ (with addition and multiplication defined by first lifting vectors $(\bar{a}_0, \bar{a}_1, \ldots)$ to vectors $(\bar{a}_0, \bar{a}_1, \ldots)$, $\bar{a}_i \in \mathbb{Z}_p$, then adding and multiplying in $W^F_{pn}(\mathbb{Z}_p)$, and then reducing the coordinates of the results modulo $p$).
Theorem 15.4.11  The composed map

\[ Z_p \xrightarrow{\Delta^F} \mathcal{C}_p(F; Z_p) \xrightarrow{\rho} \mathcal{C}_p(F; F_p) \]

is an isomorphism of rings.

Proof  Because \( \Delta^F \) is a homomorphism of rings, as is \( \rho \), we have to show only that \( \rho \Delta^F \) is bijective. To this end we first remark that

\[ \Delta^F(p) \equiv t^p \mod p \]

by Lemma (3.2.4). Now write \( a \in Z_p \) as \( a = pu \) with \( u \) a unit in \( Z_p \), then by its definition (15.4.9) and part (iv) of the functional equation lemma

\[ \Delta^F(a) \equiv ut^p \mod(p, \text{ degree } p^r + 1) \]

The injectivity of \( \rho \Delta^F \) follows from this. To see that \( \rho \Delta^F \) is surjective we filter the group \( Z_p \) by the subgroups \( p^n Z_p \) and \( \mathcal{C}_p(F; F_p) \) by the subgroups \( \mathcal{C}_p^{(n)}(F; F_p) \) of all \( p \)-typical curves \( y(t) = \sum F c_i t^{p^i} \) with \( c_0 = c_1 = \cdots = c_{n-1} = 0 \).

Note that the map

\[ \mathcal{C}_p^{(n)}(F; F_p) \to F_p, \sum F c_i t^{p^i} \mapsto c_n \]

induces an isomorphism \( \mathcal{C}_p^{(n)}(F; F_p)/\mathcal{C}_p^{(n+1)}(F; F_p) \cong F_p \). From (15.4.12) we see that \( \rho \Delta^F \) maps \( p^n Z_p \) into \( \mathcal{C}_p^{(n)}(F; F_p) \) and that the induced homomorphisms \( p^n Z_p / p^{n+1} Z_p \to \mathcal{C}_p^{(n)}(F; F_p)/\mathcal{C}_p^{(n+1)}(F; F_p) \) are bijective. Because the groups \( Z_p \) and \( \mathcal{C}_p(F; F_p) \) are both complete and Hausdorff with respect to the topology defined by the subgroups \( p^n Z_p \) and \( \mathcal{C}_p^{(n)}(F; F_p) \), it follows that \( \rho \Delta^F \) is also surjective.

Corollary 15.4.13  \( Z_p \cong W_{p^\infty}(F_p) \).

The last thing to do is to show that also the Frobenius morphisms in \( \mathcal{C}_p(F; Z_p) \), \( \mathcal{C}_p(F; F_p) \), \( Z_p \) correspond.

Lemma 15.4.14  \( w_{p^m}(f_p(y(t)) = w_{p^{m+1}}(y(t)) \) for all \( y(t) \in \mathcal{C}_p(F; Z_p) \).

Proof  Immediate from the definition of the \( w_{p^m} \) and the definition of \( f_p \) via formula (15.1.9).

Transferring \( f_p \) to \( W_{p^\infty}(Z_p) \) via the isomorphism \( \tilde{E}^F \) we find an endomorphism \( f_p \) of \( W_{p^\infty}(Z_p) \) that satisfies \( w_{p^m} f_p = w_{p^{m+1}} \) for all \( n \in \mathbb{N} \cup \{0\} \) (and \( f_p \) is uniquely characterized by this property because \( Z_p \) is torsion free).

Lemma 15.4.15  If \( f_p(a_0, a_1, \ldots) = (b_0, b_1, b_2, \ldots) \in W_{p^\infty}(Z_p) \), then \( a_i \equiv b_i \mod p \) for all \( i = 0, 1, 2, \ldots \).

Proof  We have \( w_1(b) = w_p(a) \) so \( a_0^p + pa_1 = b_0 \) which gives \( b_0 \equiv a_0^p \equiv a_0 \mod p \). Using induction, and \( (c \equiv d \mod(p^r) \Rightarrow c^p \equiv d^p \mod(p^{r+1})) \) we see that \( a_i^p \equiv a_i^p \equiv b_i^p \mod(p) \) for \( i = 0, 1, \ldots, n-1 \) and \( w_n(b) = w_{n+1}(a) \) imply \( p^n b_n \equiv p^n a_n \mod(p^{n+1}) \) so that \( a_n \equiv a_n^p \equiv b_n \mod(p) \).
Corollary \( f_p(\text{Ker } \bar{\rho}) \subset \text{Ker } \bar{\rho} \) where \( \bar{\rho} \) is the canonical projection \( W_{p^\infty}(\mathbb{Z}_p) \to W_{p^\infty}(\mathbb{F}_p) \), and the induced homomorphism \( f_p: W_{p^\infty}(\mathbb{F}_p) \to W_{p^\infty}(\mathbb{F}_p) \) is the identity.

So we see that \( \Delta^F \) and \( \rho \) are also compatible with the Frobenius morphisms \( f_p \) and that \( \Delta^F \) has the property \( w_p \Delta^F = f_p \), which according to Theorem (15.3.10) it must have to qualify as the "Artin–Hasse-like" homomorphism \( \Delta_{p^\infty, p^\infty}: W_{p^\infty}(\mathbb{F}_p) \to W_{p^\infty}(W_{p^\infty}(\mathbb{F}_p)) \). (Cf. Corollary (15.4.16) and Lemma (15.4.10).)

\section{Curves and \( p \)-Typical Formal Groups}

In 15.1 we defined the abelian group \( \mathcal{O}(F; A) \) of curves over \( A \) in a formal group law \( F(X, Y) \) over \( A \). This section first studies \( \mathcal{O}(F; A) \) and its subgroup \( \mathcal{O}_p(F; A) \) in somewhat more detail and then proceeds to the proofs of the various results mentioned in 15.2.

\subsection{Generalities on \( \mathcal{O}(F; A) \) and its operators}

\textbf{Filtration} \ Let \( \gamma(t) \) be a curve in an \( m \)-dimensional formal group law \( F(X, Y) \). Write \( \gamma(t) = \sum_{n=1}^\infty c_n t^n, c_n \in A^m \). We let \( \mathcal{O}^m(F; A) \) be the subset of all curves such that \( c_i = 0, \ i = 1, \ldots, n - 1 \). Because \( F(X, Y) \equiv X + Y \mod(\text{degree } 2) \), we see easily that \( \mathcal{O}^n(F; A) \) is in fact a subgroup of \( \mathcal{O}(F; A) \). This defines a filtration

\[ \mathcal{O}(F; A) = \mathcal{O}^1(F; A) \supset \mathcal{O}^2(F; A) \supset \cdots \supset \mathcal{O}^n(F; A) \supset \cdots \]

of \( \mathcal{O}(F; A) \) by subgroups. It is clear that \( \bigcap_n \mathcal{O}^n(F; A) = 0 \). This filtration defines a topology on \( \mathcal{O}(F; A) \), and it is also clear that \( \mathcal{O}(F; A) \) is complete with respect to this topology.

\textbf{Change of rings} \ Now let \( \phi: A \to B \) be a ring homomorphism and let \( \gamma(t) \) be a curve in \( F(X, Y) \) over \( A \). Then \( \phi_* \gamma(t) \) is an \( m \)-tuple of power series with coefficients in \( B \) and hence can be interpreted as a curve in \( \phi_* F(X, Y) \). This defines a map \( \phi_*: \mathcal{O}(F; A) \to \mathcal{O}(\phi_* F; B) \) which is clearly a continuous homomorphism. In fact \( \phi_* \mathcal{O}^n(F; A) \subset \mathcal{O}^n(\phi_* F; B) \). It is also immediately clear from the definitions that \( \phi_* \) commutes with the various operators that we have defined in 15.1. That is, we have

\begin{align*}
(16.1.3) \quad & \phi_* \circ \langle a \rangle = \langle \phi(a) \rangle \circ \phi_* \quad a \in A \\
(16.1.4) \quad & \phi_* \circ V_n = V_n \circ \phi_* \quad n \in \mathbb{N} \\
(16.1.5) \quad & \phi_* \circ f_n = f_n \circ \phi_* \quad n \in \mathbb{N}
\end{align*}

Note that in (16.1.5) the \( f_n \) on the left-hand side is defined using \( F(X, Y) \), and the \( f_n \) on the right-hand side is defined using \( \phi_* F(X, Y) \). The proofs of (16.1.3)–(16.1.5) are immediate from the definitions.
Functoriality. Now let $\alpha(X) : F(X, Y) \to G(X, Y)$ be a homomorphism from the $m$-dimensional formal group law $F(X, Y)$ to the $n$-dimensional formal group law $G(X, Y)$. Recall that $\alpha(X)$ is an $n$-tuple of power series in $m$-variables such that $\alpha(X) \equiv 0 \mod(\text{degree } 1)$ and $\alpha(F(X, Y)) = G(\alpha(X), \alpha(Y))$.

Now let $\gamma(t)$ be a curve in $F(X, Y)$, i.e., $\gamma(t)$ is an $m$-tuple of power series in one indeterminate $t$. Then $\alpha(\gamma(t))$ is an $n$-tuple of power series in one indeterminate $t$ such that $\alpha(\gamma(t)) \equiv 0 \mod(\text{degree } 1)$. So we can view $\alpha(\gamma(t))$ as a curve in $G(X, Y)$. This defines a map $\alpha_* = C(\alpha) = C(\alpha; A) : C(F; A) \to C(G; A)$. The map $\alpha_*$ is clearly a homomorphism; moreover $\alpha_*(C^n(F; A)) \subset C^n(G; A)$ so that $\alpha_*$ is continuous; and finally $\alpha_*$ also commutes with the operators $[a], V_n, f_n$ in that we have

\begin{align*}
\alpha_* \circ \langle a \rangle &= \langle a \rangle \circ \alpha_* \\
\alpha_* \circ V_n &= V_n \circ \alpha_* \\
\alpha_* \circ f_n &= f_n \circ \alpha_*
\end{align*}

where of course in the last formula the $f_n$ on the left-hand side is calculated by means of $F(X, Y)$ and the $f_n$ on the right-hand side is calculated by means of $G(X, Y)$. Thus (16.1.9) should really be written as $\alpha_* \circ f_n^F = f_n^G \circ \alpha_*$. The proofs of (16.1.7)–(16.1.9) are immediate from the definitions. (For (16.1.9) one needs that $\alpha(X)$ is a homomorphism.)

V-basis. Let $\delta_i(t), i = 1, \ldots, m$, be the curve $\delta_i(t) = (0, 0, \ldots, 0, t, 0, \ldots, 0)$ with the $t$ in the $i$th spot in the $m$-dimensional formal group law $F(X, Y)$. Then every curve in $F(X, Y)$ over $A$ can be uniquely written as a convergent sum

\begin{equation}
\gamma(t) = \sum_{n=1}^{\infty} \sum_{i=1}^{m} V_n \langle a_{n,i} \rangle \delta_i(t)
\end{equation}

Indeed, let $\gamma(t) = \sum c_n t^n$ with $c_n \in A^m$. Write $c_n = (c_{n,1}, \ldots, c_{n,m})$. Take $a_{1,i} = c_{1,i}, i = 1, \ldots, m$. Then we have

\begin{equation}
\gamma(t) = \sum_{i=1}^{m} V_1 \langle a_{1,i} \rangle \delta_i(t) \mod(\text{degree } 2)
\end{equation}

and the $a_{1,i}$ are uniquely determined by this condition. Now let

\begin{equation}
\gamma(t) - \sum_{i=1}^{m} V_1 \langle a_{1,i} \rangle \delta_i(t) \equiv c'_2 t^2 \mod(\text{degree } 3)
\end{equation}

Write $c'_2 = (c'_{2,1}, \ldots, c'_{2,m})$ and let $a_{2,i} = c'_{2,i}, i = 1, \ldots, m$. Then, because $F(X, Y) \equiv X + Y \mod(\text{degree } 2)$, we have

\begin{equation}
\gamma(t) = \sum_{n=1}^{2} \sum_{i=1}^{m} V_n \langle a_{n,i} \rangle \delta_i(t) \mod(\text{degree } 3)
\end{equation}

and this determines the $a_{2,i}$ uniquely.
Continuing in this way, we find unique \( a_{n,i} \) for all \( n = 1, 2, \ldots \) such that

\[
\gamma(t) = \sum_{n=1}^{k} \sum_{i=1}^{m} V_n \langle a_{n,i} \rangle \delta_i(t) \mod(\text{degree } k + 1)
\]

\[
= \sum_{n=1}^{\infty} \sum_{i=1}^{m} V_n \langle a_{n,i} \rangle \delta_i(t) \mod(\text{degree } k + 1)
\]

for all \( k \), which is equivalent to (16.1.11) because \( \mathcal{C}(F; A) \) is Hausdorff.

A set of \( m \) curves like \( \{ \delta_i(t); i = 1, \ldots, m \} \) such that every curve can be uniquely written in the form (16.1.11) is called a \( V \)-basis for \( \mathcal{C}(F; A) \).

### 16.2 Relations among the Frobenius, Verschiebung, and homothety operators

In 15.1 we defined a number of operators on \( \mathcal{C}(F; A) \). These operators are not independent. The relations among them are

\[
\langle a \rangle \langle a' \rangle = \langle aa' \rangle
\]

(16.2.1)

\[
\langle 1 \rangle = V_1 = f_1 = \text{id}
\]

(16.2.2)

\[
V_m V_n = V_{mn}
\]

(16.2.3)

\[
f_m f_n = f_{mn}
\]

(16.2.4)

\[
\langle a \rangle V_n = V_n \langle a^n \rangle
\]

(16.2.5)

\[
\text{if } (n, m) = 1, \text{ then } f_n V_m = V_m f_n
\]

(16.2.6)

\[
f_n \langle a \rangle = \langle a^n \rangle f_n
\]

(16.2.7)

\[
\langle a \rangle + \langle b \rangle = \sum_{n=1}^{\infty} V_n \langle r_n(a, b) \rangle f_n
\]

(16.2.8)

\[
f_n V_n = [n]
\]

(16.2.9)

In (16.2.9) \([n]\) is the operator that sends a curve \( \gamma(t) \) into its \( n \)-fold sum in \( \mathcal{C}(F; A) \), \( \gamma(t) \mapsto \gamma(t) + F \gamma(t) + F \cdots + F \gamma(t) \), i.e., \([n] = [n]_F\). This operation must not be confused with the operator \( \langle n \rangle \) which sends \( \gamma(t) \) to \( \gamma(nt) \). Further, in (16.2.8) the \( r_n(a, b) \in A \) are obtained by substituting \( a \) and \( b \) for \( Z_1 \) and \( Z_2 \) in the universal polynomials \( r_d(Z_1, Z_2) \) which are defined by

\[
Z_1^n + Z_2^n = \sum_{d|n} dr_d(Z_1, Z_2)^{n/d}
\]

The \( r_d(Z_1, Z_2) \) are polynomials with integral coefficients as we shall prove below in (16.2.10).

The infinite sum (16.2.8) makes sense when interpreted as

\[
 \left( \sum_{n=1}^{\infty} V_n \langle r_n(a, b) \rangle f_n \right) \gamma(t) = \sum_{n=1}^{\infty} \left( (V_n \langle r_n(a, b) \rangle f_n) \gamma(t) \right)
\]

(16.2.10)
because $G(F; A)$ is complete in the topology defined by the subgroups $G^n(F; A)$ and because $V_n \delta(t) \subset G^n(F; A)$ for any curve $\delta(t)$.

(16.2.10) Proof that the $r_n(X, Y)$ are polynomials with integral coefficients. We consider the power series $(1 - X t)(1 - Y t)$ in $\mathbb{Z}[X, Y][t]$. We can write

$$(1 - X t)(1 - Y t) = \prod_{i=1}^{\infty} (1 - r_i(X, Y) t^i)$$

where the $r_i(X, Y)$ are certain elements of $\mathbb{Z}[X, Y]$. We claim that these $r_i(X, Y)$ do in fact satisfy the relation $X^n + Y^n = \sum_{d|n} \delta(d) X^{n/d}$.

To see this one applies the operator $-t (d/dt) \log$ to the equality above. One finds (using that $-t (d/dt) \log(f(t)) = t f'(t)/f(t)$ and

$$-t \frac{d}{dt} \log[(1 - X t)(1 - Y t)] = -t \frac{d}{dt} \log(f(t)) - t \frac{d}{dt} \log(g(t))$$

for all power series $f(t)$ and $g(t)$)

$$-t \frac{d}{dt} \log(1 - X t)(1 - Y t) = \frac{X t}{1 - X t} + \frac{Y t}{1 - Y t} = \sum_{n=1}^{\infty} \left( X^n + Y^n \right) t^n$$

and

$$-t \frac{d}{dt} \log \left( \prod_{i=1}^{\infty} (1 - r_i(X, Y) t^i) \right) = \sum_{i=1}^{\infty} \frac{i r_i(X, Y) t^i}{1 - r_i(X, Y) t^i}$$

$$= \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} i (r_i(X, Y) t^i)^j$$

$$= \sum_{n=1}^{\infty} \left( \sum_{i|n} i^r_i(X, Y)^{n/i} \right) t^n$$

The desired relation follows by comparing the coefficients of $t^n$. Q.E.D.

Of the relations (16.2.1)–(16.2.9), (16.2.1), (16.2.2), (16.2.3), and (16.2.5) are immediate from the definitions. The remaining relations are proved by the following reduction method.

(16.2.11) It suffices to prove (16.2.1)–(16.2.9) for the case of formal group laws $F(X, Y)$ defined over a characteristic zero ring $A$.

Indeed, let $F(X, Y)$ be an $m$-dimensional formal group law over a ring $A$. Let $\tilde{A}$ be any characteristic zero ring such that there exists a surjective ring homomorphism $\phi: \tilde{A} \to A$. Let $\psi: \mathbb{Z}[U] \to A$ be the unique ring homomorphism such that $\psi_* F_U(X, Y) = F(X, Y)$ where $F_U(X, Y)$ is the universal $m$-dimensional formal group law. For each $U(d, i)$, $|d| \geq 2$, let $\tilde{U}(U(d, i)) \in \tilde{A}$ be any element such that $\phi(\tilde{U}(U(d, i))) = \psi(U(d, i))$. Then $\tilde{F}_* F_U(X, Y) = \tilde{F}(X, Y)$ is such that $\phi_* \tilde{F}(X, Y) = F(X, Y)$. Now suppose that, e.g., (16.2.4) holds in $G(F; \tilde{A})$. Take
any curve \( \gamma(t) \in \mathcal{C}(F; A) \), let \( \tilde{\gamma}(t) \) be such that \( \phi_\ast \tilde{\gamma}(t) = \gamma(t) \). Such a \( \tilde{\gamma}(t) \) exists because \( \phi: \tilde{A} \to A \) is surjective. We have \( f_\ast f_n \tilde{\gamma}(t) = f_{ln} \tilde{\gamma}(t) \) by hypothesis in \( \mathcal{C}(\tilde{F}; \tilde{A}) \). Now apply (16.1.5) to obtain \( f_\ast f_n \gamma(t) = f_{ln} \gamma(t) \) in \( \mathcal{C}(F; A) \). The remaining formulas are treated in the same way except for (16.2.8) where one also uses the fact that \( \phi_\ast \) preserves the filtration, i.e., \( \phi_\ast \mathcal{C}^n(\tilde{F}; \tilde{A}) \subset \mathcal{C}^n(F, A) \) and the fact that \( \mathcal{C}(F; A) \) is Hausdorff, i.e., \( \bigcap_n \mathcal{C}^n(F, A) = 0. \)

**16.2.12** It suffices to prove (16.2.1)–(16.2.9) for the case of additive formal group laws \( F(X), Y \) over a characteristic zero ring.

Indeed, by (16.2.11) it suffices to prove (16.2.1)–(16.2.9) for the case of formal group laws \( F(X), Y \) over a characteristic zero ring \( A \). Then we have available the logarithm \( f(X) \) of \( F(X), Y \). The logarithm \( f(X) \) defines an isomorphism of formal group laws over \( A \otimes \mathbb{Q} \) \( f(X), Y \to \tilde{G}_n^{\ast}(X, Y) \). Now to prove that, e.g., \( f f_n = f_{ln} \) holds one proceeds as follows. Let \( \gamma(t) \in \mathcal{C}(F; A) \). By assumption we know that \( f f_n \gamma(t) = f_{ln} \gamma(t) \). By (16.1.9) this means that \( f \ast f f_n (\gamma(t)) = f \ast f_{ln} (\gamma(t)) \). But \( f \) is an isomorphism over \( A \otimes \mathbb{Q} \) between \( F(X, Y) \) and \( \tilde{G}_n^{\ast}(X, Y) \). It follows that \( f f_n \gamma(t) = f_{ln} \gamma(t) \) in \( \mathcal{C}(F; A \otimes \mathbb{Q}) \). But \( A \) is of characteristic zero, so that \( \mathcal{C}(F; A) \to \mathcal{C}(F; A \otimes \mathbb{Q}) \) is injective. It follows that \( f f_n \gamma(t) \) is also in \( \mathcal{C}(F; A) \) itself.

**16.2.13** **Proof of relations** (16.2.1)–(16.2.9) **in the case** \( F(X, Y) = \tilde{G}_n^{\ast}(X, Y) \) Let \( F(X, Y) = \tilde{G}_n^{\ast}(X, Y) \). In this case it is easy to calculate the various operators explicitly.

Let \( \gamma(t) = \sum_{k=1}^\infty a_k t^k \), \( a_k \in A \). Then we have

\[
\begin{align*}
\text{(16.2.14)} \quad V_n \gamma(t) &= \sum_{k=1}^\infty a_k t^{nk} \\
\langle a \rangle \gamma(t) &= \sum_{k=1}^\infty a_k a^k t^k \\
\text{(16.2.15)} \quad f_\ast \gamma(t) &= \sum_{k=1}^\infty \lambda_{kl} t^k
\end{align*}
\]

The last relation is easily proved by using formula (15.1.7), remembering that \( \sum_{r=1}^{l} \zeta_l^r = 1 \) if \( l \) divides \( r \) and \( = 0 \) otherwise (where \( \zeta_l \) is a primitive \( l \)-th root of unity). (Note that formula (15.1.7) makes sense because \( A \) is of characteristic zero.) We now proceed to check the formulas (16.2.1)–(16.2.9). Of these (16.2.1)–(16.2.3) and (16.2.5) are of course still trivial. As to (16.2.4), we have

\[
f_i (f_n \gamma(t)) = f_i \left( \sum_{k=1}^\infty n a_{kn} t^k \right) = \sum_{k=1}^\infty \ln a_{kn} t^k = f_{ln} \gamma(t)
\]

For formula (16.2.6), we write

\[
\text{(16.2.16)} \quad f_\ast V_n \gamma(t) = f_i \left( \sum_{k=1}^\infty a_k t^{kn} \right)
\]
Now because \((l, n) = 1\) we know that \(l\) divides \(kn\) if and only if \(l\) divides \(k\). It follows that
\[
\begin{align*}
f_i \left( \sum_{k=1}^{\infty} a_k t^{kn} \right) &= \sum_{k=1}^{\infty} la_{kl} t^{kn}
\end{align*}
\]
and on the other hand
\[
\begin{align*}
V_n f_i \left( \sum_{k=1}^{\infty} a_k t^k \right) &= V_n \left( \sum_{k=1}^{\infty} la_{kl} t^k \right) = \sum_{k=1}^{\infty} la_{kl} t^{nk}
\end{align*}
\]
Comparing this last formula with (16.2.16) and (16.2.17), we see that we have proved (16.2.6).

Now consider (16.2.7). We have
\[
\begin{align*}
f_i \langle a \rangle \gamma(t) &= f_i \left( \sum_{k=1}^{\infty} a_k a^k t^k \right) = \sum_{k=1}^{\infty} la_{kl} a^k t^k
\end{align*}
\]
\[
\begin{align*}
\langle a' \rangle f_i \gamma(t) &= \langle a' \rangle \left( \sum_{k=1}^{\infty} la_{lk} t^k \right) = \sum_{k=1}^{\infty} la_{lk} a^k t^k
\end{align*}
\]
which takes care of (16.2.7). We now proceed to prove (16.2.8). We have because \(F(X, Y) = X + Y\) that
\[
\begin{align*}
(<a> + <b>)\gamma(t) &= \left( \sum_{k=1}^{\infty} a_k a^k t^k \right) + (\sum_{k=1}^{\infty} b_k a^k t^k) = \sum_{k=1}^{\infty} a_k(a^k + b^k) t^k
\end{align*}
\]
\[
= \sum_{k=1}^{\infty} a_k \left( \sum_{d | k} dr_d(a, b)^{k/d} \right) t^k
\]
and on the other hand
\[
\begin{align*}
\left( \sum_{k=1}^{\infty} V_k \langle r_k(a, b) \rangle f_k \right) \gamma(t) &= \sum_{k=1}^{\infty} (V_k \langle r_k(a, b) \rangle f_k) \gamma(t))
\end{align*}
\]
\[
= \sum_{k=1}^{\infty} V_k \langle r_k(a, b) \rangle \left( \sum_{i=1}^{\infty} ka_{ki} t^i \right)
\]
\[
= \sum_{i,k=1}^{\infty} kr_k(a, b)^i a_{ki} t^{ki}
\]
\[
= \sum_{n=1}^{\infty} \sum_{d | n} dr_d(a, b)^{n/d} a_n t^n
\]
which proves (16.2.8). Finally, (16.2.9) is a triviality because
\[
f_n V_n \gamma(t) = f_n \left( \sum_{k=1}^{\infty} a_k t^{nk} \right) = \sum_{k=1}^{\infty} n a_k t^k = n \gamma(t) = [n] \gamma(t)
\]
because \(n\) always divides \(kn\). This concludes the proof of relations (16.2.1)–(16.2.9).
(16.2.18) **Remark** (caveat) Note that in general \( V_n \cdot f_n \neq [n] \).

### 16.3 \( p \)-Typical curves

Choose a prime number \( p \). Recall that a curve \( \gamma(t) \in \mathcal{C}(F; A) \) is \( p \)-typical if \( f_q \gamma(t) = 0 \) for all prime numbers \( q \neq p \). Suppose that \( A \) is a characteristic zero ring. The first thing to prove is Proposition (15.2.4), i.e.,

**(16.3.1)** A curve \( \gamma(t) \) in a formal group law \( F(X, Y) \) over a characteristic zero ring \( A \) is \( p \)-typical if and only if \( \log_F(\gamma(t)) \) is of the form

\[
\log_F(\gamma(t)) = \sum_{n=1}^{\infty} a_n t^{p^n}
\]

where the \( a_n \) are \( m \)-vectors with coefficients in \( A \otimes \mathbb{Q} \).

**Proof** Because we have \( \log_F \) available and because \( A \) is of characteristic zero, we have (cf. (15.1.9))

\[
\log_F(f_q \gamma(t)) = \sum_{k=1}^{\infty} q b_{qk} t^k \quad \text{if} \quad \log_F(\gamma(t)) = \sum_{k=1}^{\infty} b_k t^k
\]

so that \( f_q \gamma(t) = 0 \) is equivalent to \( b_n = 0 \) for all multiples \( n \) of \( q \). This proves the lemma.

**(16.3.3)** We shall use \( \mathcal{C}_p(F; A) \) to denote the set of \( p \)-typical curves in \( \mathcal{C}(F; A) \). Because \( f_q : \mathcal{C}(F; A) \to \mathcal{C}(F; A) \) is a homomorphism of groups, we have that \( \mathcal{C}_p(F; A) \) is a subgroup of \( \mathcal{C}(F; A) \). Further, \( V_p \mathcal{C}_p(F; A) \subset \mathcal{C}_p(F; A) \) and \( f_p : \mathcal{C}_p(F; A) \to \mathcal{C}(F; A) \), \( \langle c \rangle \mathcal{C}_p(F; A) \subset \mathcal{C}_p(F; A) \) because of relations (16.2.6), (16.2.4), and (16.2.7).

Let \( \phi : A \to B \) be a ring homomorphism. Then \( \phi_* : \mathcal{C}(F; A) \to \mathcal{C}(F; B) \) maps \( \mathcal{C}_p(F; A) \) into \( \mathcal{C}_p(\phi_* F; B) \) because of (16.1.5). Finally, if \( \alpha(X) : F(X, Y) \to G(X, Y) \) is a homomorphism of formal group laws, then also \( \alpha_* : \mathcal{C}(F; A) \to \mathcal{C}(G; A) \) maps \( \mathcal{C}_p(F; A) \) into \( \mathcal{C}_p(G; A) \).

**(16.3.4)** **Lemma** Let \( F(X, Y) \) be an \( m \)-dimensional formal group law over a ring \( A \) and suppose that \( A \) is a characteristic zero ring or a \( \mathbb{Z}_{(p)} \)-algebra. Let \( \gamma(t) \) and \( \hat{\gamma}(t) \) be two \( p \)-typical curves in \( F(X, Y) \) and suppose that \( \gamma(t) \equiv \hat{\gamma}(t) \mod(\deg n) \), then \( \gamma(t) \equiv \hat{\gamma}(t) \mod(\deg p^k) \) where \( k \) is the smallest element of \( \mathbb{N} \cup \{0\} \) such that \( p^k \geq n \).

**Proof** Suppose \( n < p^k \) (otherwise there is nothing to prove) and suppose we have already proved that \( \gamma(t) \equiv \hat{\gamma}(t) \mod(\deg r) \) with \( n \leq r < p^k \). Write \( \gamma(t) \equiv \hat{\gamma}(t) + c \gamma(t) \) with \( \gamma(t) \equiv \hat{\gamma}(t) + c \gamma(t) \mod(\deg r/q + 1) \). But \( \gamma(t) \) and \( \hat{\gamma}(t) \) are both \( p \)-typical. Hence \( q \gamma(t) \equiv 0 \) which implies that \( c = 0 \) because \( A \) is a characteristic zero ring or a \( \mathbb{Z}_{(p)} \)-algebra. Q.E.D.
Now suppose that $F(X, Y)$ is an $m$-dimensional $p$-typical formal group law over a ring $A$. As in (16.1.10) let $\delta_i(t)$, $i = 1, \ldots, m$, be the curves $\delta_i(t) = (0, \ldots, 0, t, 0, \ldots, 0)$ with the $t$ in the $i$th spot. In case $A = \mathbb{Z}[V]$ and $F_V(X, Y) = F(X, Y)$ it follows from (16.3.1) that the $\delta_i(t)$ are $p$-typical curves. It now follows from the definition of $p$-typical formal groups and (16.3.3) above that the $\delta_i(t)$ are $p$-typical curves in $\mathcal{C}(F; A)$ for any $p$-typical formal group law $F(X, Y)$ over any ring $A$.

We now claim that all the curves of the form

$$\sum_{k=0}^{\infty} \sum_{i=1}^{m} V_p^k \langle a_{k,i} \rangle \delta_i(t)$$

are $p$-typical. (NB we have used $V_p^k = V_{p^k}$; cf. (16.2.3).) This follows immediately from (16.2.6) and (16.2.7).

Now let $\gamma(t)$ be any curve in $F(X, Y)$. Using the fact that all curves of the form (16.3.6) are $p$-typical, it follows from (16.1.10) above that $\gamma(t)$ can be written as a sum

$$\gamma(t) = \sum_{n \in I(p)} V_n \gamma_n(t)$$

with $\gamma_n(t) \in \mathcal{C}_p(F; A)$ for all $n \in I(p)$ and $I(p) = \{n \in \mathbb{N} | (n, p) = 1\}$.

**Lemma** Let $F(X, Y)$ be a $p$-typical formal group law over a ring $A$ that is a characteristic zero ring or a $\mathbb{Z}_{(p)}$-algebra. Then every curve $\gamma(t) \in \mathcal{C}(F; A)$ can be uniquely written in the form (16.3.7).

**Proof** We have already seen that any curve $\gamma(t)$ can be written in the form (16.3.7). Because the $V_n$ are group homomorphisms, it suffices to prove that $\sum_{n \in I(p)} V_n \gamma_n(t) = 0$, $\gamma_n(t) \in \mathcal{C}_p(F; A)$, implies $\gamma_n(t) = 0$ for all $n \in I(p)$. To see this we prove that $V_n \gamma_n(t) = 0$ for all $n \in I(p)$. This suffices because by its definition $V_n$ is clearly injective. Suppose we have already shown that $V_n \gamma_n(t) \equiv 0 \mod(\text{degree } r)$ for all $n \in I(p)$. Write $r = p^k s$ with $(s, p) = 1$. Suppose that $V_n \gamma_n(t) \equiv 0 \mod(\text{degree } r + 1)$. Then since $V_n \gamma_n(t)$ involves only powers of $t^n$, we must have $n | r$ and $\gamma_n(t) \equiv 0 \mod(\text{degree } n^{-1} r + 1)$ by induction hypothesis. Hence by Lemma (16.3.4) we must have $n^{-1} r = p^l$ for some $l$. As $n \in I(p)$ this means that $n = s$ and $l = k$. So there is at most one $n$ such that $V_n \gamma_n(t) \equiv 0 \mod(\text{degree } r + 1)$, a contradiction with $\sum V_n \gamma_n(t) = 0$.

**Lemma** Let $F(X, Y)$ be an $m$-dimensional $p$-typical formal group over a ring $A$ that is a characteristic zero ring or a $\mathbb{Z}_{(p)}$-algebra. Then every $p$-typical curve in $F(X, Y)$ can be uniquely written in the form (16.3.6).

**Proof** Let $\gamma(t)$ be a $p$-typical curve. By (16.1.10) we can write $\gamma(t)$ uniquely in the form

$$\gamma(t) = \sum_{n=1}^{\infty} \sum_{i=1}^{m} V_n \langle a_{n,i} \rangle \delta_i(t)$$
To prove the lemma we show that $a_{n,i} = 0$ unless $n = p^l, l \in \mathbb{N} \cup \{0\}$. Suppose this is not the case and let $r$ be the smallest integer such that $a_{r,i} \neq 0$ for some $i$ and $r \neq 1$ or a power of $p$. Let

$$\hat{\gamma}(t) = \sum_{k=1}^{\infty} \sum_{i=1}^{m} V_p^k \langle a_{p^k,i} \rangle \delta_i(t)$$

Then we have

$$\gamma(t) \equiv \hat{\gamma}(t) + a_r t^r \mod(\text{degree } r + 1)$$

but $\gamma(t)$ and $\hat{\gamma}(t)$ are both $p$-typical and $r$ is not a power of $p$, hence by Lemma (16.3.4) $\gamma(t) \equiv \hat{\gamma}(t) \mod(\text{degree } r + 1)$ and it follows that $a_r = 0$, a contradiction. Q.E.D.

(16.3.11) Let $A$ be a $\mathbb{Z}_{(p)}$-algebra. Then there is a natural projection $\varepsilon_p^F : \mathcal{C}(F; A) \rightarrow \mathcal{C}_p(F; A)$ defined as follows

$$\gamma(t) \mapsto \sum_{n \in I(p)} n^{-1} \mu(n) V_n f_n \gamma(t)$$

where $I(p) = \{ n \in \mathbb{N} \mid (n, p) = 1 \}$ and $\mu(n) : \mathbb{N} \rightarrow \mathbb{Z}$ is the Möbius function defined by the property $\sum_{d \mid n} \mu(d) = 1$ if $n = 1$ and $\sum_{d \mid n} \mu(d) = 0$ if $n > 1$. (Because $n^{-1} \in A$ for $n \in I(p)$, multiplication by $n^{-1}$ is defined in $\mathcal{C}(F; A)$; this operation must not be confused with $\langle n^{-1} \rangle$.)

If $A$ is also a characteristic zero ring and $f(X)$ is the logarithm of $F(X, Y)$, then we claim that $\varepsilon_p \gamma(t) = f^{-1}(\varepsilon_p^C f(\gamma(t)))$ and that $\varepsilon_p^C$ of a curve $\gamma(t)$ is the curve

$$\sum_{n=0}^{\infty} a_{n} t^n$$

if $\gamma(t)$ is the curve $\gamma(t) = \sum_{k=1}^{\infty} a_k t^k$. This is quite easy to check. Indeed

$$f(\varepsilon_p \gamma(t)) = \sum_{n \in I(p)} n^{-1} \mu(n) V_n f_n f(\gamma(t))$$

where the right-hand sum is in $\mathcal{C}(\mathbb{G}_m^m; Q \otimes A)$. Writing $f(\gamma(t)) = \sum_{k=1}^{\infty} b_k t^k$, we have

$$n^{-1} \mu(n) V_n f_n f(\gamma(t)) = \sum_{n \in I(p)} \sum_{k=1}^{\infty} \mu(n) b_{nk} t^{nk}$$

so that the coefficient of $t^r$ in $f(\varepsilon_p \gamma(t))$ is equal to

$$\sum_{n \mid r, n \in I(p)} \mu(n) b_r = \begin{cases} 0 & \text{if } r \text{ is not a power of } p \\ b_r & \text{if } r \text{ is a power of } p \end{cases}$$

(The explicit definition of $\mu(n)$ is: $\mu(1) = 1$, $\mu(n) = 0$ if $n$ is divisible by a square; $\mu(p_1 p_2 \cdots p_r) = (-1)^r$ if $p_1, \ldots, p_r$ are $r$ different prime numbers.)
16.3.13  Remarks  If $F(X, Y)$ is not a $p$-typical formal group law, then there need not exist $p$-typical curves $\delta(t)$ such that $\delta(t) \equiv (0, \ldots, 0, t, 0, \ldots, 0)$ mod(degree 2). It is easy to check that this is the case, e.g., for the universal one dimensional formal group law $F_{U}(X, Y)$ (take $p > 2$).

The condition "$A$ of characteristic zero or a $\mathbb{Z}_{(p)}$-algebra" in (16.3.8), (16.3.11), (16.3.12) cannot be removed. Take, e.g., $F(X, Y) = \hat{G}_{s}(X, Y)$ over a field of characteristic $q \neq p$. The curve $t + t^q$ is then $p$-typical and so is the curve $t$.

16.4  $p$-Typical formal group laws and the criterion for being $p$-typical

We are now in a position to prove Theorem (15.2.3) (the criterion for $p$-typicality of a formal group law). We fix a prime number $p$.

16.4.1  Proof of the "only if" part of Theorem (15.2.3)  Consider the curve $\gamma(t) = (t_{p^1}, \ldots, t_{p^m})$ in the $m$-dimensional $p$-typical formal group law $F_{V}(X, Y)$. These curves in $\mathscr{C}(F_{V}(X, Y); \mathbb{Z}[V])$ are $p$-typical by Proposition (15.2.4) (which has been proved in (16.3.1)). It now follows from the definition of $p$-typical formal group and (16.3.3) that the $\gamma(t) = (t_{p^1}, \ldots, t_{p^m})$ are $p$-typical for any $p$-typical formal group law $F(X, Y)$ over any ring $A$. Alternatively, one uses that all curves of the form (16.3.6) are $p$-typical.

16.4.2  Start of the proof of the "if" part of Theorem (15.2.3)  Let $\rho: \mathbb{Z}[U] \to \mathbb{Z}[V]$ be the projection $\rho(U(i, n)) = 0$ if $n$ is not of the form $n = p^e(i), i \in \{1, \ldots, m\}, r \in \mathbb{N} \cup \{0\}$, and $\rho(U(i, p^e(j)) = V_{i}(j)$. Let $H_{U}(X, Y)$ be the $m$-dimensional universal formal group law constructed in 11.1 and assume that the $D_i(n_1, \ldots, n_m)$ have been chosen in such a way that $n = n(n_1, \ldots, n_m)$ is a unique homomorphism $\psi: \mathbb{Z}[U] \to A$. We are going to prove that $\psi(U(i, n)) = 0$ if $n$ is not of the form $n = p^e(i)$, $i \in \{1, \ldots, m\}$. Suppose we have proved this. Then $\psi$ factors uniquely through $\rho$, i.e., there is a unique homomorphism $\phi: \mathbb{Z}[V] \to A$ such that $\psi_{*}H_{U}(X, Y) = G(X, Y)$. We are going to prove that $\psi(U(i, n)) = 0$ for $n$ not of the form $p^e(i)$, $r \in \mathbb{N}, i \in \{1, \ldots, m\}$. To do this we first do two universal calculations.

16.4.3  Lemma  Let $n \in \mathbb{N}$ and suppose that $v(n) \neq p$. Let $h_{n}(X)$ and $H_{n}(X, Y)$ be the power series over $Q[U]$ and $\mathbb{Z}[U]$ obtained by substituting
zero for all $U_i(j, k) = U(j, i e(k))$ with $i < n$, $j$, $k \in \{1, \ldots, m\}$ and $v(i) \neq p$. Then for all primes $q \neq p$ that divide $n$, we have in $\mathcal{C}(H_n; \mathbb{Z}[U])$

$$f_q \delta_i(t) \equiv q v(n)^{-1} U_{ne(i)} t^{n/q} \mod(\text{degree } n/q + 1)$$

where, as always, $\delta_i(t)$ is the curve $(0, \ldots, 0, t, 0, \ldots, 0)$ with the $t$ in the $i$th spot.

(Note that none of the $U(i, d)$ for which $d = (d_1, \ldots, d_m)$ has two or more $d_j \neq 0$ is set equal to zero.)

**Proof** It follows immediately from the definition of $h_U(X)$ in (11.1.3) and (11.1.4) that $h_n(\delta_i(t))$ is of the form

$$h_n(\delta_i(t)) \equiv \sum b_i t^{p^i} + v(n)^{-1} U_{ne(i)} t^n \mod(\text{degree } n + 1)$$

because the coefficients of the $X^n$ for $n$ of the form $ne(j)$ do not involve any $U(i, d)$ with $d = (d_1, \ldots, d_m)$ such that more than one of the $d_j$ is nonzero. The lemma follows immediately from (16.4.4).

The second universal calculation that we need involves lexicographic degrees.

**Lemma** Let $n, k$ be two multi-indices of length $m$. We shall write $n < k$ if and only if $n_1 < k_1$ or $(n_1 = k_1$ and $n_2 < k_2)$ or ... or $(n_i = k_i$ and ... and $n_{m-1} = k_{m-1}$ and $n_m < k_m$).

Let $n$ be a multi-index of length $m$ and suppose that at least two of the $n_j$ are nonzero. Then there exist $r_1, \ldots, r_m \in \mathbb{N}$ such that:

(16.4.6) $n = n_1 p^{r_1} + n_2 p^{r_2} + \cdots + n_m p^{r_m}$ is divisible by a prime number different from $p$;

(16.4.7) if $n < k$, then $n < k_1 p^{r_1} + \cdots + k_m p^{r_m}$.

(To see to it that (16.4.7) holds it suffices to take $r_1, \ldots, r_m$ such that

$p^{r_{m-1}} > p^{r_m d_m}, \quad p^{r_{m-2}} > p^{r_m d_m + p^{r_{m-1}} d_{m-1}}, \quad \ldots, \quad p^{r_1} > p^{r_m d_m + \cdots + p^{r_2} d_2}$.)

**Lemma** Let $n = (n_1, \ldots, n_m)$ be a multi-index such that at least two of the $n_j$ are nonzero. Let $h_n(X)$ and $H_n(X, Y)$ be the formal power series obtained from $h_U(X)$ and $H_U(X, Y)$ by substituting zero for all the $U_i(j, k) = U(j, i e(k))$ with $j, k \in \{1, \ldots, m\}$ and $v(i) \neq p$ and by also substituting zero for all $U_i(j, d)$, $j \in \{1, \ldots, m\}$, for which $d < n$, $|d| > 1$, and $v(d) \neq p$. Let $r_1, \ldots, r_m \in \mathbb{N}$ be such that (16.4.6) and (16.4.7) hold. Then we have in $\mathcal{C}(H_n; \mathbb{Z}[U])$ for all prime numbers $q \neq p$ that divide $n$

$$f_q(t^{p^{r_1}}, \ldots, t^{p^{r_m}}) \equiv q U_n t^{n/q} \mod(\text{degree } n/q + 1)$$

**Proof** It follows immediately from the definition of $h_U(X)$ in (11.1.3) and (11.1.4) that if $k < n$ and $k \neq p e(j)$ for all $r \in \mathbb{N}$, $j \in \{1, \ldots, m\}$, then

$$a_k(U) \equiv 0 \mod(U_i(j, k), U_i(l, d) \mid v(i) \neq p, v(d) \neq p, d < n, |d| > 1)$$
and also that
\[ a_n(U) \equiv U_n \mod(U_i(j, k), U(l, d) \mid \nu(i) \neq p, \nu(d) \neq p, d < t, n, |d| > 1) \]

It follows that \( h_n(t^{p^1}, \ldots, t^{p^m}) \) is of the form
\[
(16.4.9) \quad h_n(t^{p^1}, \ldots, t^{p^m}) \equiv \sum b_i t^{p_i} + U_n t^d \mod(\text{degree } \hat{n} + 1)
\]

and the lemma follows immediately from (16.4.9).

\[ (16.4.10) \quad \text{Remark} \quad \text{It is not true that if } k < n \text{ and } k \neq p^r e(j) \text{ for all } r \in \mathbb{N} \text{ and } j \in \{1, \ldots, m\} \text{ then}
\]

\[ a_k(U) \equiv 0 \mod(U(j, d) \mid d < n, \nu(d) \neq p, |d| > 1) \]

For instance, if \( m = 2 \) and \( n = (0, 7), k = (0, 6) \) and \( p = 3 \), then \( a_k(U) \) involves a term \( U_2(1, 1)U_3(1, 2)^2 = U(1, 2e(1))U(1, 3e(2))^2 \).

\[ (16.4.11) \quad \text{Proof of Theorem (15.2.3) (conclusion)} \quad \text{It is now an easy matter to finish the proof of Theorem (15.2.3). We first show that}
\]

\[ \psi(U_n(j, k)) = 0 \text{ for all } n \in \mathbb{N}, j, k \in \{1, \ldots, m\}, \text{for which } \nu(n) \neq p. \text{One proceeds by induction. Suppose that we have already shown that } \psi(U_r(j, k)) = 0 \text{ for all}
\]

\[ r < n, j, k \in \{1, \ldots, m\} \text{ for which } \nu(r) \neq p. \text{ If } \nu(n) = p, \text{ the induction step is trivial. If } \nu(n) \neq p, \text{ let } q \neq p \text{ be a prime number dividing } n. \text{ Let } i \in \{1, \ldots, m\}. \text{ Then by Lemma (16.4.3) we have in } \mathfrak{g}(G; A)
\]

\[ f_q \delta_i(t) \equiv q\nu(n)^{-i} \psi(U_{n e(i)}) t^{n/q} \mod(\text{degree } n/q + 1)
\]

But by hypothesis \( f_q \delta_i(t) = 0 \), and hence \( \psi(U_{n e(i)}) = 0 \) because \( A \) is a \( \mathbb{Z}_p \)-algebra or a characteristic zero ring.

Next we show that also \( \psi(U(i, d)) = 0 \) for all \( d = (d_1, \ldots, d_m) \) for which two or more of the \( d_j \) are nonzero. Suppose this is not the case. Let \( n \) be the lexicographically smallest multi-index among these \( d \) for which \( \psi(U_d) \neq 0 \). Choose \( r_1, \ldots, r_m \) such that (16.4.6) and (16.4.7) hold. Let \( q \) be a prime number \( \neq p \) that divides \( \hat{n} \). Then we have by Lemma (16.4.8)

\[ f_q(t^{p^1}, \ldots, t^{p^m}) \equiv q\psi(U_n)t^{n/q} \mod(\text{degree } \hat{n}/q + 1)
\]

But by hypothesis \( f_q \) of these curves is zero; this is a contradiction because \( A \) is a characteristic zero ring or a \( \mathbb{Z}_p \)-algebra. \text{ Q.E.D.}

\[ (16.4.12) \quad \text{Corollary (of the proof)} \quad \text{Let } G(X, Y) \text{ be a curvilinear formal group law over a } \mathbb{Z}_p \text{-algebra or a characteristic zero ring. Then } G(X, Y) \text{ is}
\]

\( p \)-typical if and only if the standard \( V \)-basis curves \( \delta_i(t), \ldots, \delta_m(t) \) are \( p \)-typical.

\[ (16.4.13) \quad \text{Corollary (= Proposition (15.2.6))} \quad \text{An } m\text{-dimensional formal group law } F(X, Y) \text{ over a characteristic zero ring } A \text{ is } p\text{-typical if and only if its logarithm is of the form}
\]

\[ \log_F(X) = \sum_{n=1}^{\infty} a_n X^{p^n} \]
Proof The "only if" part follows directly from the definition of \( p \)-typical. The "if" part follows from the criterion (15.2.3) because all curves \( \gamma(t) = (t^{p^1}, \ldots, t^{p^n}) \) are \( p \)-typical, in this case by Proposition (15.2.4).

\[ (16.4.14) \textbf{Theorem} \quad (= \text{Theorem (15.2.9)}) \quad \text{Let} \ A \ \text{be a} \ \mathbf{Z}_{(p)} \text{-algebra. Then every} \ m \text{-dimensional formal group law over} \ A \ \text{is strictly isomorphic to a} \ p \text{-typical formal group law over} \ A. \]

\textbf{Proof} Let \( H_U(X, Y) \) and \( F_V(X, Y) \) be the \( m \)-dimensional universal group law over \( \mathbf{Z}[U] \) and the \( m \)-dimensional \( p \)-typical universal formal group law over \( \mathbf{Z}[V] \). We identify \( \mathbf{Z}[V] \) with a subring of \( \mathbf{Z}[U] \) by the embedding \( \kappa(V_r(i, j)) = U(i, p^r e(j)) \). Now the logarithms \( h_U(X) \) and \( f_V(X) \) satisfy functional equations

\[ h_U(X) = g_p(X) + \sum_{i=1}^{\infty} \frac{U_i}{p} h^{(p^i)}(X^{p^i}) , \quad f_V(X) = X + \sum_{i=1}^{\infty} \frac{V_i}{p} f^{(p^i)}(X^{p^i}) . \]

Identifying \( V_i \) and \( U_{p^i} \) by means of \( \kappa \), it follows that the power series \( \alpha(X) = f_V^{-1}(h_U(X)) \) has coefficients in \( \mathbf{Z}[U] \) and hence defines a strict isomorphism \( H_U(X, Y) \cong \kappa_* F_V(X, Y) \). This proves the proposition because \( H_U(X, Y) \) is universal and because \( \phi_* F_V(X, Y) \) is \( p \)-typical by definition for all \( \phi: \mathbf{Z}[V] \to A \). Q.E.D.

\[ (16.4.15) \textbf{Remark} \quad \text{We note that the isomorphism} \ H_U(X, Y) \cong \kappa_* F_V(X, Y) \text{defines in fact a universal way of making a formal group} \ p \text{-typical. Assuming that in the definition of} \ H_U(X, Y) \text{we have taken} \ n(q_1, \ldots, q_t) = 1 \text{if} \ v(q_1) = \cdots = v(q_t), \text{the logarithm of} \ \kappa_* F_V(X, Y) \text{is obtained from} \ h_U(X) \text{, the logarithm of} \ H_U(X, Y), \text{by simply setting all} \ U(i, d) = 0 \text{for} \ d \text{not of the form} \ p^r e(j), \ r \in \mathbb{N}, \ j \in \{1, \ldots, m\} \text{, or in other words by simply striking out all terms in} \ h_U(X) \text{that should not occur in the logarithm of a} \ p \text{-typical formal group law.} \]

\[ (16.4.16) \textbf{Remark} \quad \text{The restriction "over rings} \ A \text{that are characteristic zero rings or} \ \mathbf{Z}_{(p)} \text{-algebras" cannot be left out of Theorem (15.2.3) (= Theorem (16.4.1)). To see this let} \ k \text{be a field of characteristic 2 and consider the one dimensional formal group law} \ F(X, Y) = f^{-1}(f(X) + f(Y)) \text{over} \ k \text{where} \ f(X) = X + X^6. \text{One easily checks that the curve} \ t + t^6 \text{is 3-typical in} \ \mathcal{C}(\mathcal{G}_a; k). \text{It follows that the curve} \ t \text{is 3-typical in} \ \mathcal{C}(F; k) \text{(cf. (16.3.3))}. \text{A simple calculation gives}

\[ F(X, Y) \equiv X + Y + X^4 Y^2 + Y^4 X^2 \mod(\text{degree 7}) \]

Now let \( F_V(X, Y) \) be the one dimensional 3-typical formal group law of Section 3. Then

\[ F_V(X, Y) \equiv X + Y - V_1 XY^2 + X^2 Y \mod(\text{degree 4}) \]

so that if \( \phi: \mathbf{Z}[V] \to k \) is such that \( \phi_* F_V(X, Y) = F(X, Y) \), then we must have \( \phi(V_1) = 0 \). But

\[ F_V(X, Y) \equiv X + Y \mod(\text{degree 9, } V_1) \]
so that there is no homomorphism $\phi: \mathbb{Z}[V] \to k$ such that $\phi^* F_\nu(X, Y) = F(X, Y)$.

\textbf{Proof of Proposition (15.2.8)} (universality of $F_\nu(X, Y)$)

Let $F(X, Y)$ be a $p$-typical formal group over a ring $A$. By definition there exists a $\phi: \mathbb{Z}[V] \to A$ such that $\phi^* F_\nu(X, Y) = F(X, Y)$. It remains to show that $\phi$ is unique. Suppose that $\psi: \mathbb{Z}[V] \to A$ is a second homomorphism such that $\psi^* F_\nu(X, Y) = F(X, Y)$. Let $H_U(X, Y)$ and $\rho: \mathbb{Z}[U] \to \mathbb{Z}[V]$ be as in (16.4.2). Then $(\psi \rho)^* H_U(X, Y) = (\phi \rho)^* H_U(X, Y) = F(X, Y)$, hence $\phi \rho = \psi \rho$ by the universality of $H_U(X, Y)$, and $\phi = \psi$ because $\rho$ is surjective.

\textbf{Proposition} Let $F(X, Y)$ be a formal group law over a $\mathbb{Z}_{(p)}$-algebra $A$. Then every curve $\gamma(t) \in \mathcal{C}(F; A)$ can be uniquely written as a sum

$$\gamma(t) = \sum_{n \in I(p)} V_n \gamma_n(t)$$

with $\gamma_n(t) \in \mathcal{C}_p(F; A)$ for all $n \in I(p)$.

\textbf{Proof} Combine Lemma (16.3.8) with Theorem (16.4.14) and the fact that $\alpha_*$ commutes with the operators $V_n$ and $f_n$ if $\alpha(X)$ is a homomorphism of formal group laws.

17 Lots of Witt Vectors

17.1 The rings of Witt vectors $W(A)$

Let $X_1, X_2, \ldots$ be a series of indeterminates. We define a series of polynomials $w_n(X_1, \ldots, X_n)$ with coefficients in $\mathbb{Z}$ as follows:

$$w_1(X) = X_1, \quad w_2(X) = X_1^2 + 2X_2, \quad \ldots,$$

$$w_n(X) = \sum_{d|n} dX_n^{d}, \quad \ldots$$

Now let $\Phi$ be any polynomial in two variables (one or both of which may, of course, be dummies) with integral coefficients. For example, $\Phi(Z_1, Z_2) = Z_1 + Z_2$ or $Z_1 Z_2$ or $-Z_1$ or 0 or 1.

We now define polynomials $\Phi_i(X_1, \ldots, X_i; Y_1, \ldots, Y_i)$ by the condition

$$\Phi(w_n(X_1, \ldots, X_n), w_n(Y_1, \ldots, Y_n)) = w_n(\Phi(X_1, \ldots, X_i; Y_1, \ldots, Y_i))$$

which we shall also write $\Phi(w_n(X), w_n(Y)) = w_n(\Phi(X; Y))$. It is obvious from (17.1.1) that there exist $\Phi_i(X_1, \ldots, X_i; Y_1, \ldots, Y_i)$ with coefficients in $\mathbb{Q}$ such that (17.1.2) holds (because $X_n$ can be written as a polynomial in the $w_1(X)$, $\ldots$, $w_n(X)$ with coefficients in $\mathbb{Q}$).
(17.1.3) **Lemma**  The $\phi_n(X; Y)$ have their coefficients in $Z$.

To prove this lemma we use a sublemma:

(17.1.4) **Sublemma**  Let $A$ be any ring, $n \in N$. Let $x = (x_1, x_2, \ldots), y = (y_1, y_2, \ldots) \in A^N$ and suppose that $x_i \equiv y_i \mod(pA)$ for all $i \in N$ and let $p^k \mid n$. Then $w_n(x) \equiv w_n(y) \mod(p^{k+1}A)$.

**Proof**  If $x_d \equiv y_d \mod(pA)$, then $dx_d^{n/d} \equiv dy_d^{n/d} \mod(p^{k+1}A)$ because $a \equiv b \mod(p^rA) \Rightarrow a^p \equiv b^p \mod(p^{r+1}A)$. This proves the sublemma.

(17.1.5) **Proof of Lemma (17.1.3)**  We proceed by induction, the case $n = 1$ being trivial. Assume therefore that $\phi_i(X; Y)$ has integral coefficients for all $i < n$ with $n \geq 2$. Choose a prime number $p$ and write $n = p^km$ with $(p, m) = 1$. We are going to prove that $\phi_n(X; Y) \in Z_{(p)}[X; Y]$. If $k = 0$, this follows directly from $\Phi(w_n(X), w_n(Y)) = w_n(\phi(X; Y))$ because to write $X_n$ in terms of the $w_1(X), \ldots, w_n(X)$ one needs only denominators that are products of divisors of $n$. So suppose that $k \geq 1$. We note that

(17.1.6)  \[ w_n(X) = w_{n/p}(X^p) + p^k(mX_n + \text{terms involving lower } X's) \]

where, as usual, $X^p$ is short for $(X_1^p, X_2^p, \ldots)$. Indeed

\[
w_n(X) = \sum_{d \mid n} dX_d^{n/d} = \sum_{d \mid p^{-1}n} dX_d^{n/d} + \sum_{d \mid n, d \nmid p^{-1}n} dX_d^{n/d} = w_{n/p}(X^p) + \sum_{d \mid n, d \nmid p^{-1}n} dX_d^{n/d}
\]

But if $d \mid n$ and $d \nmid p^{-1}n$, we must have $d = p^kd'$ with $d' \mid m$. This proves (17.1.6).

From $\Phi(w_n(X), w_n(Y)) = w_n(\phi(X; Y))$ we obtain, using (17.1.6),

(17.1.7)  \[ n\phi_n(X; Y) + p^k (\text{terms involving lower } \phi's) + w_{n/p}(\phi^p(X; Y)) = \Phi(w_n(X), w_n(Y)) \]

Now because the lower $\phi$'s have integral coefficients, we have $\phi_r(X; Y) \equiv \phi_r(X^p; Y^p) \mod p$ for all $r < n$ so that using the sublemma (17.1.4)

(17.1.8)  \[ w_{n/p}(\phi^p(X; Y)) \equiv w_{n/p}(\phi(X^p; Y^p)) \mod(p^k) \]

On the other hand, substituting (17.1.6) in $\Phi(w_n(X), w_n(Y))$ we find (because $\Phi$ has integral coefficients)

(17.1.9)  \[ \Phi(w_n(X), w_n(Y)) \equiv \Phi(w_{n/p}(X^p); w_{n/p}(Y^p)) \mod(p^k) \]

Further, we have of course

(17.1.10)  \[ \Phi(w_{n/p}(X^p); w_{n/p}(Y^p)) = w_{n/p}(\phi(X^p; Y^p)) \]

Combining (17.1.7)-(17.1.10) we see that $n\phi_n(X; Y) \equiv 0 \mod(p^k)$ which proves that $\phi_n(X; Y)$ is in $Z_{(p)}[X; Y]$. This holds for all $p$. Hence $\phi_n(X; Y) \in Z[X; Y]$, which concludes the proof of the lemma.
\textbf{(17.1.11) Remark} The interested reader has probably detected some sort of similarity between this proof and the proof of the functional equation lemma in Section 2. This is no accident as we shall see later; cf. Section 25.1 of Chapter IV.

We now define the polynomials $\Sigma_1$, $\Sigma_2$, ...; $\Pi_1$, $\Pi_2$, ...; $\iota_1$, $\iota_2$, ... by the equations

\begin{equation}
(17.1.12) \quad w_n(\Sigma) = w_n(X) + w_n(Y), \quad w_n(\Pi) = w_n(X)w_n(Y), \quad w_n(\iota) = -w_n(X)
\end{equation}

\textbf{(17.1.13) Construction of $W(A)$, the ring of generalized Witt vectors over $A$} Let $A$ be any ring and let $W(A)$ be the set of all infinite sequences $(a_1, a_2, ...)$, $a_i \in A$. We define an addition and multiplication on $W(A)$ by the rules

\begin{equation}
(17.1.14) \quad (a_1, a_2, ...) + (b_1, b_2, ...) = (\Sigma_1(a_1 b_1), \Sigma_2(a_1, a_2; b_1, b_2), ...)
\end{equation}

\begin{equation}
(a_1, a_2, ...) \cdot (b_1, b_2, ...) = (\Pi_1(a_1 b_1), \Pi_2(a_1, a_2; b_1, b_2), ...)
\end{equation}

\textbf{(17.1.15) Theorem} The set $W(A)$ with the addition and multiplication defined by (17.1.14) is a commutative ring. The zero element is $(0, 0, ...)$ and the unit element is $(1, 0, 0, ...)$, and

\begin{equation}
(a_1, a_2, ...) + (\iota_1(a_1), \iota_2(a_1, a_2), ...) = (0, 0, 0, ...)
\end{equation}

Moreover, if $\phi: A \to B$ is a homomorphism of rings, then

\begin{equation}
W(\phi)(a_1, a_2, ...) = (\phi(a_1), \phi(a_2), ...)
\end{equation}

is a homomorphism of rings $W(A) \to W(B)$. Finally, the $w_n: W(A) \to A$ are ring homomorphisms.

\textbf{Proof} To prove that $W(A)$ is indeed a ring we have to show that various identities like $(a + b)c = ac + bc$ hold. To do this we first observe that if $A$ is a $\mathbb{Q}$-algebra, then $w: W(A) \to A^N$, $(a_1, a_2, ...)$ $\mapsto (w_1(a_1), w_2(a_1, a_2), ...)$ is a bijection that takes addition and multiplication in $W(A)$ into coordinatewise addition and multiplication in $A^N$. But $A^N$ with coordinatewise addition and multiplication is a ring. It follows that $W(A)$ is also ring. Also $w(0, 0, 0, ...)) = (0, 0, 0, ...)$, $w((1, 0, 0, ...)) = (1, 1, 1, ...)$, and $w((\iota_1(a_1), \iota_2(a_1, a_2), ...) = (-a_1, -a_2, -a_3, ...)$, which proves the statements concerning zero, unit element, and opposite element in the case that $A$ is a $\mathbb{Q}$-algebra. Now let $A$ be a characteristic zero ring and $\phi: A \to A \otimes \mathbb{Q}$ the natural embedding. Then $W(\phi): W(A) \to W(A \otimes \mathbb{Q})$ is injective. Further, because addition and multiplication for Witt vectors are defined by "universal" polynomials with coefficients in $\mathbb{Z}$, it is obvious that $W(\phi)$ preserves addition and multiplication.

But the various identities that go into the definition of "ring" hold in $W(A \otimes \mathbb{Q})$; hence, because $W(\phi)$ is injective, preserves multiplication, addition, and opposites, and takes $(0, 0, ...)$ into $(0, 0, ...)$ and $(1, 0, 0, ...)$ into
(1, 0, 0, ...), it follows that \( W(A) \) is also a ring. Finally, if \( A \) is any ring, then there is a characteristic zero ring \( \hat{A} \) with a surjective homomorphism \( \phi: \hat{A} \to A \). Now \( W(\hat{A}) \) is a ring, \( W(\phi) \) preserves everything in sight, and it follows that \( W(A) \) is also a ring. The last two statements of the theorem are obvious from the definitions of addition and multiplication in \( W(A) \). Q.E.D.

(17.1.16) **Addendum** We have defined a functor \( W: \text{Ring} \to \text{Ring} \) with the properties:

(i) as a set \( W(A) = \{ (a_1, a_2, ...) | a_i \in A \} \);

(ii) as a map of sets \( W(\phi): W(A) \to W(B) \) takes \( (a_1, a_2, ...) \) into \( (\phi(a_1), \phi(a_2), ...) \);

(iii) the \( w_n: W(A) \to A, a \mapsto w_n(a) \) are ring homomorphisms for all \( n \in \mathbb{N} \).

It follows from the proof given above that \( W \) is the unique functor \( \text{Ring} \to \text{Ring} \) with these properties.

The functor \( W: \text{Ring} \to \text{Ring} \) is representable, i.e., there is a ring \( R \) such that \( W(A) = \text{Ring}(R, A) \) functorially. In fact, \( R = \mathbb{Z}[X_1, X_2, ...] \) clearly does the job. The addition formulas \( \Sigma_1(X; Y), \Sigma_2(X; Y), ... \) now define a homomorphism

\[
(17.1.17) \quad \mathbb{Z}[X_1, X_2, ...] \to \mathbb{Z}[X_1, X_2, ...] \otimes \mathbb{Z}[X_1, X_2, ...]
\]

\[
X_i \mapsto \Sigma_i(X_1 \otimes 1, ..., X_i \otimes 1; 1 \otimes X_1, ..., 1 \otimes X_i)
\]

defining a coassociative, cocommutative comultiplication on \( \mathbb{Z}[X_1, X_2, ...] \). Taking Spec we find an affine group scheme \( W = \text{Spec}(\mathbb{Z}[X_1, X_2, ...]) \). The points of this group scheme with values in a ring \( A \) are of course precisely the elements of \( W(A) \).

(17.1.18) **The formal group law \( \hat{W}(X, Y) \)** The sequence of power series:

\[
\Sigma_1(X, Y), \quad \Sigma_2(X, Y), \quad \Sigma_3(X, Y), \quad ...
\]

(which are in reality polynomials) defines an infinite dimensional formal group law in the sense of Definition (9.6.1). To see this we first remark that if we give \( X_i \) and \( Y_j \) weight \( i \), then \( w_n(X) \) and \( w_n(Y) \) are homogeneous of weight \( n \). Using \( w_n(\Sigma_n(X; Y)) = w_n(X) + w_n(Y) \), it follows from this that \( \Sigma_n(X; Y) \) is homogeneous of weight \( n \), which implies that the coefficient of \( X^k Y^l \) in \( \Sigma_n(X; Y) \) is zero if

\[
n > \sum_{j \in \text{supp}(k)} jk(j) + \sum_{j \in \text{supp}(l)} jl(j)
\]

so that condition (9.6.3) is satisfied. Also \( w_n(X) \equiv nX_n \mod(X_1, ..., X_{n-1}) \), \( \Sigma_i(X; Y) \equiv 0 \mod(X_1, ..., X_{n-1}; Y_1, ..., Y_{n-1}) \) if \( i < n \) so that \( \Sigma_n(X; Y) \equiv X_n + Y_n \mod(X_1, ..., X_{n-1}; Y_1, ..., Y_{n-1}) \) which because \( \Sigma_n(X; Y) \) is homogeneous of weight \( n \) implies that \( \Sigma_n(X; Y) \equiv X_n + Y_n \mod(\text{degree 2}) \). Finally, (9.6.4) and (9.6.5) (associativity and commutativity) are satisfied because Witt vector addition is associative and commutative. We shall use
$\hat{\mathcal{W}}(X, Y)$ to denote this formal group law and $\hat{W}$ to denote the associated formal group.

17.2 The universal $\lambda$-ring $\Lambda(A)$

Let $A$ be a ring, and let $\Lambda(A)$ denote the set of all power series $f(t)$ in one indeterminate $t$ of the form

$$f(t) = 1 + a_1 t + a_2 t^2 + \cdots, \quad a_i \in A$$

(Instead of $\Lambda(A)$ one also often finds $1 + tA[[t]]$ in the literature.) Multiplication of power series defines an addition on $\Lambda(A)$ which turns $\Lambda(A)$ into an abelian group with as zero element the element $1 \in \Lambda(A)$. We are going to define also a multiplication on $\Lambda(A)$ which will make $\Lambda(A)$ into a ring. To do so we first define some universal polynomials.

(17.2.1) Intermezzo concerning symmetric functions Let $\xi_1, \xi_2, \ldots, \xi_r; \eta_1, \ldots, \eta_s$ be indeterminates. We define $X_i$ and $Y_i$ by the equations

$$(1 + X_1 t + X_2 t^2 + \cdots) = \prod_i (1 - \xi_i t),$$

$$(1 + Y_1 t + Y_2 t^2 + \cdots) = \prod_i (1 - \eta_i t)$$

In other words the $X_i$ and $Y_i$ are up to sign the elementary symmetric functions in the $\xi_j$ and $\eta_j$. Now consider the symmetric expressions

$$\prod_{i,j} (1 - \xi_i \eta_j t) = 1 + P_{11} t + P_{22} t^2 + \cdots$$

$$\prod_{i} (1 - \xi_i^r t) = 1 + Q_{n,1} t + Q_{n,2} t^2 + \cdots$$

By the fundamental theorem on symmetric functions $P_i$ can be written as a polynomial $P_i(X_1, \ldots, X_i; Y_1, \ldots, Y_i)$ in the $X_1, \ldots, X_i; Y_1, \ldots, Y_i$ and $Q_{n,i}$ can be written as a polynomial $Q_{n,i}(X_1, \ldots, X_{ni})$ in the $X_1, X_2, \ldots, X_{ni}$. Moreover, these polynomials $P_i(X; Y), Q_{n,i}(X)$ are independent of $r$ and $s$ (the number of $\xi$'s and the number of $\eta$'s) provided $r, s \geq i$ for $P_i(X; Y)$ and $r \geq ni$ for $Q_{n,i}(X)$.

This means that we can write formally

$$\prod_{i=1}^{\infty} (1 - \xi_i t) = 1 + X_1 t + X_2 t^2 + \cdots$$

$$\prod_{i=1}^{\infty} (1 - \eta_i t) = 1 + Y_1 t + Y_2 t^2 + \cdots$$

$$\prod_{i,j=1}^{\infty} (1 - \xi_i \eta_j t) = 1 + P_{11}(X_1; Y_1) t + P_{22}(X_1, X_2; Y_1, Y_2) t^2 + \cdots$$

$$\prod_{i=1}^{\infty} (1 - \xi_i^r t) = 1 + Q_{n,1}(X_1, \ldots, X_n) t + Q_{n,2}(X_1, \ldots, X_{2n}) t^2 + \cdots$$

(symmetric functions in an infinity of indeterminates).
The polynomials $P_n$ will be used below to define the multiplication on $\Lambda(A)$; the polynomials $Q_{n,i}$ will be used later to define Frobenius operators.

**(17.2.2) Multiplication on $\Lambda(A)$** We now define a multiplication on $\Lambda(A)$ by means of the formula

\[(1 + a_1 t + a_2 t^2 + \cdots) \ast (1 + b_1 t + b_2 t^2 + \cdots) = 1 + P_1(a; b)t + P_2(a; b)t^2 + \cdots\]

To show that this multiplication and the addition defined above do indeed turn $\Lambda(A)$ into a ring we define a number of functions $s_n: \Lambda(A) \to A$, as follows

\[(17.2.4) \quad s_1 t + s_2 t^2 + \cdots = -\frac{tf''(t)}{f(t)} = -t \frac{d}{dt} \log(f(t))\]

**(17.2.5) Lemma** For all $f(t), g(t) \in \Lambda(A)$, we have

\[s_n(f(t)g(t)) = s_n(f(t)) + s_n(g(t))\]

\[s_n(f(t) \ast g(t)) = s_n(f(t))s_n(g(t))\]

**Proof** The first statement of the lemma is immediate from (17.2.4). To prove the second statement we write formally

\[f(t) = \prod_{i=1}^{\infty} (1 - \xi i t), \quad g(t) = \prod_{i=1}^{\infty} (1 - \eta i t)\]

By formula (17.2.4) we then see that the $s_n(f(t)), s_n(g(t))$ can be expressed as

\[s_n(f(t)) = \sum_{i=1}^{\infty} \xi i^n, \quad s_n(g(t)) = \sum_{i=1}^{\infty} \eta i^n\]

and $s_n(f(t) \ast g(t))$ is equal to the coefficient of $t^n$ in

\[-t \frac{d}{dt} \log\left(\prod_{i,j=1}^{\infty} (1 - \xi i \eta j t)\right) = \sum_{i,j=1}^{\infty} \frac{\xi i \eta j t}{1 - \xi i \eta j t}\]

\[= \sum_{i,j=1}^{\infty} (\xi i \eta j t + (\xi i \eta j t)^2 + \cdots)\]

This proves the second statement of the lemma.

**(17.2.6) Proposition** $\Lambda(A)$ with the addition and multiplication defined above is a ring, and the $s_n: \Lambda(A) \to A$ are ring homomorphisms. Moreover, if $\phi: A \to B$ is a homomorphism of rings, then $\Lambda(\phi): \Lambda(A) \to \Lambda(B)$, $1 + a_1 t + a_2 t^2 + \cdots \mapsto 1 + \phi(a_1)t + \phi(a_2)t^2 + \cdots$ is a ring homomorphism. We have thus defined a functor $\Lambda: \text{Ring} \to \text{Ring}$.

**Proof** That $\Lambda(\phi)$ is compatible with the addition and multiplication defined above follows immediately from the fact that addition and mult
plication are defined by means of (universal) polynomials with coefficients in \( \mathbb{Z} \). The rest of the proof is exactly analogous to the proof that \( W(A) \) is a ring (Theorem (17.1.15)); the role of the \( w_n \) in the proof of (17.1.15) is here played by the \( s_n \).

**17.2.7** The exponential map \( W(A) \to \Lambda(A) \) For every ring \( A \), we define a map \( \bar{E}_A \colon W(A) \to \Lambda(A) \) by the formula

\[
\bar{E}_A((a_1, a_2, \ldots)) = \prod_{i=1}^{\infty} (1 - a_i t^i)
\]

**17.2.9** Proposition The map \( \bar{E}_A \) is bijective for all rings \( A \); and, moreover, \( \bar{E}_A(a + b) = \bar{E}_A(a) \bar{E}_A(b) \), \( \bar{E}_A(ab) = \bar{E}_A(a) \ast \bar{E}_A(b) \), and \( \bar{E}_A \) is an isomorphism of rings. In addition if \( \phi \colon A \to B \) is a homomorphism of rings, then \( \Lambda(\phi)\bar{E}_A = \bar{E}_B W(\phi) \) so that the \( \bar{E}_A \) define an isomorphism of ring-valued functors \( \bar{E} \colon W \to \Lambda \). Finally, we have \( s_n \bar{E}_A = w_n \).

**Proof** That \( \bar{E}_A \) is bijective is immediate, and \( \Lambda(\phi)\bar{E}_A = \bar{E}_B W(\phi) \) also follows immediately from the definitions. Having this, to prove that \( \bar{E}_A \) is a homomorphism it suffices (by the now familiar trick used in the proof of Theorem (17.1.15) (and Proposition (17.2.6)) to show that

\[
s_n(\bar{E}_A(ab)) = s_n(\bar{E}_A(a) \ast \bar{E}_A(b))
\]

and

\[
s_n(\bar{E}_A(a + b)) = s_n(\bar{E}_A(a)) + s_n(\bar{E}_A(b))
\]

for all \( n \in \mathbb{N} \). And this in turn follows from \( s_n \bar{E}_A = w_n \) because \( s_n \) and \( w_n \) are both ring homomorphisms. Thus it remains to show only that \( s_n(\bar{E}_A(a)) = w_n(a) \) for all \( A \) and \( a \in W(A) \). We have

\[
-t \frac{d}{dt} \log(\bar{E}_A(a)) = \sum_{i=1}^{\infty} \frac{ia_i t^i}{1 - a_i t^i} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} i(a_i t^i)^j = \sum_{n=1}^{\infty} \left( \sum_{i=1}^{n} ia_i^n \right) t^n = \sum_{n=1}^{\infty} w_n(a) t^n
\]

This concludes the proof of the proposition.

**17.2.10** Remarks The ring \( \Lambda(A) \) has even more structure. It is a so-called \( \lambda \)-ring, which means that there are "exterior product operations" \( \lambda^i \colon \Lambda(A) \to \Lambda(A) \) which satisfy certain properties. See (E.2.1) for some notes on \( \lambda \)-rings (and Adams operations and Artin–Hasse exponentials); see (E.2.2) for some notes on universality properties of the functor \( A \mapsto \Lambda(A) \).

**17.2.11** Curves in \( \hat{G}_m^{-}(X, Y) \) Let \( \hat{G}_m^{-}(X, Y) \) be the one dimensional formal group law \( \hat{G}_m^{-}(X, Y) = X + Y - XY \). Let \( \gamma_1(t) \) and \( \gamma_2(t) \) be two curves in \( \hat{G}_m^{-}(X, Y) \); then

\[
\gamma_1(t) + \gamma_2(t) = -(1 - \gamma_1(t))(1 - \gamma_2(t)) + 1
\]
so that the map $\gamma(t) \mapsto 1 - \gamma(t)$ defines an isomorphism of groups $\mathcal{G}(\hat{G}^-_m; A) \cong \Lambda(A)$ which combined with the isomorphism $\Lambda(A) \cong \mathcal{W}(A)$ identifies the group of curves over $A$ in $\hat{G}^-_m$ with the underlying group of the ring of generalized Witt vectors with coordinates in $A$.

(17.2.12) **$p$-Typical curves in $\hat{G}^-_m(X, Y)$**  Let $p$ be a prime number and let $\mathcal{G}_p(\hat{G}^-_m, A)$ be the subgroup of $p$-typical curves of $\mathcal{G}(\hat{G}^-_m, A)$, and let $\Lambda_{p^\infty}(A)$ be the subgroup of $\Lambda(A)$ corresponding to $\mathcal{G}_p(\hat{G}^-_m; A)$ under the isomorphism $\beta$: $\gamma(t) \mapsto 1 - \gamma(t)$.

(17.2.13) **Lemma**  $\Lambda_{p^\infty}(A)$ is closed under the multiplication of $\Lambda(A)$.

**Proof**  It suffices to prove this for characteristic zero rings. Let

$$a(t) = 1 + a_1 t + \cdots = \prod_{i=1}^{\infty} (1 - \xi_i t)$$

then $a(t)$ is in $\Lambda_{p^\infty}(A)$ if and only if

$$\log a(t) = \sum_{i=0}^{\infty} c_i t^{p^i}$$

for certain $c_i \in A \otimes \mathbb{Q}$. That is, $a(t)$ is in $\Lambda_{p^\infty}(A)$ iff $s_i(a(t)) = 0$ for all $i$ that are not a power of $p$. The lemma follows from this.

(17.2.14) **Lemma**  If $A$ is a $\mathbb{Z}_{(p)}$-algebra, then the power series $\Phi(t) = \prod_{(p, n) = 1} (1 - t^n)^{\mu(n)/n}$, where $\mu(n)$ is the Möbius function, is in $\Lambda_{p^\infty}(A)$, and

(17.2.15)  

$$a(t) \ast \prod_{(p, n) = 1} (1 - t^n)^{\mu(n)/n} = a(t)$$

if $a(t)$ in $\Lambda_{p^\infty}(A)$.

**Proof**  We have (if $A$ is of characteristic zero)

$$\log \left( \prod_{(p, n) = 1} (1 - t^n)^{\mu(n)/n} \right) = \sum_{(p, n) = 1} \frac{\mu(n)}{n} \log(1 - t^n)$$

$$= - \sum_{(p, n) = 1} \sum_{k=1}^{\infty} \frac{\mu(n)}{n} \frac{t^{nk}}{k} = - \sum_{r=1}^{\infty} \sum_{n|r} \frac{\mu(n)}{r} t^r$$

$$= - \sum_{t=0}^{\infty} p^{-t} t^{p^t}$$

(because if $r = p^k m$, $(p, m) = 1$, then $\sum_{(n, p) = 1, n|m} \mu(n) = \sum_{n|m} \mu(n)$, which is equal to zero if $m > 1$ and equal to 1 if $m = 1$). This shows that

(17.2.16)  

$$s_i \left( \prod_{(p, n) = 1} (1 - t^n)^{\mu(n)/n} \right) = \begin{cases} 0 & \text{if } i \text{ is not a power of } p \\ 1 & \text{if } i \text{ is a power of } p \end{cases}$$
which proves (17.2.15) (for characteristic zero rings \( A \) and hence by functoriality for all rings \( A \)), once we have shown that \( \Phi(t) \) has its coefficients in \( \mathbb{Z}_{(p)} \). But 
\[- \sum_{i=0}^{\infty} p^{-i} t^p \text{ and } \log(1 + t) = \sum_{n=1}^{\infty} (-1)^{n-1} t^n \]
both satisfy a functional equation 
\[ f(t) - p^{-1} f(t) \in \mathbb{Z}_{(p)}[t] \]
so that by the functional equation lemma 2.2, \( \Phi(t) = \exp(- \sum_{i=0}^{\infty} p^{-i} t^p) \) has its coefficients in \( \mathbb{Z}_{(p)} \). (Cf. also 2.3 where practically the same power series are treated.)

\[\textbf{(17.2.17) Corollary} \quad \text{The subgroup } \Lambda_{p,x}(A) \text{ of } \Lambda(A) \text{ with the multiplication induced by } \Lambda(A) \text{ is a ring. The unit element is } \prod_{(p,n)=1} (1 - t^n)^{\mu(n)/n}. \text{ It is not a subring of } \Lambda(A) \text{ because the unit elements of } \Lambda(A) \text{ and } \Lambda_{p,x}(A) \text{ do not coincide.} \]

### 17.3 Frobenius and Verschiebung

We are now going to define Frobenius ring endomorphisms \( f_n^\Lambda: W(A) \to W(A) \) for all \( n \in \mathbb{N} \) and additive operators \( V_n^\Lambda: W(A) \to W(A), \ n \in \mathbb{N}, \ \langle c \rangle: W(A) \to W(A), \ c \in A \). It is easier to define these (especially Frobenius's) on \( \Lambda(A) \). To do this we use the polynomials \( Q_{n,i}(X) \) defined in Section (17.2.1). The definition is then

\[[17.3.1] \quad f_n^\Lambda(1 + a_1 t + a_2 t^2 + \cdots) = 1 + Q_{n,1}(a)t + Q_{n,2}(a)t^2 + \cdots \]

We recall from (17.2.1) that this means in terms of additional variables \( \xi_1, \xi_2, \ldots \)

\[[17.3.2] \quad 1 + a_1 t + a_2 t^2 + \cdots = \sum_{i=1}^{\infty} (1 - \xi_i t) \]

\[f_n^\Lambda(1 + a_1 t + a_2 t^2 + \cdots) = \sum_{i=1}^{\infty} (1 - \xi_i^n t)\]

Let us calculate the \( s_m f_n^\Lambda \). We have (using (17.3.2))

\[-t \frac{d}{dt} \log(f_n(1 + a_1 t + a_2 t^2 + \cdots)) = \sum_{i=1}^{\infty} \frac{\xi_i^n t}{1 - \xi_i^n t} = \sum_{i=1}^{\infty} ((\xi_i^n t) + (\xi_i^n t)^2 + \cdots) \]

so that

\[s_m(f_n(1 + a_1 t + a_2 t^2 + \cdots)) = \sum_{i=1}^{\infty} \frac{\xi_{mn}}{\xi_i^n} = s_m(1 + a_1 t + a_2 t^2 + \cdots) \]

which proves that

\[[17.3.3] s_m f_n^\Lambda = s_{mn} \]

Now the \( f_n \), being defined by universal polynomials, are compatible with the homomorphisms \( \Lambda(\phi): \Lambda(A) \to \Lambda(B) \) induced by homomorphisms \( \phi: A \to B \). It
follows from this (using again the type of argument used in the proof of Theorem (17.1.15)) that the $f_n^\wedge$ are characterized by property (17.3.3) together with the fact that they are functor endomorphisms $f_n^\wedge : \Lambda \to \Lambda$.

We now define the operators $V_n^\wedge, \langle c \rangle^\wedge, c \in A,$ by the formulas

$$(17.3.4) \quad V_n^\wedge(1 + a_1 t + a_2 t^2 + \cdots) = 1 + a_1 t^n + a_2 t^{2n} + \cdots$$

$$(17.3.5) \quad \langle c \rangle^\wedge(1 + a_1 t + a_2 t^2 + \cdots) = 1 + a_1 ct + a_2 (ct)^2 + \cdots, \quad c \in A$$

In terms of the $s_m$ the $V_n^\wedge$ and $\langle c \rangle^\wedge$ are characterized by

$$(17.3.6) \quad \begin{cases} 
  s_m V_n^\wedge = 0 & \text{if } n \text{ does not divide } m \\
  s_m V_n^\wedge = n s_{m/n} & \text{if } n \text{ does divide } m
\end{cases}$$

$$(17.3.7) \quad s_m \langle c \rangle^\wedge = c^m s_m$$

This is not difficult to prove. Writing $1 + a_1 t + a_2 t^2 + \cdots = \prod_{i=1}^\infty (1 - \xi_i t)$, we have

$$-t \frac{d}{dt} \log \left( V_n \left( \prod_{i=1}^\infty (1 - \xi_i t) \right) \right) = -t \frac{d}{dt} \log \left( \prod_{i=1}^\infty (1 - \xi_i t^n) \right) = \sum_{i=1}^\infty \frac{n \xi_i t^n}{1 - \xi_i t^n}$$

which proves (17.3.6). (Recall that $s_m(\prod_{i=1}^\infty (1 - \xi_i t)) = \sum_{i=1}^\infty \xi_i^m.$) To prove (17.3.7) we observe

$$-t \frac{d}{dt} \log \langle c \rangle \left( \prod_{i=1}^\infty (1 - \xi_i t) \right) = -t \frac{d}{dt} \log \left( \prod_{i=1}^\infty (1 - c \xi_i t) \right) = \sum_{i=1}^\infty \frac{c \xi_i}{1 - c \xi_i t}$$

Now let $E_A : W(A) \to \Lambda(A)$ be the isomorphism of Proposition (17.2.9). We define the operators $f_n, V_n, \langle c \rangle : W(A) \to W(A)$ by structure transport via $E_A,$ that is, $f_n = E_A^{-1} f_n^\wedge E_A,$ and similarly for $V_n$ and $\langle c \rangle.$ Because $s_n E_A = w_n,$ the $f_n, V_n, \langle c \rangle$ are characterized by the formulas

$$w_m f_n = w_{mn}$$

$$(17.3.8) \quad w_m \langle c \rangle = c^m w_m$$

$$(17.3.9) \quad w_m V_n = \begin{cases} 
  0 & \text{if } n \text{ does not divide } m \\
  n w_{m/n} & \text{if } n \text{ does divide } m
\end{cases}$$

**Proposition** Let $\beta : \mathcal{G}(\tilde{G}_m^{-} ; A) \to \Lambda(A)$ be the isomorphism $\gamma(t) \mapsto 1 - \gamma(t)$ where $\tilde{G}_m^{-}(X, Y) = X + Y - XY.$ Let $f_n, \ V_n, \langle c \rangle$ denote the Frobenius, Verschiebungs, and homothety operators defined in Section 15.1 on the group of curves $\mathcal{G}(\tilde{G}_m^{-} ; A).$ Then we have $\beta f_n = f_n^\wedge \beta, \beta V_n = V_n^\wedge \beta, \beta \langle c \rangle = \langle c \rangle^\wedge \beta.$ That is, the isomorphism $\beta$ preserves the Frobenius, Verschiebungs, and homothety operators.

**Corollary** The operators $f_n^\wedge, V_n^\wedge, \langle c \rangle^\wedge$ on $\Lambda(A)$ and the operators $f_n, V_n, \langle c \rangle$ on $W(A)$ satisfy the relations (16.2.1)–(16.2.9).

(This can also be proved directly by using the characterizations (17.3.8.).)
(17.3.11) **Proof of Proposition (17.3.9)** That $\beta \hat{v}_n = V_n^\beta$ and $\beta \langle c \rangle = \langle c \rangle^\beta$ is obvious from the definitions. To show that $\beta \hat{f}_n = f_n^\beta$ for all rings $A$ it suffices to do this (by the functoriality of $\beta, \hat{f}_n, f_n^\beta$) for characteristic zero rings $A$ (trick of Theorem (17.1.15) again) and hence it suffices to show that $s_m \beta \hat{f}_n = s_m f_n^\beta$. Finally, because $s_m, \beta, \hat{f}_n, f_n^\beta$ are all additive, it suffices to show that

\[
(17.3.12) \quad s_m \beta \hat{f}_n(at^r) = s_m f_n^\beta(at^r)
\]

We first calculate the right-hand side of (17.3.12). We have

\[
f_n^\beta(at^r) = f_n^\beta(1 - at^r) = f_n^\beta \left( \prod_{j=1}^{r} \left(1 - a^{1/r} \zeta_j^i t \right) \right)
\]

\[
= \prod_{j=1}^{r} \left(1 - a^{n/r} \zeta_j r^n t \right)
\]

where $\zeta_r$ is a primitive $r$th root of unity. Applying $-t(d/dt)$ log to this we find

\[
-t \frac{d}{dt} \log \left( \prod_{j=1}^{r} \left(1 - a^{n/r} \zeta_j r^n t \right) \right) = \sum_{j=1}^{r} \frac{a^{n/r} \zeta_j r^n t}{1 - a^{n/r} \zeta_j r^n t} = \sum_{k=1}^{\infty} \sum_{j=1}^{r} a^{kn/r} \zeta_j^{kj} r^{nk} t^k
\]

Now

\[
\sum_{j=1}^{r} \zeta_j^{kn} = \begin{cases} 0 & \text{if } r \nmid nk \\ r & \text{if } r \mid nk \end{cases}
\]

Write $n = dl, r = dm$, with $d = (n, r), (l, m) = 1$. Then $r \mid nk \iff k = sm$ for a certain $s \in \mathbb{N}$. Using this we finally find

\[
(17.3.13) \quad -t \frac{d}{dt} \log(f_n^\beta(\alpha t^r)) = \sum_{s=1}^{\infty} r a^{sdl/dm} t^{sm} = \sum_{s=1}^{\infty} r a^{sl} t^{sm}
\]

Now the left-hand side of (17.3.12) is calculated as follows

\[
(\beta \hat{f}_n(at^r)) = \prod_{i=1}^{n} \left(1 - a^{r/n} \zeta_i r^n t \right)
\]

so that

\[
\log(\beta \hat{f}_n(at^r)) = -\sum_{i=1}^{n} \sum_{k=1}^{\infty} k^{-1} a^{kr/n} t^{kr/n}
\]

But

\[
\sum_{i=1}^{n} \zeta_i^{kr} = \begin{cases} 0 & \text{if } n \nmid rk \\ n & \text{if } n \mid rk \end{cases}
\]
Writing again \( n = dl, r = dm, (l, m) = 1 \), we see that \( n | rk \) is equivalent to \( k = lj \) for a certain \( j \in \mathbb{N} \). Using this we find

\[
\log(\beta \hat{f}_n(at^r)) = -\sum_{j=1}^{\infty} \frac{dl}{lj} a^{ljt^jdmt}l = -\sum_{j=1}^{\infty} dj^{-1} a^{ljt^mj}
\]

and we find

(17.3.14) \(-t \frac{d}{dt} \log(\beta \hat{f}_n(at^r)) = \sum_{j=1}^{\infty} mj dj^{-1} a^{ljt^mj} = \sum_{j=1}^{\infty} ra^{ljt^jm}\)

Comparing (17.3.13) and (17.3.14), we see that we have proved the proposition.

\section{Remarks}

(i) The relations (16.2.1)–(16.2.9) can also be proved by using the characterizations (17.3.3), (17.3.6)–(17.3.8) of \( f_n, V_n \), \( \langle c \rangle^\vee \) and \( f_n, V_n, \langle c \rangle \).

(ii) We could of course have defined \( f_n \) on \( W(A) \) by transport of structure via the isomorphisms \( \beta \) and \( \hat{f}_n \). In that case the calculations of (17.3.11) provide one with a different and often useful method for calculating \( f_n \).

Some additional explicit information on how the \( V_n, f_n, \langle c \rangle \) act on \( W(A) \) is given by the following

\section{Proposition}

Let \( i_n \in W(A) \) be the element \( i_n = (0, 0, \ldots, 0, 1, 0, \ldots) \) with the 1 in the \( n \)th spot and let \( a = (a_1, a_2, \ldots) \) and \( b = (b_1, b_2, \ldots) \) be two elements of \( W(A) \). One has

(17.3.17) \( V_n(a^b) = (V_n a)b \)

(17.3.18) \( V_n f_n a = i_n a \)

(17.3.19) \( V_n a = (0, \ldots, 0, a_1, 0, \ldots, 0, a_2, 0, \ldots) \)

(17.3.20) \( \langle c \rangle a = (c a_1, c^2 a_2, c^3 a_3, \ldots) \)

If \( A \) is of characteristic \( p \), where \( p \) is a prime number, i.e., \( pc = 0 \) for all \( c \in A \), then we have in addition

(17.3.21) \( f_p a = (a_1^p, a_2^p, a_3^p, \ldots) \)

(17.3.22) \( f_p V_p = p = V_p f_p = i_p \)

\textbf{Proof} Formulas (17.3.17)–(17.3.20) are proved in the usual way. It suffices to prove them in the case of a characteristic zero ring, and that is done by applying \( w_k \) to both sides and checking that the results are equal. One finds in the case of (17.3.17): if \( n \) does not divide \( k \), then \( w_k(V_n(a^b)) = 0 \) and \( w_k((V_n a)b) = (w_k V_n a)w_k(b) = 0 \cdot w_k(b) = 0 \); and if \( n \) does divide \( k \),

\[
w_k(V_n(a^b)) = nw_{k/n}(a^b) = nw_{k/n}(a)w_k(b) = nw_{k/n}(a)w_k(b)
\]
and

\[ w_k((V_n(a)b)) = w_k(V_n(a)w_k(b)) = nw_{k/n}(a)w_k(b) \]

To check (17.3.19) we proceed as follows. Write

\[ \tilde{a} = (a_1, a_2, a_3, \ldots) = (0, \ldots, 0, a_1, 0, 0, \ldots, 0, a_2, 0, \ldots) \]

Then we have

\[ w_k(\tilde{a}) = \sum_{d|k} d\tilde{a}_d^{k/d} = \sum_{d|k,n|d} d\tilde{a}_d^{k/d} \]

So if \( n \) does not divide \( k \), \( w_k(\tilde{a}) = 0 \); and if \( n \) does divide \( k \), we have

\[ \sum_{d|k,n|d} d\tilde{a}_d^{k/d} = \sum_{j|(k/n)} nj\tilde{a}_n^{k/nj} = \sum_{j|(k/n)} nj\tilde{a}_j^{k/(nj)} = nw_{k/n}(a) \]

To prove (17.3.18) first note that \( \iota_1 \) is the identity element of \( W(A) \) and that hence \( \iota_n = V_n1 = V_n\iota_1 \). Now apply (17.3.17) with \( \iota_1 = 1 \) for \( a \) and \( a \) for \( b \).

The proof of (17.3.20) is left to the reader.

To prove (17.3.21) and (17.3.22) note that \( \bar{E}(A)\iota_p = (1 - t^p) = (1 - t)^p = \bar{E}(A)(p) \). So that \( \iota_p = p \) in \( W(A) \) if \( A \) is of characteristic \( p \). This proves (17.3.22) in view of (17.3.18) and \( f_pV_p = p \) which always holds (cf. Corollary (17.3.10)). Finally, if \( \bar{E}(A)(a) = 1 + \sum c_i t^i \), then by (17.3.22) \( V^\wedge_p f_p^\wedge(\bar{E}(A)(a)) = 1 + \sum c_i^p t^i \) which by the definition of \( V_p \) implies that \( f_p^\wedge(\bar{E}(A)(a)) = 1 + \sum c_i t^i \). (Note that \( V_n \) is always injective.) But if \( A \) is of characteristic \( p \),

\[ \bar{E}(A)(a_1, a_2, a_3, \ldots) = \prod_{i=1}^{\infty} (1 - a_i^p t^i) = 1 + \sum c_i t^i \quad \text{if} \quad \bar{E}(A)(a_1, a_2, \ldots) = 1 + \sum c_i t^i \]

This proves (17.3.21) because \( \bar{E}(A) \) is an isomorphism.

(17.3.23) Remark The Frobenius operators \( f_n^\wedge \) on \( \Lambda(A) \) are the same as the Adams operations \( \Psi^n \) on the \( \lambda \)-ring \( \Lambda(A) \); cf. (E.2.1).

17.4 Supernatural quotients of \( W(A) \)

(17.4.1) Definitions We define a supernatural number \( \Pi \) as a formal expression

\[ \Pi = \prod_p p^{x_p} \]

where \( p \) runs through all prime numbers and \( x_p \in \mathbb{N} \cup \{\infty\} \cup \{0\} \). For \( n \in \mathbb{N} \) and \( p \) a prime number, let \( v_p(n) \) be the \( p \)-valuation of \( n \), i.e., the largest integer \( k \) such that \( p^k \mid n \). Given a supernatural number \( \Pi \) we define

\[ N(\Pi) = \{ n \in \mathbb{N} \mid v_p(n) \leq x_p \text{ for all } p \} \]

For example, if \( p \) is a fixed prime number and \( \Pi = p^\infty \), then \( N(\Pi) \) consists of all the numbers \( p^r \), \( r \in \mathbb{N} \cup \{0\} \).
Let \( n \) be a supernatural number and \( A \) a ring, then we define the set \( \mathcal{A}_n(A) \subset W(A) \) as
\[
\mathcal{A}_n(A) = \{(a_1, a_2, \ldots) | a_d = 0 \text{ for all } d \in \mathbb{N}(n)\}
\]

17.4.3 Lemma \( \mathcal{A}_n(A) \) is an ideal of \( W(A) \) for all supernatural numbers \( n \).

Proof By definition \( w_n(X) \) involves only the \( X_d \) with \( d | n \). It follows readily from this (by induction) that \( \Sigma_n(X; Y) \) and \( \Pi_n(X; Y) \) involve only those \( X_d \) and \( Y_d \) for which \( d | n \). This proves the lemma, because also \( \Pi_n(X; Y) \equiv 0 \mod(X_1, \ldots, X_n) \).

17.4.4 Definitions For each supernatural number \( n \) and ring \( A \), we define a ring of Witt vectors \( W_n(A) \) as
\[
W_n(A) = W(A)/\mathcal{A}_n(A)
\]

It is easy to check that if \( \phi: A \to B \) is a ring homomorphism, then \( W(\phi)\mathcal{A}_n(A) \subset \mathcal{A}_n(B) \), so that \( W(\phi) \) induces a homomorphism
\[
W_n(\phi): W_n(A) \to W_n(B)
\]

making \( W_n \) into a functor \( \text{Ring} \to \text{Ring} \). We shall use \( \varepsilon_n \) or occasionally \( \varepsilon_{n,A} \) to denote the canonical (functorial) projection \( W(A) \to W_n(A) \). The induced projections \( W_n(A) \to W_m(A) \) if \( n | m \) are denoted \( \varepsilon_{n,m} \). Both \( \varepsilon_n \) and \( \varepsilon_{n,m} \) are functor homomorphisms between ring-valued functors.

Now let \( n \in \mathbb{N}(n) \), then because \( w_m f_n = w_m \), it follows that \( f_n \mathcal{A}_n \subset \mathcal{A}_n \) for all \( n \in \mathbb{N}(n) \) (this is proved first for characteristic zero rings and then for all rings, as usual). It follows that \( f_n: W(A) \to W(A) \) induces a homomorphism of rings \( W_n(A) \to W_n(A) \) for all \( n \in \mathbb{N}(n) \) which we shall also denote \( f_n \). (If \( n \notin \mathbb{N}(n) \), then \( f_n: W_n(A) \to W_n(A) \) is not defined.) With respect to the \( V_n \) we have \( V_n \mathcal{A}_n \subset \mathcal{A}_n \) for all \( n \in \mathbb{N} \) and in fact if \( n \notin \mathbb{N}(n) \), then \( V_n W_n(A) \subset \mathcal{A}_n \) so that the \( V_n \) induce additive endomorphisms \( V_n: W_n(A) \to W_n(A) \) for all \( n \in \mathbb{N} \). But the only interesting ones are the \( V_n \) with \( n \in \mathbb{N}(n) \) because \( V_n = 0: W_n(A) \to W_n(A) \) if \( n \notin \mathbb{N}(n) \).

In particular if \( n = p^\infty \), then the only Frobenius homomorphisms \( W_{p^n}(A) \to W_{p^m}(A) \) are the powers of \( f_p \) and the only nonzero Verschiebung maps are the powers of \( V_p \).

17.4.5 Description of \( W_n(A) \) The functor \( W_n \) enjoys the following properties (cf. also Lemma (17.4.9)):

(i) As a set, \( W_n(A) = \{(a_d)_{d \in \mathbb{N}(n)} | a_d \in A\} \).

(ii) \( W_n(\phi)((a_d)) = (\phi(a_d)) \).

(iii) \( w_n: W_n(A) \to A \) is a homomorphism of rings for all \( n \in \mathbb{N}(n) \).

(Note that \( w_n: W_n(A) \to A \) for \( n \in \mathbb{N}(n) \) is well defined because \( w_n(a_1, a_2, \ldots) \) "uses" only the \( a_d \) with \( d \) a divisor of \( n \).)
And conversely \( W_n \) is the unique functor \( \text{Ring} \to \text{Ring} \) that enjoys these properties.

Taking \( n = p^\infty \) for a fixed prime number \( p \), we obtain, for example, that \( W_{p^\infty} \) is the following ring-valued functor; as a set-valued functor

\[
W_{p^\infty}(A) = \{ (a_p, a_{p^2}, a_{p^3}, \ldots) \mid a_{p^i} \in A \}
\]

for which it is very tempting to write

\[
W_{p^\infty}(A) = \{ (b_0, b_1, b_2, \ldots) \mid b_i \in A \}
\]

and \( W_{p^\infty}(\phi)(b_0, b_1, \ldots) = (\phi(b_0), \phi(b_1), \ldots) \) for \( \phi: A \to B \). The \( w_n \) for \( n \in \mathbb{N}(p^\infty) \) are the \( w_{p^i} \) which are equal to

\[
w_{p^i}(a_{p^0}, a_{p^1}, a_{p^2}, \ldots) = a_{p^0}^{p^i} + p a_{p^1}^{p^{i-1}} + \cdots + p^i a_{p^i}
\]

or in terms of the \( b_0, b_1, \ldots \)

\[
w_p(b_0, b_1, b_2, \ldots) = b_0^{p^i} + p b_1^{p^{i-1}} + \cdots + p^i b_i
\]

which are the "classical" Witt polynomials so that \( W_{p^\infty}(A) \) is the (classical) ring of Witt vectors of infinite length associated to the prime \( p \).

\subsection{(17.4.6) Caveat}

If \( n \in \mathbb{N} \) is considered as a supernatural number, then \( W_n(A) \) is not ring of generalized Witt vectors of length \( n \), i.e., \( W_n(A) \) is not \( \{ (a_1, \ldots, a_n) \mid a_i \in A \} \) with the Witt addition and multiplication. These truncated rings of Witt vectors do not fall under the scheme given above but require separate definition. For each \( n \in \mathbb{N} \), let \( \mathfrak{a}_n(A) = \{ (a_1, a_2, \ldots) \in W(A) \mid a_i = 0 \text{ for } i \leq n \} \)

The \( \mathfrak{a}_n(A) \) are clearly ideals in \( W(A) \) because \( \Sigma_i X_i Y_i \equiv 0 \text{ mod}(X_1, \ldots, X_n; Y_1, \ldots, Y_n) \) if \( i \leq n \) and \( \Pi_i \equiv 0 \text{ mod}(X_1, \ldots, X_n) \) if \( i \leq n \). We now define for each \( n \in \mathbb{N} \), \( W^*_n(A) = W(A)/\mathfrak{a}_n(A) \). These are also functors \( \text{Ring} \to \text{Ring} \) and admit of a similar description as the functors \( W_n \).

Note that \( W^{*n}(A) \) (no bar!) is the (classical) ring of Witt vectors of length \( n + 1 \) associated to the prime \( p \). In the literature (e.g., [361]) one often finds the notation \( W_{n+1}(A) \) for this ring (\( p \) being understood).

\subsection{(17.4.7) Remarks}

(i) There are natural (surjective) ring homomorphisms \( W^*_n(A) \to W^*m(A) \) if \( n \geq m \) and \( W(A) = \varprojlim W^*_n(A) \).

(ii) There are also natural surjective ring homomorphisms \( W_{p^n}(A) \to W_{p^m}(A) \) if \( n \geq m \) and \( W_{p^n}(A) = \varprojlim W_{p^m}(A) \).

\subsection{(17.4.8) Teichmüller mapping}

For all supernatural numbers \( n \) we define a map \( \tau: A \to W^*_n(A) \) as \( \tau(a) = (b_d)_{d \in \mathbb{N}(n)} \) with \( b_d = 0 \) if \( d \neq 1 \) and \( b_1 = a \). This mapping is multiplicative, i.e., \( \tau(ab) = \tau(a) \tau(b) \), because \( w_n(a, 0, 0, \ldots) w_n(b, 0, 0, \ldots) = a^n b^n = w_n(ab, 0, 0, \ldots) \) for all \( n \in \mathbb{N} \cup \{ 0 \} \).
The following lemma is often useful in calculations.

\textbf{Lemma} Let \( a = (a_d), b = (b_d) \) be two elements of \( W_n(A) \) and suppose that for all \( d \in \mathbb{N}(n) \), \( a_d = 0 \) or \( b_d = 0 \). Then \( a + b = (a_d + b_d) \).

\textbf{Proof} It suffices to prove this for characteristic zero rings \( A \). We then have for \( n \in \mathbb{N}(n) \)
\[
w_n((a_d + b_d)) = \sum_{d \in \mathbb{N}} d(a_d + b_d)^{n/d}
\]
\[
= \sum_{d \in \mathbb{N}} (a_d^{n/d} + b_d^{n/d}) = w_n((a_d)) + w_n((b_d))
\]
because \((a_d + b_d)^{n/d} = a_d^{n/d} + b_d^{n/d}\) if \( a_d = 0 \) or \( b_d = 0 \). This proves the lemma.

\textbf{Corollary} Every element \( a = (a_d) \in W_n(A) \) can be written (uniquely) as a sum
\[
a = \sum_{d \in \mathbb{N}(n)} V_d(\tau(a_d))
\]

\textbf{Corollary} Suppose that \( A \) is a perfect field of characteristic \( p > 0 \) and let \( b = (b_0, b_1, \ldots) \in W_p(A) \), then
\[
b = \sum_{i=0}^{\infty} \tau(b_i^{p^{-1}})p^i
\]
and this is the unique way of writing \( b \) as a sum \( \sum \tau(c_i)p^i \).

\textbf{Proof} This follows from (17.4.10) because \( f_p^i V_p = p = V_p f_p^i \) and \( f_p^i(\tau(a_i^{-p})) = \tau(a_i^{-p})p^i = \tau(a_i) \) if \( A \) is of characteristic \( p \); cf. (17.3.21).

\textbf{Valuation} Let \( A \) be a perfect field of characteristic \( p > 0 \). For each \( b = (b_0, b_1, \ldots) \in W_{p^\infty}(A) \), we define \( v(b) \) as the largest \( k \in \mathbb{N} \cup \{0\} \cup \{\infty\} \) such that \( b_i = 0 \) for all \( i < k \). That is, \( v(b) = \infty \) if and only if \( b = 0 \), and \( v(b) = k \) means that \( b_0 = b_1 = \cdots = b_{k-1} = 0 \) and \( b_k \neq 0 \). We claim that \( v: W_{p^\infty}(A) \rightarrow \mathbb{N} \cup \{0, \infty\} \) is a (nonarchimedean exponential) valuation; i.e., that this function satisfies the conditions
\[
v(b) = \infty \iff b = 0, \quad v(ab) = v(a) + v(b)
\]
\[
v(a + b) > \min\{v(a), v(b)\}
\]
Of these conditions the first holds by definition, and the third is immediate from the definition of \( v \). To prove the second condition we can assume that \( a \neq 0 \) and \( b \neq 0 \) let \( v(a) = k, v(b) = l \). Then by Corollary (17.4.11) we have
\[
ab = \tau(a_k^{p^{-k}})\tau(b_l^{p^{-l}})p^{k+l} + p^{k+l+1}c
\]
for some element \( c \in W_{p^\infty}(A) \). Writing \( c \) in the form \( c = \sum \tau(c_i^{p^{-i}})p^i \), we see that \( ab \) can be written
\[
ab = \tau(a_k^{p^{-k}})\tau(b_l^{p^{-l}})p^{k+l} + \sum_{i=0}^{\infty} \tau(c_i^{p^{-i}})p^{k+l+1+i}
\]
which by the uniqueness part of Corollary (17.4.11) means that \( v(ab) = k + l \).
(17.4.14) **Corollary** \( W_{p^\infty}(A) \) is an integral domain if \( A \) is a perfect field of characteristic \( p > 0 \).

(17.4.15) **Lemma** \( W_{p^\infty}(A) \) is complete in the topology induced by the valuation \( v \).

**Proof** From (17.4.10) and the definition of \( v \) we have that \( v(b) > k \) is equivalent to the statement that the image of \( b \) in \( W_{p^{k-1}}(A) \) is zero. The lemma now follows from \( \lim W_{p^n}(A) = W_{p^\infty}(A) \).

(17.4.16) **Lemma** Let \( A \) be a field of characteristic \( p > 0 \). Then every \( b \in W_{p^\infty}(A) \) such that \( b_0 \neq 0 \) is a unit in \( W_{p^\infty}(A) \). That is, \( b \) is a unit if \( v(b) = 0 \).

**Proof** Write \( b = \sum_{i=1}^{\infty} \tau(c_i)p^i \). Because \( b_0 \neq 0 \) we have (setting \( a^{(1)} = \tau(b_0^{-1}) \))

\[
a^{(1)}b = 1 + \sum_{i=1}^{\infty} \tau(c_i)p^i
\]

Assume that \( b^{(k)} \in W_{p^\infty}(A) \) is of the form \( 1 + \sum_{i=k}^{\infty} \tau(c_i)p^i \). Let \( a^{(k)} = 1 - p^i\tau(c_i) \), then \( a^{(k)}b^{(k)} = 1 + \sum_{i=k+1}^{\infty} \tau(c_i)p^i \). One easily checks (using (17.4.13)) that the sequence \( (a^{(k)}a^{(k-1)}a^{(2)}a^{(1)})_k \) is a fundamental sequence, which by (17.4.15) converges to an element \( a \in W_{p^\infty}(A) \). It follows that \( ab = 1 \).

(17.4.17) **Proposition** Let \( k \) be perfect field of characteristic \( p > 0 \), let \( R \) be a complete noetherian local ring with residue field \( k \) and let \( \rho: R \to k \) be the natural projection. Then there is a unique ring homomorphism \( \phi: W_{p^\infty}(k) \to R \) such that \( \rho \phi = w_1 = w_{p^0}: W_{p^\infty}(k) \to k \). And if \( R \) is a discrete valuation ring and \( p \neq 0 \) in \( R \), then \( R \) is a free finite \( W_{p^\infty}(k) \)-module of rank \([R/pR: k]\). In particular, if \( R/pR = k \), then \( R = W_{p^\infty}(k) \).

**Proof** We first prove the uniqueness of \( \phi \) (if it exists at all). To this end recall that for every complete noetherian ring \( R \) with residue field \( k \) there is a unique Teichmüller mapping \( \tau: k \to R \), such that \( \tau(x)^p = \tau(x^p) \) for all \( x \in k \) (and then one also has \( \tau(x^y) = \tau(xy) \)). This mapping \( \tau \) is constructed as follows: let \( x \in k \), let \( T(n, x) = \{ y \in R \mid \rho(y) = x^p^n \} \) and \( U(n, x) = \{ y^{p^n} \mid y \in T(n, x) \} \). Then \( U(n, x) \subset T(0, x) \). Further, if \( z, z' \in U(n, x) \), then \( z \equiv z' \mod(m_n^{n+1}) \) (where \( m_n \) is the maximal ideal of \( R \)) because \( z = y^{p^n}, z' = y'^{p^n} \) with \( y, y' \) both in \( T(n, x) \), hence \( y \equiv y' \mod(m_n \) R). Because \( R \) is complete and Hausdorff, there is for every \( x \in k \) a unique \( \tau(x) \in R \) such that \( \tau(x) \in U(n, x) \) for all \( n \in \mathbb{N} \). In case \( R = W_{p^\infty}(k) \), \( \tau \) is the Teichmüller mapping of (17.4.8).

Now suppose that there are two ring homomorphisms \( \phi, \phi': W_{p^\infty}(k) \to R \) such that \( \rho \phi = \rho \phi' = w_1 \), then by the uniqueness of the Teichmüller mapping for \( R \) we must have \( \phi(\tau(x)) = \phi'(\tau(x)) \) for all \( x \in k \). By Corollary (17.4.11) this implies \( \phi = \phi' \).

To prove existence, consider the canonical ring homomorphisms \( w_{p^n}: W_{p^n}(R) \to R \). If \( r_i \in m_R \), the maximal ideal of \( R \), then \( w_{p^n}(r_0, \ldots, r_n) \in m_R^{n+1} \),
which means that we have a unique well-defined ring homomorphism \( \psi_n: W_p^n(k) \rightarrow R/m_R^{n+1} \) such that the following diagram is commutative

\[
\begin{array}{c}
W_p^n(R) \xrightarrow{w_p^n} R \\
\downarrow \quad \downarrow \\
W_p^n(k) \xrightarrow{\psi_n} R/m_R^{n+1}
\end{array}
\]

(where the right-hand vertical arrow is the canonical projection). Let \( \chi: k \rightarrow k \) be the homomorphism \( x \mapsto x^{p-1} \) and define \( \phi_n = \psi_n \circ W_p^n(\chi^n) \). Then for all \( r_0, \ldots, r_n \in R \)

\[
\phi_n(\rho(r_0^n), \ldots, \rho(r_n^n)) = r_0^n + p\alpha_1^{p-1} + \cdots + p^n \alpha_n \pmod{m^{n+1}}
\]

It follows that \( \phi = \lim_{n \to \infty} \phi_n: W_{p^n}(k) \rightarrow R \) exists and is a ring homomorphism with the required properties. The remainder of the proposition follows by some standard commutative algebra, e.g., [43, Chapter III, Section 2, Corollary 3 of Proposition 12 and Proposition 13]. (NB we have already shown directly that \( W_p^n(F_p) = Z_p \) in Section 15.4; a similar technique works for \( W_p^n(F_q) \) also; cf. Section 25.3.)

\[\textbf{17.4.18} \text{ Remark} \quad \text{Let } A_n \text{ be the ring of integers of the unramified extension of degree } n \text{ of } Q_p. \text{ Then by Hensel's lemma all the } p^n - 1 \text{ roots of unity exist in } A_n. \text{ Let } \tau: F_{p^n} \rightarrow A_n \text{ be the mapping that takes } 0 \text{ to } 0 \text{ and } x \in F_{p^n} \text{ to the unique } (p^n - 1)-\text{th root of unity lying over } x. \text{ Then } \tau \text{ is the Teichmüller mapping (i.e., the unique map commuting with } p \text{th powers) and the unique isomorphism } \phi: W_{p^n}(F_p) \rightarrow A_n \text{ which reduces to the identity mod } p \text{ is}
\]

\[
\phi(x_0, x_1, x_2, \ldots) = \sum_{i=1}^{\infty} \tau(x_i^{p^{-1}})p^i
\]

To conclude this section we discuss the one prime number version of the isomorphism \( E_A: W(A) \rightarrow \Lambda(A) \). Choose a prime number \( p \). Let \( \hat{\epsilon}_p: \mathcal{E}(\hat{\mathbb{G}}_m^-; A) \rightarrow \mathcal{E}_p(\hat{\mathbb{G}}_m^-; A) \) be the canonical projection from the group of curves in \( \hat{\mathbb{G}}_m^- \) to the group of \( p \)-typical curves in \( \hat{\mathbb{G}}_m^- \). Let \( \beta \) be the isomorphism \( \mathcal{E}(\hat{\mathbb{G}}_m^-; A) \rightarrow \Lambda(A), \gamma(t) \mapsto 1 - \gamma(t) \), and let \( \Lambda_{p^n}(A) = \beta(\mathcal{E}_p(\hat{\mathbb{G}}_m^-; A)) \); i.e., if \( A \) is of characteristic zero, the elements of \( \Lambda_{p^n}(A) \) are the power series \( 1 + a_1 t + a_2 t^2 + \cdots \) such that \( \log(1 + a_1 t + \cdots) = \sum c_i p^i \) for certain \( c_i \in A \otimes Q \), and let \( \hat{\epsilon}_p = \beta_p \hat{\epsilon}_p \beta^{-1} \) where \( \beta_p \) is the restriction of \( \beta \) to \( \mathcal{E}_p(\hat{\mathbb{G}}_m, A) \).

Let \( \Phi(y) \) be the power series in \( Q[y] \)

\[\Phi(y) = \prod_{(p,n)=1} \frac{1 - y^n}{1 - \mu(n)/n}\]

\[\textbf{17.4.20} \text{ Lemma} \quad \Phi(y) \text{ has its coefficients in } Z_{(p)}[y].
\]

\[\textbf{Proof} \quad \text{This is part of Lemma (17.2.14).}\]
Remark and second proof

(17.4.21) \[ 1 - \Phi(t) = \hat{\epsilon}_p(\gamma_0(t)) \]
where \( \gamma_0(t) \) is the curve \( \gamma_0(t) = t \).

We now define \( \check{E}_{A, p}: W_{p^\infty}(A) \to \Lambda_{p^\infty}(A) \) by the formula

(17.4.22) \[ \check{E}_{A, p}(a_0, a_1, a_2, \ldots) = \prod_{i=0}^{\infty} \Phi(a_it^{p^i}) \]

\[ \blacksquare \textbf{(17.4.23) Proposition} \] \( \check{E}_{A, p}: W_{p^\infty}(A) \to \Lambda_{p^\infty}(A) \) is a functorial isomorphism of rings and the diagram

(17.4.24) \[
\begin{array}{ccc}
W(A) & \xrightarrow{\check{E}_A} & \Lambda(A) \\
\downarrow \varepsilon_{p^\epsilon, A} & & \downarrow \varepsilon_{p^\epsilon, A} \\
W_{p^\infty}(A) & \xrightarrow{\check{E}_{A, p}} & \Lambda_{p^\infty}(A)
\end{array}
\]

is (functorially) commutative. The projection \( \varepsilon_{p^\epsilon, A} \) is a ring homomorphism.

**Proof** The right-hand square of (17.4.24) is commutative by the definition of \( \varepsilon_{p^\epsilon, A} \) and \( \beta_p \). To see that the left-hand square is commutative remark that

(17.4.25) \[ 1 - \Phi(a_it^{p^i}) = \hat{\epsilon}_p(a_it^{p^i}) \]

Indeed by the definition of \( \hat{\epsilon}_p \) (cf. (16.3.11))

\[
\hat{\epsilon}_p(a_it^{p^i}) = \sum_{(p,n)=1}^{\infty} \frac{\mu(n)}{n} V_nf_n(a_it^{p^i})
\]

\[ = \sum_{(p,n)=1}^{\infty} \frac{\mu(n)}{n} V_nV_{p^i}(a_it) \]

\[ = \sum_{(p,n)=1}^{\infty} \frac{\mu(n)}{n} V_nV_{p^i}(a^i_t) \]

\[ = \sum_{(p,n)=1}^{\infty} \frac{\mu(n)}{n} a^i_{t^{np^i}} \]

\[ = 1 - \prod_{(p,n)=1}^{\infty} (1 - a^i_{t^{np^i}})^{\mu(n)/n} \]

And

(17.4.26) \[ \hat{\epsilon}_p(at^r) = 0 \]
if \( r \) is not a power of \( p \). Indeed (in the characteristic zero case) \( \log(at^r) = \sum_{n=1}^{\infty} n^{-1} (-1)^{n+1} t^n \) and setting all coefficients of non-\( p \)-powers zero in \( \log(at^r) \) hence gives zero if \( r \) is not a power of \( p \). By functoriality (17.4.26) is also true in general.

Because \( \bar{E}_A \) and \( \varepsilon^\Lambda_{p,A} \) are both additive, (17.4.25) and (17.4.26) together prove the commutativity of the left-hand square of (17.4.24). Now \( \bar{e}_p \) is surjective (if \( \gamma(t) \) is \( p \)-typical, then \( \bar{e}_p(\gamma(t)) = \gamma(t) \)) so \( \varepsilon^\Lambda_{p,A} \) is surjective, which proves that \( \bar{E}_{A,p} \) is surjective. \( \bar{E}_{A,p} \) is additive because \( \varepsilon^\Lambda_{p^\infty,A}, \varepsilon^\Lambda_{p,A}, \) and \( \bar{E}_A \) are all additive and \( \varepsilon^\Lambda_{p^\infty,A} \) is surjective. So to prove that \( \bar{E}_{A,p} \) is bijective it suffices to show that \( \bar{E}_{A,p}(a_1, a_2, \ldots) \neq 1 \) if \( (a_0, a_1, a_2, \ldots) \neq 0 \). Let \( a_i \) be the first coordinate of \( (a_0, a_1, a_2, \ldots) \) that is nonzero, then \( \bar{E}_{A,p}(a_0, a_1, a_2, \ldots) \equiv (1 - a_i t^{p^i}) \mod t^{p^{i+1}} \). Further, to check that \( \varepsilon^\Lambda_{p,A} \) preserves multiplication it suffices to check that \( s_n(\varepsilon^\Lambda_{p,A}) \) does so for all \( n \) (and characteristic zero rings \( A \)). But as is easily checked

\[
\begin{align*}
(17.4.27) & \quad s_n(\varepsilon^\Lambda_{p,A}) = 0 \quad \text{if} \quad n \text{ is not a power of } p \\
& \quad s_p(\varepsilon^\Lambda_{p,A}) = s_p & \text{for} & \quad i = 0, 1, 2, \ldots
\end{align*}
\]

This proves that \( \varepsilon^\Lambda_{p,A} \) is multiplicative; in addition \( \varepsilon^\Lambda_{p,A}(1 - t) = \Phi(t) \) is the unit element of \( \Lambda_{p^\infty}(A) \) by (17.2.14), so that \( \varepsilon^\Lambda_{p,A} \) is a ring homomorphism. This also proves that \( \bar{E}_{A,p} \) is a ring homomorphism because \( \varepsilon_{p^\infty,A}, \bar{E}_A, \) and \( \varepsilon^\Lambda_{p,A} \) are ring homomorphisms and \( \varepsilon^\Lambda_{p^\infty,A} \) is surjective.

### 17.5 The "classical" Artin–Hasse exponential series

Here we define the "classical" Artin–Hasse exponential series as it is defined in, e.g., Whaples [438]. This mapping is a lift of the isomorphism \( \bar{E}_{A,p} \) of (17.4.24). We use again the power series

\[
(17.5.1) \quad \Phi(y) = \prod_{(p,n)=1} (1 - y^n)^{\mu(n)/n}
\]

which according to Lemma (17.4.20) has its coefficients in \( \mathbb{Z}_{(p)} \).

Now let \( A \) be a perfect field of characteristic \( p > 0 \). Every element of \( W_{p^\infty}(A) \) can be written uniquely as a sum:

\[
(17.5.2) \quad (b_0, b_1, \ldots) = b = \sum_{i=0}^{\infty} \tau(b_i p^{-i}) p^i
\]

One now defines the Artin–Hasse exponential mapping \( E_{A,p} : W_{p^\infty}(A) \to \Lambda(W_{p^\infty}(A)) \) by the formula

\[
(17.5.3) \quad E_{A,p}(b, t) = \prod_{i=0}^{\infty} (\Phi(\tau(b_i p^{-i}) p^i))^{p^i}
\]
(17.5.4) Proposition The mapping $E_{A,p}: W_{p^\infty}(A) \to \Lambda(W_{p^\infty}(A))$ is a homomorphism of the abelian groups underlying the rings $W_{p^\infty}(A)$ and $\Lambda(W_{p^\infty}(A))$ and $E_{A,p}$ is also multiplicative (i.e., $E(ab, t) = E(a, t) \ast E(b, t)$, $E(a + b, t) = E(a, t)E(b, t)$, $E(0, t) = 1$, $E(-a, t) = E(a, t)^{-1}$).

(17.5.5) Remark $E_{A,p}$ is not a homomorphism of rings $W_{p^\infty}(A) \to \Lambda(W_{p^\infty}(A))$; it does not preserve unit elements.

Indeed, $E((1, 0, 0, \ldots)) = \prod_{(n,p)=1} (1 - t^n)^{u(n)/n}$ and if $p \neq 2$, one easily checks that $\prod_{(n,p)=1} (1 - t^n)^{u(n)/n} \equiv 1 - t - \frac{1}{2}t^2 \mod(t^3)$ in $Z_{(p)}[[t]]$. But the unit element of $\Lambda(W_{p^\infty}(A))$ is $1 - t$, so that $E$ does not map the unit element of $W_{p^\infty}(A)$ to the unit element of $\Lambda(W_{p^\infty}(A))$. The reason for this is that $E_{A,p}$ is in fact a homomorphism of rings $W_{p^\infty}(A) \to \Lambda_{p^\infty}(W_{p^\infty}(A))$, but as we have seen (cf. Corollary (17.2.17)) the inclusion $\Lambda_{p^\infty}(W_{p^\infty}(A)) \subseteq \Lambda(W_{p^\infty}(A))$ is not a homomorphism of rings.

(17.5.6) Remark For the moment $E_{A,p}$ is also only defined for perfect characteristic $p$ fields $A$. We shall later see however (cf. Propositions (17.6.25) and (17.6.26)) that there is a mapping $E_{A,p}: W_{p^\infty}(A) \to \Lambda(W_{p^\infty}(A))$ with the properties listed in (17.5.4) for all $Z_{(p)}$-algebras $A$ compatible with the homomorphisms $W_{p^\infty}(\phi)$ and $\Lambda(W_{p^\infty}(\phi))$ induced by ring homomorphisms $\phi: A \to B$. Thus we have a morphism of functors $E_{p^\infty}: W_{p^\infty}(\cdot) \to \Lambda(W_{p^\infty}(\cdot))$.

(17.5.7) Addendum (to Proposition (17.5.4)) $E_{A,p}$ maps $W_{p^\infty}(A)$ into $\Lambda_{p^\infty}(A)$ (as is shown by (17.5.9)) and the following diagram is (functorially) commutative

$$
\begin{array}{ccc}
W_{p^\infty}(A) & \xrightarrow{E_{A,p}} & \Lambda_{p^\infty}(W_{p^\infty}(A)) \subseteq \Lambda(W_{p^\infty}(A)) \\
 & \searrow_{E_{A,p}} & \downarrow_{\Lambda_{p^\infty}(w_1)} \\
 & & \Lambda_{p^\infty}(A)
\end{array}
$$

so that $E_{A,p}$ is so to speak a lift of the isomorphism $\bar{E}_{A,p}$ (All arrows in the diagram above with the exception of the inclusion on the right are ring homomorphisms.)

(17.5.8) Proof of Proposition (17.5.4) $W_{p^\infty}(A)$ is of characteristic zero (Proposition (17.4.17)); so to prove the relations $E(ab, t) = E(a, t) \ast E(b, t)$, $E(a + b, t) = E(a, t)E(b, t)$, $E(0, t) = 1$, $E(-a, t) = E(a, t)^{-1}$, it suffices to prove that the composed maps

$$
W_{p^\infty}(A) \xrightarrow{E} \Lambda(W_{p^\infty}(A)) \xrightarrow{\delta_n} W_{p^\infty}(A)
$$

satisfy the corresponding identities.
We calculate
\begin{align*}
(17.5.9) \quad \log(E(b, t)) &= \sum_{i=0}^{\infty} p^i \log(\Phi(\tau(b_i^{-1})t)) \\
&= \sum_{i=0}^{\infty} p^i \sum_{(s,p)=1}^{\infty} \frac{\mu(s)}{s} \log(1 - \tau(b_i^{-1})^st) \\
&= -\sum_{i=0}^{\infty} p^i \sum_{(s,p)=1}^{\infty} \frac{\mu(s)}{s} \sum_{k=1}^{\infty} \frac{1}{k} \tau(b_i^{-1})^{sk}t^k \\
&= -\sum_{i=0}^{\infty} p^i \sum_{r=1}^{\infty} \sum_{(s,p)=1}^{\infty} \frac{\mu(s)}{r} \tau(b_i^{-1})^rt^r \\
&= -\sum_{i=0}^{\infty} p^i \sum_{l=0}^{\infty} p^{-l} \tau(b_i^{-1})^{p^lt^l} \\
\end{align*}
where for last equality we have used that
\[
\sum_{(s,p)=1}^{\infty} \mu(s) = \begin{cases} 
0 & \text{if } r \text{ is not a power of } p \\
1 & \text{if } r \text{ is a power of } p
\end{cases}
\]

From (17.5.9) we find that
\begin{align*}
(17.5.10) \quad -t \frac{d}{dt} \log(E(b, t)) &= \sum_{i=0}^{\infty} \sum_{l=0}^{\infty} p^i \tau(b_i^{-1})^{p^lt^l} \\
\end{align*}
Now because \( p = V_p f_p \) and \( f_p(c_0, c_1, \ldots) = (c_0^p, c_1^p, \ldots) \) and \( \tau \) is multiplicative, \( p^i \tau(b_i^{-1})^{p^l} = (0, 0, \ldots, 0, b_i^p, 0, \ldots, 0, \ldots) \) with \( b_i^p \) in the \((i + 1)\)th spot. Using (17.4.9), we see that
\begin{align*}
(17.5.11) \quad \sum_{i=0}^{\infty} p^i \tau(b_i^{-1})^{p^l} &= (b_0^1, b_1^1, b_2^1, \ldots) = f_p(b) \\
\end{align*}
So we see that \( s_\eta \circ E = 0 \) if \( \eta \) is not a power of \( p \) and \( s_{p^l} \circ E = f_p \circ W_{p^l}(A) \rightarrow W_{p^l}(A) \). The zero map and the ring homomorphisms \( f_p \) all satisfy the required properties. This concludes the proof of (17.5.4).

\( \text{(17.5.12) The next things we want to do is to define a ring homomorphism } \Delta_A: W(A) \rightarrow W(W(A)) \text{ which generalizes the Artin–Hasse exponential mapping in the sense that the following diagram is commutative} \)
where all the unlabeled arrows are induced by the natural projectors $W(A) \to W_p(A)$, and where $\varepsilon_p: \mathcal{C}(\hat{G}_m^-; W(A)) \to \mathcal{C}(\hat{G}_m^-; W(A))$ is the composite of the projection "make curves $p$-typical" $\varepsilon_p: \mathcal{C}(\hat{G}_m^-; W(A)) \to \mathcal{C}(\hat{G}_m^-; W(A))$ and the inclusion $\mathcal{C}_p(\hat{G}_m^-; W(A)) \to \mathcal{C}(\hat{G}_m^-; W(A))$, and where $\varepsilon_p^\Lambda = \beta \varepsilon_p \beta^{-1}$ (with $\beta$ the isomorphism $\gamma(t) \mapsto 1 - \gamma(t)$).

This will be done in 17.6.

17.6 The functor homomorphism $\Delta: W(-) \to W(W(-))$

To define this functor homomorphism of ring functors we use a series of lemmas.

(17.6.1) **Lemma** Let $A$ be a characteristic zero ring with endomorphisms $\phi_p: A \to A$ for all prime numbers $p$ such that $\phi_p(a) \equiv a^p \mod pA$ for all $a \in A$. Let $a_n \in A$ for $n \in \mathbb{N}$ be a series of elements such that for all $n$ and $p$

$\phi_p(a_n) \equiv a_{np} \mod (p^{v_p(n)} + 1)$

where (as usual) $v_p(n) = k$ if $n = p^k m$ with $m \in \mathbb{N}$, $(m, p) = 1$. Then there exist unique elements $b_1, b_2, \ldots, \in A$ such that $w_n(b) = a_n$ for all $n \in \mathbb{N}$.

**Proof** Let $\tilde{E}: W(A) \to \Lambda(A)$ be the isomorphism of (17.2.7). Then $\tilde{w}_n(b) = a_n$ for all $n$ is the same as $s_n \tilde{E}(b) = a_n$ for all $n$, which, using the isomorphism $\beta: \mathcal{C}_p(\hat{G}_m^-; A) \cong \Lambda(A)$, $\gamma(t) \mapsto 1 - \gamma(t)$, is in turn the same thing as

$f(1 - E(b)) = \sum_{n=1}^{\infty} n^{-1} a_n t^n = g(t)$

where

$\log \mathcal{C}_n^- (X) = X + 2^{-1} X^2 + 3^{-1} X^3 + \cdots$

So what we have to prove is that $f^{-1}(g(t))$ has integral coefficients. Now $f(X)$, as a power series over $A$, satisfies the functional equation

$f(X) - p^{-1}(\phi_p)_* f(X^p) \in A[[X]] \otimes \mathbb{Z}_p$

Let $g(t) = \sum_{n=1}^{\infty} n^{-1} a_n t^n$, then $a_{pm} \equiv \phi_p(a_n) \mod (p^{v_p(n)} + 1)$ means precisely that

$g(t) - p^{-1}(\phi_p)_* g(t^p) \in A[[t]] \otimes \mathbb{Z}_p$

So the functional equation lemma combined with sublemma (17.6.6) below says that $f^{-1}(g(t))$ is indeed integral. (The condition $\phi_p(a) \equiv a \mod pA$ is of course one of the prerequisites for the functional equation lemma to be applicable. Exercise: give a direct proof using $w_{np}(X) \equiv w_n(X^p) \mod (p^{v_p(n)} + 1)$.)

(17.6.6) **Sublemma** Let $A$ be a characteristic zero ring. Then if $b \in A \otimes \mathbb{Q}$ is in $A \otimes \mathbb{Z}_p$ for all primes $p$, then $b \in A$.

**Proof** Since $b$ is in $A \otimes \mathbb{Q}$, we can write $b$ as $b = n^{-1} x$ with $x \in A$, $n \in \mathbb{N}$. Write $n$ as a product $pm = n$ with $p$ a prime number. Because $b \in \mathbb{Z}_p \otimes A$, we
can also write \( b = l^{-1}y \) with \( l \in \mathbb{N}, (l, p) = 1 \). Because \((l, p) = 1\), there are \( r, s \in \mathbb{Z} \) such that \( rp + sl = 1 \). We have \( b = n^{-1}x = l^{-1}y \), hence \( lx = ny \) and \( s lx = s ny + rpx \), i.e., \( x \) is divisible by \( p \), so that we can also write \( b = \bar{n}^{-1} \bar{x} \) with \( \bar{x} \in A, \bar{n} \in \mathbb{N}, \bar{n} < n \). Continuing in this way we see that \( b \in A \). Q.E.D.

There is also a one prime version of Lemma (17.6.1), which we state without proof. (The proof being virtually identical.)

(17.6.7) Lemma Let \( p \) be a fixed prime number. Let \( A \) be a ring without \( p \)-torsion with an endomorphism \( \phi_p: A \to A \) such that \( \phi_p(a) \equiv a^p \mod(pA) \) for all \( a \in A \). Let \( a_{p^0}, a_{p^1}, \ldots \) be a series of elements of \( A \) such that \( \phi_p(a_{p^l}) \equiv a_{p^{l+1}} \mod(p^{l+1}A) \). Then there are unique elements \( b_{p^0}, b_{p^1}, \ldots, \in A \) such that \( w_{p^n}(b) = a_{p^n} \) for all \( n \in \mathbb{N} \cup \{0\} \).

(17.6.8) Lemma Let \( A \) be a characteristic zero ring with endomorphisms \( \phi_n: A \to A \) for all \( n \in \mathbb{N} \) such that \( \phi_1 = id \) and \( \phi_n \phi_m = \phi_{nm} \) and such that \( \phi_p(a) \equiv a^p \mod(pA) \) for all prime numbers \( p \) and \( a \in A \). Then there exists a unique homomorphism of rings \( D_A: A \to W(A) \) such that \( w_n \circ D_A = \phi_n \) for all \( n \in \mathbb{N} \).

Proof Take \( a \in A \) and set \( a_n = \phi_p(a) \). Then we have \( \phi_p(a_n) = a_{np} \) so we can apply Lemma (17.6.1) to find unique \( b_1, b_2, \ldots, \in A \) such that \( w_n(b) = a_n \). We define \( D(a) = (b_1, b_2, \ldots) \), then obviously \( w_n D = \phi_n \). Because \( A \) is of characteristic zero, to prove that \( D \) is a homomorphism of rings it suffices to check that the \( w_n D = \phi_n \) are homomorphisms of rings, which they are by hypothesis. Q.E.D.

The one prime version of Lemma (17.6.8) is

(17.6.9) Lemma Let \( p \) be a fixed prime number and let \( A \) be a ring without \( p \)-torsion and with an endomorphism \( \phi_p: A \to A \) such that \( \phi_p(a) \equiv a^p \mod(pA) \) for all \( a \in A \). Then there is a unique homomorphism of rings: \( D_p: A \to W(pA) \) such that \( w_{p^n} \circ D = \phi_p^n \) for all \( n \in \mathbb{N} \cup \{0\} \).

We now want to apply Lemmas (17.6.8) and (17.6.9) to construct homomorphisms of rings \( \Delta_A: W(A) \to W(W(A)) \) and \( \Delta_{A,p}: W^p(A) \to W_{p^p}(W_{p^p}(A)) \). The role of the endomorphisms \( \phi_n \) will be played by the Frobenius endomorphisms \( f_p \). So to apply (17.6.8) and (17.6.9) we need to show that \( f_p \) satisfies \( f_p(a) \equiv a^p \mod(pW(A)) \) for \( a \in W(A) \).

(17.6.10) Lemma Let \( A \) be any ring and \( p \) a prime number. Then \( f_p(a_1, a_2, \ldots) \equiv (a_1, a_2, \ldots)^p \mod(pW(A)) \) for all \( (a_1, a_2, \ldots) \in W(A) \) and \( f_p(a_0, a_1, a_2, \ldots) \equiv (a_0, a_1, a_2, \ldots)^p \mod(pW_{p^p}(A)) \) for all \( (a_0, a_1, a_2, \ldots) \in W_{p^p}(A) \).

Proof The second statement of the lemma follows from the first because \( W(A) \to W_{p^p}(A) \) is a surjective ring homomorphism. To prove the first state-
ment we first consider the ring \( A = \mathbb{Z}[X_1, X_2, \ldots] \) and the element 
\( X = (X_1, X_2, \ldots) \in W(\mathbb{Z}[X_1, X_2, \ldots]). \) We define elements

\[ c_n(X) \in \mathbb{Q}[X_1, X_2, \ldots] \]

as

\[ c_n(X) = p^{-1}w_n(f_p(X)) - p^{-1}w_n(X)^p \]

and we are going to prove that

\begin{align}
\phi_p c_n(X) &\equiv c_p n(X) \mod (p^{\nu_p(n)+1}\mathbb{Z}[X_1, X_2, \ldots]) \\
(17.6.11) \\
c_m(X) &\in \mathbb{Z}[X_1, X_2, \ldots] \quad \text{for all } m \in \mathbb{N}. \\
(17.6.12)
\end{align}

where \( \phi_p : \mathbb{Z}[X_1, X_2, \ldots] \to \mathbb{Z}[X_1, X_2, \ldots] \) is the homomorphism \( X_i \mapsto X_i^p, \)
\( i = 1, 2, \ldots. \) To prove \((17.6.12)\) we write

\[ c_m(X) = p^{-1}w_m(f_p(X)) - p^{-1}w_m(X)^p \]

\[ = p^{-1}(w_{mp}(X) - w_m(X)^p) \in \mathbb{Z}[X_1, X_2, \ldots] \]

because \( w_{mp}(X) \equiv w_m(X^p) \mod p \) by \((17.1.6)\) and \( w_m(X)^p \equiv w_m(X^p) \mod p. \)

To prove \((17.6.11)\) we use again \((17.1.6)\); that is,

\[ w_{np}(X) \equiv w_n(X^p) \mod (p^{\nu_p(n)+1}\mathbb{Z}[X_1, X_2, \ldots]) \]

We find

\begin{align}
(17.6.13) \\
c_{np}(X) &\equiv p^{-1}w_{np}(f_p(X)) - p^{-1}w_{np}(X)^p \\
&= p^{-1}\{w_{np^2}(X) - w_{np}(X)^p\} \\
&\equiv p^{-1}\{w_{np}(X_1^p, X_2^p, \ldots) - w_{np}(X_1, X_2, \ldots)^p\} \mod (p^{\nu_p(n)+1}\mathbb{Z}[X_1, X_2, \ldots]) \]
\end{align}

Now

\[ w_{np}(X_1, X_2, \ldots) \equiv w_n(X_1^p, X_2^p, \ldots) \mod (p^{\nu_p(n)+1}\mathbb{Z}[X_1, X_2, \ldots]) \]

so that

\begin{align}
(17.6.14) \\
w_{np}(X_1, X_2, \ldots)^p &\equiv w_n(X_1^p, X_2^p, \ldots)^p \mod (p^{\nu_p(n)+2}\mathbb{Z}[X_1, X_2, \ldots]) \\
\text{Putting } (17.6.13) \text{ and } (17.6.14) \text{ together, we find } &\mod (p^{\nu_p(n)+1}\mathbb{Z}[X_1, X_2, \ldots]) \\
c_{np}(X) &\equiv p^{-1}\{w_{np}(X_1^p, X_2^p, \ldots) - (w_n(X_1^p, X_2^p, \ldots))^p\} \\
&= c_n(X_1^p, X_2^p, \ldots) = \phi_p c_n(X) \]
\end{align}

which proves the assertion \((17.6.11).\) We can now apply Lemma \((17.6.1)\) to conclude that there are \( b_1(X), b_2(X), \ldots, \in \mathbb{Z}[X_1, X_2, \ldots] \) such that

\[ p\underbrace{w_n(b_1(X), \ldots, b_n(X)) = w_n(f_p(X) - X \cdot X \cdots \cdots X)}_{p\text{-times}} \]
This proves the lemma for \( A = \mathbb{Z}[X_1, X_2, \ldots] \) and \( X \in W(A) \). The general case follows immediately because for every ring \( A \) and every \( (a_1, a_2, \ldots) \in W(A) \), there is a (unique) homomorphism \( \phi: \mathbb{Z}[X_1, X_2, \ldots] \to A \) such that \( W(\phi)(X) = (a_1, a_2, \ldots) \), viz the homomorphism defined by \( X_i \mapsto a_i \).

(17.6.15) **Definition of the vectors of polynomials** \( \Delta(n)(X) \in W(\mathbb{Z}[X_1, X_2, \ldots]) \). As before, let \( X \in W(\mathbb{Z}[X_1, X_2, \ldots]) \) be the element \( X = (X_1, X_2, X_3, \ldots) \). We consider the elements \( f_nX \) where \( f_n \) is the Frobenius homomorphism \( W(\mathbb{Z}[X_1, X_2, \ldots]) \to W(\mathbb{Z}[X_1, X_2, \ldots]) \).

By (17.6.10) and (17.6.1) there are unique elements \( \Delta(n)(X) \in W(\mathbb{Z}[X_1, X_2, \ldots]) \) such that \( w_n(\Delta(1)(X), \ldots, \Delta(n)(X)) = f_nX \). We now define a map \( \Delta_A: W(A) \to W(W(A)) \) for all rings \( A \) by setting

(17.6.16) \[ \Delta_A(a_1, a_2, \ldots) = (\Delta(1)(a_1, a_2, \ldots), \Delta(2)(a_1, a_2, \ldots), \ldots) \]

This defines a morphism of functors \( \Delta: W(-) \to W(W(-)) \) (because the \( \Delta_A \) are defined in terms of universal polynomials). If \( A \) is a characteristic zero ring, then \( \Delta_A \) satisfies \( w_n\Delta_A = f_n \) so that \( \Delta_A \) coincides with the ring homomorphism \( D_A \) defined by Lemma (17.6.8) with \( \phi_n = f_n \). This proves that \( \Delta_A \) is a ring homomorphism for characteristic zero rings and hence that \( \Delta_A \) is a ring homomorphism for all rings \( A \) by the usual trick. So we have

(17.6.17) **Theorem** There is a unique functor morphism of ring-valued functors \( \Delta: W(-) \to W(W(-)) \) such that \( w_n\Delta = f_n \) for all \( n \in \mathbb{N} \).

More generally, if \( \underline{n} \) and \( \underline{m} \) are a pair of supernatural numbers and all primes \( p \in \mathbb{N}(\underline{n}) \) that are not in \( \mathbb{N}(\underline{m}) \) are invertible in \( A \), then we can define a unique multiplication preserving homomorphism of group valued functors

\[ \Delta_{n,\underline{m}}: W_n(A) \to W_n(W_m(A)) \]

such that

\[ w_n\Delta_{n,\underline{m}} = \begin{cases} 0 & \text{if } n \in \mathbb{N}(\underline{n}) \setminus \mathbb{N}(\underline{m}) \\ f_n & \text{if } n \in \mathbb{N}(\underline{n}) \cap \mathbb{N}(\underline{m}) \end{cases} \]

and, as we shall see, \( \Delta_{n,\underline{m}} \) is a homomorphism of ring-valued functors if and only if \( \mathbb{N}(\underline{n}) \subset \mathbb{N}(\underline{m}) \) (and in that case there is no condition on \( A \)).

Given a set of prime numbers \( S \) we define \( Z_{(S)} \) as the ring of all \( r \in \mathbb{Q} \) of the form \( r = p_1^{-i_1} \cdots p_s^{-i_s} \) with \( p_1, \ldots, p_s \notin S \); \( i_1, \ldots, i_s \in \mathbb{N} \) and \( n \in \mathbb{Z} \). Note that \( Z_{(\{p\})} = Z_{(p)} \), the integers localized at \( p \) and \( Z_{(\emptyset)} = \mathbb{Z} \) if \( \emptyset \) is the empty set. To define the \( \Delta_{n,\underline{A},m} \) we need the following "relative" version of Lemma (17.6.1).

(17.6.18) **Lemma** Let \( \underline{n} \) and \( \underline{m} \) be two supernatural numbers and let \( S = S(\underline{n}, \underline{m}) = \{ p \mid p \text{ is a prime number in } \mathbb{N}(\underline{n}) \setminus \mathbb{N}(\underline{m}) \} \). Let \( A \) be a \( Z_{(S)} \)-algebra of characteristic zero with endomorphisms \( \phi_p: A \to A \) for all prime numbers \( p \in \mathbb{N}(\underline{m}) \) such that \( \phi_p(a) = a^p \text{ mod } (pA) \) for all \( a \in A \). Let \( a_n \) for \( n \in \mathbb{N}(\underline{n}) \) be a set of elements of \( A \) such that \( a_{np} \equiv a_n \text{ mod } (p^{e_{(n)}} A) \) for all \( n \in \mathbb{N}(\underline{n}) \) and
prime numbers \( p \in \mathbb{N}(n) \). Then there exist unique elements \( b_n \in A \) for \( n \in \mathbb{N}(n) \) such that \( w_n(b) = a_n \) for all \( n \in \mathbb{N}(n) \).

**Proof** Very similar to the proof of Lemma (17.6.1); exercise. The first application of (17.6.18) is

**Lemma** Let \( p \) be a prime number, then \( p \) is invertible in \( W(\mathbb{Z}[p^{-1}]) \).

**Proof** We need to find \( b_1, b_2, \ldots, \in \mathbb{Z}[p^{-1}] \) such that \( w_n(b) = p^{-1} \) for all \( n \in \mathbb{N} \). We apply Lemma (17.6.18) with

\[
n = \prod_{q \text{ prime}} q^\infty \quad \text{and} \quad m = \prod_{q \text{ prime}, q \neq p} q^\infty
\]

\( \phi_q = id \) for all prime numbers \( q \in \mathbb{N}(m) \), and \( a_n = p^{-1} \) for all \( n \in \mathbb{N} \).

**Lemma** Let \( n \) and \( m \) be two supernatural numbers and let \( S = S(n, m) = \{ p \mid p \text{ is a prime number and } p \in \mathbb{N}(n) \setminus \mathbb{N}(m) \} \). Then for every \( \mathbb{Z}_{(S)} \)-algebra \( A \) of characteristic zero, there exists a unique homomorphism of abelian groups

\[
\Delta_{n, A, m} : W_m(A) \to W_n(W_m(A))
\]

such that

\[
w_n \Delta_{n, A, m} = \begin{cases} 0 & \text{if } n \in \mathbb{N}(n) \setminus \mathbb{N}(m) \\ f_n & \text{if } n \in \mathbb{N}(n) \cap \mathbb{N}(m) \end{cases}
\]

This homomorphism preserves multiplication.

**Proof** It follows from Lemma (17.6.19) that \( W(A) \) is a \( \mathbb{Z}_{(S)} \)-algebra if \( A \) is a \( \mathbb{Z}_{(S)} \)-algebra. Choose \( a \in W_m(A) \). Now apply Lemma (17.6.18) with \( \phi_p = f_p \) for all prime numbers \( p \in \mathbb{N}(m) \), \( a_n = 0 \) if \( n \in \mathbb{N}(n) \setminus \mathbb{N}(m) \) and \( a_n = f_n a \) for \( n \in \mathbb{N}(n) \cap \mathbb{N}(m) \), to find \( \Delta_{n, A, m}(a) \). The map \( \Delta_{n, A, m} \) is a homomorphism of abelian groups and preserves multiplication because the maps \( f_n, n \in \mathbb{N}(n) \cap \mathbb{N}(m) \) and 0 have these properties. Q.E.D.

We now define the elements \( \Delta_{n, m}(n)(X) \in W_m(\mathbb{Z}_{(S)}[X_i \mid i \in \mathbb{N}(m)]) \) for \( n \in \mathbb{N}(n) \) by

\[
(\Delta_{n, m}(n)(X))_{n \in \mathbb{N}(n)} = \Delta_{n, A, m}(X)
\]

with \( A = \mathbb{Z}_{(S)}[X_i \mid i \in \mathbb{N}(m)] \), \( X = (X_i)_{i \in \mathbb{N}(m)} \). Using these polynomials, one defines a multiplication preserving homomorphism of abelian groups

\[
\Delta_{n, A, m} : W_m(A) \to W_n(W_m(A))
\]

for all \( \mathbb{Z}_{(S)} \)-algebras by the formula

\[
\Delta_{n, A, m}(a) = (\Delta_{n, m}(n)(a))_{n \in \mathbb{N}(n)}
\]
By uniqueness this coincides with the definition of $\Delta_{m,n}$ in Lemma (17.6.20) in case $A$ is of characteristic zero.

**Theorem** Let $n$ and $m$ be two supernatural numbers and $S = S(n, m) = \{ p | p \text{ is a prime number and } p \in N(n) \cap N(m) \}$. Then there exists a unique multiplicative preserving functor homomorphism of abelian group $\Delta_{m,n} : W_n(-) \to W_m(W_n(-))$, where both ring-valued functors are restricted to the subcategory $\textbf{Alg}_{\mathbb{Z}_p} \subset \textbf{Ring}$, such that

$$w_n \Delta_{m,n} = \begin{cases} 0 & \text{if } n \in N(n) \cap N(m) \\ f_n & \text{if } n \in N(n) \cap N(m) \end{cases}$$

**Addendum** The following diagram commutes if $n | m$

$$
\begin{array}{ccc}
W_n(A) & \longrightarrow & W_n(W_n(A)) \\
\downarrow & & \downarrow \\
W_m(A) & \longrightarrow & W_m(W_m(A))
\end{array}
$$

**Corollary** There exists a unique homomorphism of ring valued functors $\textbf{Ring} \to \textbf{Ring}$, $\Delta_{m,n} : W_n(A) \to W_m(W_n(A))$ such that

$$w_n \Delta_{m,n} = f_n, \quad n \in N(n)$$

**Caveat** If $m | n$, then the diagram of functor morphisms

$$
\begin{array}{ccc}
W_n(-) & \xrightarrow{\Delta_{m,n}} & W_m(W_n(-)) \\
\downarrow^{\epsilon_{m,n}} & & \downarrow^{W_n(\epsilon_{m,n})} \\
W_m(-) & \xrightarrow{\Delta_{m,n}} & W_m(W_m(-))
\end{array}
$$

commutes if and only if $N(n) \cap N(m) = N(n) \cap N(m)$. This is in particular the case if $n | m$.

**Proofs** The proofs of (17.6.21)–(17.6.24) are standard (by now) and are left to the reader.

**Proposition** The following diagram is commutative

$$
\begin{array}{ccc}
W(-) & \longrightarrow & W(W(-)) \\
\downarrow & & \downarrow \\
W(-) & \longrightarrow & W_{p^m}(W(-)) \\
\downarrow & & \downarrow \\
W_{p^m}(-) & \longrightarrow & W_{p^m}(W_{p^m}(-))
\end{array}
$$

**Proof** Immediate from (17.6.22) and (17.6.24).
Proposition Let $p$ be a prime number and $A$ a perfect field of characteristic $p > 0$. Then the following diagram is commutative

\[
\begin{array}{ccc}
W_{p^n}(A) & \xrightarrow{\Delta} & W(W_{p^n}(A)) \\
\downarrow{E_A,p} & & \downarrow{E_{W_{p^n}(A)}} \\
W_{p^n}(A) & \xrightarrow{\varepsilon_p} & \Lambda(W_{p^n}(A)) \\
\end{array}
\]

(\varepsilon_p)_p \quad (\varepsilon_p)_p \quad (\varepsilon_p)_p

\[
\begin{array}{ccc}
W_{p^n}(A) & \xrightarrow{\Delta} & W(W_{p^n}(A)) \\
\downarrow{E_A,p} & & \downarrow{E_{W_{p^n}(A),p}} \\
W_{p^n}(A) & \xrightarrow{\varepsilon_p} & \Lambda_{p^n}(W_{p^n}(A)) \\
\end{array}
\]

(where we have used that the image of $E_{A,p}$ is in fact in $\Lambda_p(W_{p^n}(A))$; cf. Addendum (17.5.7), and where the horizontal arrows are the appropriate $\Delta$ homomorphisms).

Proof In view of (17.6.22), (17.5.7), and (17.4.24) it suffices to show that the upper triangle is commutative. To do this we recall that

\[
s_n(E_{A,p}) = \begin{cases} 
0 & \text{if } n \text{ is not a power of } p \\
f_p^l & \text{if } n = p^l, \ l = 0, 1, 2, \ldots 
\end{cases}
\]

(cf. (17.5.8)). On the other hand $s_n(E_{W_{p^n}(A)}) = w_n$ by Proposition (17.2.9) and

\[
w_n \Delta = \begin{cases} 
0 & \text{if } n \text{ is not a power of } p \\
f_p^l & \text{if } n = p^l, \ l = 0, 1, 2, \ldots 
\end{cases}
\]

This shows that $s_n E_{A,p} = s_n(E_{W_{p^n}(A)}) \Delta$ for all $n \in \mathbb{N}$ and hence proves the commutativity of the upper triangle of the diagram above.

Remark Proposition (17.6.26) shows that the Artin–Hasse exponential $E_{A,p}$ of Section 17.5 can indeed be extended to a functor morphism $W_{p^n}(A) \to \Lambda(W_{p^n}(A))$.

(17.6.29) Remark The following two diagrams are functorially commutative

\[
\begin{array}{ccc}
W(A) & \xrightarrow{\Delta} & W(W(A)) \\
\downarrow{w_{1,W(A)}} & & \downarrow{W(w_{1,A})} \\
W(A) & \xrightarrow{\Delta} & W(W(A)) \\
\end{array}
\]

Proof The first diagram is commutative by the definition of $\Delta$. The commutativity of the second diagram is proved as usual by composing with the $w_{n,A} : W(A) \to A$.

Remark Identifying $\Lambda(A)$ with $W(A)$ and $\Lambda(\Lambda(A))$ with $W(W(A))$, the Artin–Hasse exponential gives us a homomorphism of rings $\Lambda(A) \to \Lambda(\Lambda(A))$. This is the canonical ring homomorphism $\lambda_-$, defined by the $\lambda$-operations on $\Lambda(A)$. See (E.2.1).
E.2 Bibliographical and Other Notes

(E.2.1) Note on λ-rings, Adams operations, and Artin–Hasse exponentials A pre-λ-ring (called λ-ring in [15, 152, 154]) is a commutative ring $R$ with identity 1 and a set of maps $\lambda^n : R \to R$, $n \in \mathbb{N} \cup \{0\}$ such that for all $x, y \in R$, (i) $\lambda^0(x) = 1$, (ii) $\lambda^1(x) = x$, (iii) $\lambda^n(x + y) = \sum_{r=0}^{n} \lambda^r(x) \lambda^{n-r}(y)$.

Examples are, e.g., the rings $K(M)$ (classes of vector bundles over the space $M$), $K_G(M)$ ($G$ a compact Lie group), $R(G)$, the complex representation ring of a finite group. In all these cases the λ-operations are induced by exterior powers.

Let $A$ be any ring, $\Lambda(A)$ the ring $1 + tA[[t]]$ constructed and studied in Section 17.2. Using symmetric functions as in (17.2.1) we define λ-operations on $\Lambda(A)$ by the formula

$$f(t) = 1 + a_1 t + a_2 t^2 + \cdots = \sum_{i=1}^{\infty} (1 - \xi_i t)$$

$$\lambda^f(t) = \prod_{i_1 < \cdots < i_r} (1 - \xi_{i_1} \xi_{i_2} \cdots \xi_{i_r} t)$$

One easily checks that $\Lambda(A)$ with these λ-operations is a pre-λ-ring. Let $R_1$, $R_2$ be two pre-λ-rings. A ring homomorphism $\phi : R_1 \to R_2$ is called a homomorphism of pre-λ-rings if $\phi \circ \lambda^i = \lambda^i \circ \phi$ for all $i \in \mathbb{N} \cup \{0\}$. If $R$ is a pre-λ-ring, then $\lambda_{-i} : R \to \Lambda(R)$, $x \mapsto 1 - \lambda^1(x)t + \lambda^2(x)t^2 - \lambda^3(x)t^3 + \cdots$ is a homomorphism of abelian groups; $R$ is called a λ-ring if $\lambda_{-i}$ is a homomorphism of pre-λ-rings. (These are called special λ-rings in [15, 152, 154].) The examples $K(X)$, $K_G(X)$, $R(G)$ are all λ-rings; and so is $\Lambda(A)$ [154].

Adams operations Let $R$ be a pre-λ-ring. We define operations $\Psi^i : R \to R$ by the formula

$$\sum_{i=1}^{\infty} \Psi^i(x)t^i = -t \frac{d}{dt} \log(-\lambda_{-1}(x))$$

Then the $\Psi^i : R \to R$, the Adams operations, satisfy $\Psi^1(x) = x$, $\Psi^n(x + y) = \Psi^n(x) + \Psi^n(y)$ for all $x, y \in R$.

Theorem 1 Let $R$ be a torsion free pre-λ-ring. Define the $\Psi^i$ as above. Suppose that $\Psi^i(xy) = \Psi^i(x)\Psi^i(y)$, $\Psi^i(\Psi^j(x)) = \Psi^{ij}(x)$ for all $x, y \in R$, $i, j \in \mathbb{N}$. Then $R$ is a λ-ring. (Cf. [224, p. 49] for a proof.)

Theorem 2 Let $A$ be a ring, $\Psi^n$ the Adams operations on $\Lambda(A)$ and $\mathfrak{f}_n$ the Frobenius endomorphisms of $\Lambda(A)$ (cf. 17.3). Then $\Psi^n = \mathfrak{f}_n^n$ for all $n \in \mathbb{N}$.

Proof Because $\Psi^n$ and $\mathfrak{f}_n^n$ are both additive and continuous and $\Lambda(A)$ is Hausdorff, it suffices to check that $\Psi^n(1 - xt^n) = \mathfrak{f}_n^n(1 - xt^n)$ for all $x \in A$, $n, m \in \mathbb{N}$. Let $A' \to A$ be such that we can write $1 - xt^n = \prod_{i=1}^{\infty} (1 - y_i t)$ with $y_i \in A'$. Both $\Psi^n$ and $\mathfrak{f}_n^n$ being functorial, we see that it suffices to check that $\Psi^n(1 - yt) = \mathfrak{f}_n^n(1 - yt)$ for all $y \in A'$ (because $\Lambda(A) \to \Lambda(A')$ is injective if $A \to A'$ is injective). Now $\lambda^i(1 - yt) = 0$ if $i > 1$ and $\lambda^1(1 - yt) = 1 - yt$, where $\lambda^i$ is the $i$th λ-operation on $\Lambda(A')$ (cf. the defining formula above). Hence $\Psi^n(1 - yt) = (1 - yt)^1 \cdots (1 - yt)^n$ (n times); i.e., $\Psi^n(1 - yt) = 1 - y^n t = \mathfrak{f}_n^n(1 - yt)$. This proves the theorem.

An immediate corollary is that the $\Lambda(A)$ are λ-rings (by Theorem 1). By definition $\Psi^n = s_n \circ \lambda_{-i}$. Hence, recalling that $s_n \circ \mathcal{E} = w_n$, we find that under the canonical iso-
morphisms \( \Lambda(-) \cong W(-) \) and \( \Lambda(W(-)) \cong W(W(-)) \) the Artin–Hasse exponential \( \Delta_\Lambda: W(A) \to W(W(A)) \) (which is characterized by \( w_n \circ \Delta_\Lambda = f_n \)) corresponds to the canonical homomorphism of \( \lambda \)-rings \( \lambda_{-1}: \Lambda(A) \to \Lambda(\Lambda(A)) \).

**Remarks**

(i) The reader familiar with \( \lambda \)-rings will have noticed that there are a couple minus signs in our formulas above where one is used to plus signs. These are caused by the fact that we defined the ring structure on \( \Lambda(A) \) in such a way that \( 1 - \tau \) is the unit element (rather than \( 1 + \tau \)). A transformation \( \tau \mapsto -\tau \) will put everything right.

(ii) \( \lambda \)-rings were first defined by Grothendieck [152] in an algebraic-geometric setting; they were first used in group theory by Atiyah and Tall [15]. For more material on \( \lambda \)-rings, cf. also [32] (besides the references already mentioned).

(E.2.2) **Universality properties of the functors** \( A \mapsto \Lambda(A), \ A \mapsto W(A) \) The rings and groups \( \Lambda(A) \) also have certain universality properties. To state these let \( \Lambda_\Lambda: \text{Alg}_A \to \text{Ring} \) be the functor that assigns to every \( A \)-algebra \( B \) the ring \( \Lambda(B) \). We also use \( \Lambda_\Lambda \) for the functor \( \text{Alg}_A \to \text{Group} \), i.e., the composite of the ring-valued functor \( \Lambda_\Lambda \) with the forgetful functor \( \text{Ring} \to \text{Group} \). Let \( D_\Lambda: \text{Alg}_A \to \text{Set} \) be the functor that assigns to every \( A \)-algebra \( B \) the set \( B \). Finally, let \( \lambda_\Lambda: D_A \to \Lambda_\Lambda \) be the functor morphism that takes \( b \in B \) to \( 1 - \lambda \in \Lambda(B) \). One now has

(i) for every receptive group functor \( G: \text{Alg}_A \to \text{Group} \) and functor morphism \( \mu \in \text{Alg}_A \text{Set}(D_A, G) \) such that \( \mu(0) = 1 \in G(A) \), there is a unique functor morphism \( \nu \in \text{Alg}_A \text{Group}(\Lambda_\Lambda, G) \) such that \( \mu = \nu \lambda_\Lambda \);

(ii) for every ring functor \( G: \text{Alg}_A \to \text{Ring} \) such that the underlying group functor of \( G \) is receptive and every functor morphism \( \mu \in \text{Alg}_A \text{Set}(D_A, G) \) such that \( \mu(0) = 0 \in G(A), \mu(1) = 1 \in G(A) \) and \( \mu(ab) = \mu(a)\mu(b) \) for all \( a, b \in B \in \text{Alg}_A \), there exists a unique functor morphism \( \nu: \text{Alg}_A \text{Ring}(\Lambda_\Lambda, G) \) such that \( \mu = \nu \lambda_\Lambda \).

Here receptivity is a certain technical condition and if \( C \) and \( D \) are two categories, then \( CD \) denotes the category with as objects all functors \( C \to D \) and as morphisms all functor morphisms \( \phi: F \to G \) between functors \( F, G: C \to D \).

The universality property (i) is very much related to Cartier's first theorem, which we shall discuss later in Chapter V, Section 27.1.

For more details concerning these universality properties and the notion of "receptivity," cf. [95, Chapter V, Section 5, nos. 1 and 2].

In addition to the universality properties (i) and (ii) the functor \( \Lambda \) has the categorically curious property of being right adjoint to the forgetful functor \( \lambda \text{-Ring} \to \text{Ring} \). That is, there is a functorial isomorphism

\[ \text{Ring}(S, A) \cong \lambda \text{-Ring}(S, \Lambda(A)) \]

\( S \in \lambda \text{-Ring}, A \in \text{Ring} \). Note that in the formula above \( \Lambda \) appears on the right, while in the universality properties (i) and (ii) \( \Lambda \) appears on the left. For a proof of this right adjointness property of \( A \mapsto \Lambda(A) \), cf. [224, p. 20].

(E.2.3) **Notes on Section 16** The notion of curves and \( p \)-typical curves in a formal group is due to Cartier [65] and so are the definitions of the operators \( \langle a \rangle, f_n, V_n \), the decomposition theorem (16.4.18), and the definition of the projector \( \varepsilon_p \). Cartier defined the big Witt vectors \( W(A) \) via \( \Lambda(A) \), i.e., practically as curves in \( \tilde{G}_m(X, Y) \); cf.
[64]. Ever since the interpretation of $\mathcal{C}(F; A)$ as a group of Witt-like vectors with associated Witt polynomials $n\nu^F_*$ has been a folklore sort of fact. Lately this has attracted the attention of some topologists ([136; 203, part III]), cf. also B.4.2 below for applications of this observation, which also holds for higher dimensional $F(X, Y)$; cf. [508].

(E.2.4) Notes on Section 17  For Section 17, I have made use of Cartier's notes [64, 68, and 70], Bergman [29], Serre [361], and Knutson [224]. The definition and characterization of $\Delta_\Lambda: W(-) \to W(W(-))$ comes from [68], as does the rather crucial lemma (17.6.1). Cartier attributes this lemma to Dwork and Dieudonné. And indeed, as is apparent from the proofs we have given, the three lemmas (2.3.3) (Dieudonné [113]), (2.3.4) (Dwork [137]), and (17.6.1) (Cartier [68]) are very closely related. A proof of Lemma (17.6.1) and a treatment of $\Delta_\Lambda$ along the lines of [68] can also be found in [256].

The notion of a supernatural number is due to Tate.

The proof of Witt's Theorem (17.4.17) given above is due to Cartier (cf. [94]) which is where I found it.
CHAPTER IV

HOMOMORPHISMS, ENDOMORPHISMS, AND THE CLASSIFICATION OF FORMAL GROUPS BY POWER SERIES METHODS

As in Chapter III all formal group laws in this chapter will be commutative.

18 Definitions and Preliminary Elementary Results.
Survey of Chapter IV

18.1 Isomorphisms

Let $F(X, Y)$ and $G(X, Y)$ be formal group laws over a ring $A$ with index sets $I$ and $J$, respectively. A homomorphism $\alpha(X): F(X, Y) \rightarrow G(X, Y)$ is a $J$-tuple of power series in the indeterminates $X_i, i \in I$, such that the “monomials have finite support” condition of Chapter II, Section 9.6 holds, such that $\alpha(X) \equiv 0 \mod(\text{degree } 1)$ and such that

$$\alpha(F(X, Y)) = G(\alpha(X), \alpha(Y))$$

(18.1.1)

The homomorphism $\alpha(X)$ is an isomorphism if $J(\alpha)$, the Jacobian matrix of $\alpha$, is invertible; $\alpha(X)$ is a strict isomorphism if $J(\alpha)$ is the identity matrix (of the appropriate size). (Recall that $J(\alpha)$ is defined by $\alpha(X) = J(\alpha)X \mod(\text{degree } 2)$.)

Of course the homomorphism $\alpha(X)$ is an isomorphism iff there is an inverse homomorphism $\beta(X): G(X, Y) \rightarrow F(X, Y)$ such that $\alpha(X) \circ \beta(X) = id$ and $\beta(X) \circ \alpha(X) = id$. We use $FG_A$ to denote the category of formal group laws over $A$.

18.2 Universal strict isomorphisms The first topic we take up in Chapter IV is the construction of some universal strict isomorphisms, notably a strict isomorphism $\alpha_{V,T}(X): F_V(X, Y) \rightarrow F_{V,T}(X, Y)$. As in the case of universal formal group laws, the importance of $\alpha_{V,T}(X)$ does not lie in the fact of its existence—a trivial matter—but in the fact that the underlying ring is a free
ring of (commutative) polynomials \( \mathbb{Z}[V, T] = \mathbb{Z}[\ldots, V_n(i, j), T_n(i, j), \ldots] \). The precise statement concerning \( \alpha_{v, T}(X) \) is

**Theorem** Let \( \alpha(X) \): \( F(X, Y) \to G(X, Y) \) be a strict isomorphism of \( p \)-typical \( r \)-dimensional formal group laws over a ring \( A \) and suppose that \( A \) is a \( \mathbb{Z}_{(p)} \)-algebra or that \( A \) is of characteristic zero. Then there is a unique homomorphism \( \phi: \mathbb{Z}[V; T] \to A \) such that

\[
\phi_* F_{v}(X, Y) = F(X, Y), \quad \phi_* \alpha_{v, T}(X) = \alpha(X), \quad \phi_* F_{v, T}(X, Y) = G(X, Y)
\]

**Thus**, so to speak, \( \alpha_{v, T}(X) \) is the most general strict isomorphism possible. More precisely, since \( F_{v, T}(X, Y) \) is a \( p \)-typical formal group law over \( \mathbb{Z}[V, T] \), there exists a unique homomorphism \( \psi: \mathbb{Z}[V] \to \mathbb{Z}[V, T] \) such that \( \psi_* F_{v}(X, Y) = F_{v, T}(X, Y) \) (by the universality of \( F_{v}(X, Y) \) over \( \mathbb{Z}[V] \)). Let \( \bar{V}_n = \psi_*(V_n) \), then the coefficients of the matrices \( \bar{V}_n \) are polynomials in the \( T_m(i, j), V_m(i, j) \) with \( m \leq n \). These polynomials describe the most general possible variation of \( p \)-typical formal group laws within a given strict isomorphism class. (And, for applications in algebraic topology, it is interesting and profitable to note that in the one dimensional case \( V_i \to \bar{V}_i \) is identifiable with the right unit homomorphism \( \eta_\pi: BP(pt) \to BP_\pi(BP) \) of the Hopf algebra \( BP_\pi(BP) \) of Brown–Peterson homology (co)operations.)

In Section 19.3 we discuss some recursion formulas for the \( \bar{V}_n \). If these formulas are manageable, then they ought to give some classification results; and in 19.4 we show that they are indeed manageable, at least to the point that they give a new proof of Lazard’s theorem that the one dimensional formal group laws over a separably closed field of characteristic \( p \) is classified by their heights. (For the notion of height, see (18.3.1)–(18.3.4).)

### 18.2 Homomorphisms and endomorphisms

Now let \( F(X, Y) \) and \( G(X, Y) \) be (finite dimensional) formal group laws over a characteristic zero ring \( A \) and let \( f(X) \) and \( g(X) \) be their logarithms. Now every homomorphism of the \( n \)-dimensional additive group \( \hat{G}^n(X, Y) \) over \( A \otimes \mathbb{Q} \) to the \( m \)-dimensional additive group \( \hat{G}^m(X, Y) \) over \( A \otimes \mathbb{Q} \) is of the form \( \alpha(X) = aX \) where \( a \) is some \( m \times n \) matrix with coefficients in \( A \otimes \mathbb{Q} \). It follows that every homomorphism \( \beta(X): F(X, Y) \to G(X, Y) \) is necessarily of the form

\[
\beta(X) = g^{-1}(af(X)), \quad a \in A^{m \times n}
\]

so that the calculation of \( \text{Hom}_A(F(X, Y), G(X, Y)) \) boils down to finding out which \( m \times n \) matrices \( a \) are such that \( g^{-1}(af(X)) \) has all its coefficients in \( A \). Now suppose that \( g(X) \) satisfies some functional equation

\[
g(X) - \sum_{i=1}^{\infty} s_{i, \pi}(\sigma_i^\pi)_* g(X^q) \in A \otimes \mathbb{Z}_{(p)}[[X]]
\]
then parts (ii) and (iii) of the functional equation lemma 10.2 say that $g^{-1}(af(X))$ is integral if and only if $af(X)$ satisfies the same type of functional equation. Using this elementary remark, we show in 20.1 that the universal formal group laws $F_{\nu}(X, Y)$ have no more endomorphisms than they should have (viz. $\mathbb{Z}$), and we deduce a number of results concerning isomorphisms, homomorphisms, and isomorphisms of (generalized higher dimensional) Lubin–Tate formal group laws. For instance, if $F(X, Y)$ is an $n$-dimensional generalized Lubin–Tate formal group law over a $p$-adic integer ring $A$ with logarithm $f(X) = X + \pi^{-1}B\tau \tau f(X^p)$ with $B$ invertible, then $F(X, Y)$ is isomorphic over $\hat{A}$, the completion of the maximal unramified extension of $A$, to an $n$-fold product of the one dimensional twisted Lubin–Tate formal group law with logarithm $f(X) = X + \pi^{-1}\tau \tau f(X^p)$.

(18.2.3) **Homomorphisms over characteristic $p > 0$ rings** At first sight it would appear that the use of such functional equation techniques as above would be of no use at all in studying homomorphism and endomorphisms over characteristic $p > 0$ rings. This is not the case, and in Section 20.2 we use functional equation tricks to calculate the rings of endomorphisms of one dimensional formal group laws of height $h < \infty$ over a separably closed field of characteristic $p > 0$. The result is that this ring of endomorphisms is the ring of integers of the central division algebra of rank $h^2$ and invariant $h^{-1}$ over $\mathbb{Q}_p$ (Corollary (20.2.14)). A more systematic treatment of homomorphisms over characteristic $p > 0$ rings via functional equation tricks is the subject matter of Section 20.4.

(18.2.4) **Functional equation formal group laws** All this makes it useful to have some idea as to when one can expect a formal group law to be of functional equation type. By Proposition (20.1.3) and Corollary (20.1.5) this is always the case for formal group laws over $p$-adic integer rings $A$ that are unramified. Assume for the moment that $A$ is a $p$-adic integer ring with Frobenius endomorphism $\sigma, \sigma a \equiv a^p \mod \pi$ where $\pi$ is a uniformizing element of $A$, and let $F(X, Y), G(X, Y)$ be one dimensional (for simplicity) formal group laws over $A$, with logarithms $f(X), g(X)$ that satisfy functional equations

\[(18.2.5) \quad f(X) = X + \sum_{i=1}^{\infty} \pi^{-1} u_i \sigma^i \tau \tau f(X^q), \quad g(X) = X + \sum_{i=1}^{\infty} \pi^{-1} v_i \sigma^i \tau \tau f(X^q)\]

with $u = (u_1, u_2, \ldots), v = (v_1, v_2, \ldots)$ sequences of elements of $A$. Let $K_{\sigma}[[T]]$ be the ring of all power series in $T$ with coefficients in $K$, the quotient field of $A$, with the multiplication rule $Ta = \sigma(a)T$. We associate to $F(X, Y)$ and $G(X, Y)$ the elements $\eta_u = \pi - u_1 T - u_2 T^2 - \cdots, \eta_v = \pi - v_1 T - v_2 T^2 - \cdots$ of $A_{\sigma}[[T]] \subset K_{\sigma}[[T]]$. Then there exists a homomorphism $\alpha(X): \mathbb{F}(X, Y) \to G(X, Y)$ with $J(\alpha) = c$ iff there is an element $\eta_u \in A_{\sigma}[[T]]$ such that $\eta_v c = g \eta_u$ (Proposition (20.3.9)).
This can be applied in particular to a discussion of isomorphisms with as a result the theorem (cf. Theorem (20.3.12)):

\[ (18.2.6) \textbf{Theorem} \] Let \( A \) be the ring of integers of a complete absolutely unramified discrete valuation field of characteristic zero and perfect residue field of characteristic \( p \neq 0 \). Then the strict isomorphism classes of one-dimensional formal group laws over \( A \) correspond bijectively to elements of \( A^\ast[[T]] \) of the form \( p + \sum_{i=1}^{h} b_i T^i \) with \( b_i \in pA \) for \( i = 1, \ldots, h - 1 \) and \( b_h \in A^\ast \), the units of \( A \).

\[ (18.3) \textbf{Height of a formal group law and the reduction map} \]

\[ (18.3.1) \textbf{The one dimensional case} \] Let \( k \) be a field of characteristic \( p \neq 0 \). Let \( \alpha(X) : F(X, Y) \to G(X, Y) \) be a homomorphism of one dimensional formal group laws over \( k \). Suppose \( \alpha(X) = a_1 X + a_2 X^2 + \cdots \), then we define \( J(\alpha) = a_1 \) (the Jacobian "matrix" of \( \alpha(X) \)). Then if \( J(\alpha) = 0 \), we either have \( \alpha(X) = 0 \) or there is a power \( q \) of \( p \) such that \( \alpha(X) = \beta(X^q) \beta(X) \neq 0 \mod(\text{degree } 2) \). Indeed, consider the relation

\[ \alpha(F(X, Y)) = G(\alpha(X), \alpha(Y)) \]

Partial differentiation with respect to \( Y \) gives us

\[ \frac{d\alpha}{dX} (F(X, Y)) \cdot \frac{\partial F}{\partial Y} (X, Y) = \frac{\partial G}{\partial Y} (\alpha(X), \alpha(Y)) \cdot \frac{\partial \alpha}{\partial X} (Y) \]

and substituting \( 0 \) for \( Y \) in this equality gives us

\[ \frac{d\alpha}{dX} (X) \cdot \frac{\partial F}{\partial Y} (X, 0) = \frac{\partial G}{\partial Y} (\alpha(X), 0) \cdot \frac{\partial \alpha}{\partial X} (0) \]

Now \( (\partial F/\partial Y)(X, 0) = 1 + X + \cdots \) so is invertible in \( k[[X]] \) and \( (\partial \alpha/\partial X)(0) = J(\alpha) \). So if \( J(\alpha) = 0 \) we have \( (d\alpha/dX)(X) = 0 \) which means that \( \alpha(X) \) is of the form \( \alpha(X) = \beta(X^p) \) for some power series \( \beta(X) \). If we can now show that \( \beta(X) \) is a homomorphism of formal group laws (not necessarily between \( F(X, Y) \) and \( G(X, Y) \)), we are through by induction. Let \( \sigma_\ast F(X, Y) \) be the formal group law obtained from \( F(X, Y) \) by raising each of its coefficients to the \( p \)th power. Then

\[ \beta(\sigma_\ast F(X^p, Y)) = \beta(F(X, Y)^p) = \alpha(F(X, Y)) = G(\alpha(X), \alpha(Y)) = G(\beta(X^p), \beta(Y^p)) \]

so that \( \beta(X) \) is a homomorphism from \( \sigma_\ast F(X, Y) \) to \( G(X, Y) \).

\[ (18.3.2) \textbf{Definition} \] Let \( \alpha(X) : F(X, Y) \to G(X, Y) \) be as above in (18.3.1). Then we say that \( \text{ht}(\alpha(X)) = \infty \) iff \( \alpha(X) = 0 \) and \( \text{ht}(\alpha(X)) = r \) if \( q = p^r \) is the highest power of \( p \) such that \( \alpha(X) = \beta(X^q) \) for some \( \beta(X) \). Note that by (18.3.1) \( X^{p^r} \) is the first power of \( X \) in \( \alpha(X) \) with nonzero coefficient. One checks easily that \( \text{ht}(\alpha(X) \circ \beta(X)) = \text{ht}(\alpha(X)) + \text{ht}(\beta(X)) \) and that \( \text{ht}(\alpha(X) + \beta(X)) \geq \text{ht}(\alpha(X)) \)
\( \min\{\text{ht}(\alpha(X)), \text{ht}(\beta(X))\} \), so the \( \text{ht} \) function defines a valuation on the ring \( \text{End}_k(F(X, Y)) \).

**Definition (18.3.3)** Let \( F(X, Y) \) be a one dimensional formal group law over a characteristic \( p > 0 \) field \( k \), then we define \( \text{ht}(F(X, Y)) = \text{ht}([p]_F(X)) \).

**Example (18.3.4)** Let \( F_v(X, Y) \) over \( \mathbb{Z}[V] \) be the one dimensional universal \( p \)-typical formal group law of Section 2.3 of Chapter I. Let \( \nu = (\nu_1, \nu_2, \ldots) \) be a series of elements of \( k \). Let \( h \in \mathbb{N} \) be the smallest natural number such that \( \nu_h \neq 0 \). Then \( \text{ht}(F(X, Y)) = h \). Indeed

\[
F_v(X, Y) \equiv X + Y + V_h C_{\rho h}(X, Y) \pmod{(V_1, V_2, \ldots, V_{h-1}, \text{degree } p^h + 1)}
\]

because \( f_v(X) \equiv X + p^{-1}V_h X^{p^h} \pmod{(V_1, \ldots, V_{h-1}, \text{degree } p^{h+1})} \); cf., e.g., Chapter I (3.3.8). Now it follows from (18.3.5) that if \( \nu_1 = \nu_2 = \cdots = \nu_{h-1} = 0 \) and \( \text{char}(k) = p > 0 \), then

\[
[p]_{F_v}(X) \equiv v_h X^{p^h} \pmod{\text{degree } p^h + 1}
\]

so that indeed \( \text{ht}(F_v(X, Y)) = h \) if \( \nu_h \neq 0 \) and \( \nu_1 = \cdots = \nu_{h-1} = 0 \).

**Remark (18.3.7)** Let \( F(X, Y) \), \( G(X, Y) \) be one dimensional formal group laws of different heights over a characteristic \( p > 0 \) field \( k \). Then there are no nonzero homomorphisms \( \alpha(X): F(X, Y) \to G(X, Y) \). Indeed, if \( \alpha(X) \) is a homomorphism, then we must have

\[
\alpha([p]_F(X)) = [p]_G(\alpha(X))
\]

and if \( \alpha(X) \neq 0 \) this is only possible if \( \text{ht}([p]_F(X)) = \text{ht}([p]_G(X)) \). (NB this is not true for higher dimensional formal group laws.)

**Definition of height (higher dimensional case) (18.3.8)** Now let \( F(X, Y) \) be an \( n \)-dimensional formal group law over \( k \), \( \text{char}(k) = p > 0 \), as before. Consider the \( n \)-tuple of power series \( [p]_F(X) = (H_1(X), \ldots, H_n(X)) \). We then say that the formal group law \( F(X, Y) \) over the perfect field \( k \) is of finite height if the ring \( k[[X_1, \ldots, X_n]] \) is a finitely generated module over the subring \( k[H_1(X), \ldots, H_n(X)] \). If this is the case, \( k[[X_1, \ldots, X_n]] \) is free of rank \( p^r \), \( r \in \mathbb{N} \) over \( k[[H_1(X), \ldots, H_n(X)]] \) and we call \( r \) the height of \( F(X, Y) \). (These statements will be proved in Chapter V, Section 28.2.)

**Remarks (18.3.9)** In case \( n = 1 \) the definition of (18.3.8) of course coincides with the one given in (18.3.2). If \( n > 1 \), more care must be taken. The arguments of (18.3.1) also work for higher dimensional formal group laws. But, of course, if \( q \) is the highest power of \( X \) such that \( [p]_F(X) = \beta(X^q) \) for some \( \beta(X) \) and \( n \geq 2 \), then \( F(X, Y) \) can still very well be of infinite height. (Take, e.g., \( F(X, Y) = \tilde{G}_a(X, Y) \times \tilde{G}_m(X, Y) \)).
\[ (18.3.10) \] Now let \( A \) be a local ring of characteristic zero with residue field \( \mathfrak{m} \) of characteristic \( p > 0 \), and let \( F(X, Y) \) be a formal group law over \( A \). Then we define the height of \( F(X, Y) \) as the height of \( F(X, Y) \), the reduction of \( F(X, Y) \) over \( k \).

\[ (18.3.11) \] **Proposition** Let \( F(X, Y) \) be a formal group law of finite height over a complete local noetherian ring \( R \) of characteristic 0 and residue characteristic \( p > 0 \). Let \( G(X, Y) \) be a second formal group law of over \( R \). Then the reduction map

\[
\text{FG}_A(F(X, Y), G(X, Y)) \to \text{FG}_k(\bar{F}(X, Y), \bar{G}(X, Y))
\]

is injective.

**Proof** Because the reduction map is a homomorphism, it suffices to show that \( \bar{a}(X) = 0 \Rightarrow a(X) = 0 \). Let \( \mathfrak{m} \) be the maximal ideal of \( R \) and suppose that the homomorphism \( a(X): F(X, Y) \to G(X, Y) \) is nonzero but that \( \bar{a}(X) = 0 \). Let \( \mathfrak{m}' \) be the highest power of \( \mathfrak{m} \) such that \( a(X) \equiv 0 \mod \mathfrak{m}' \). Then \( r \geq 1 \). Choose a basis \( \{ e_j \} \) of the \( k \)-vector space \( \mathfrak{m}'/\mathfrak{m}'^2 \). Then modulo \( \mathfrak{m}'^2 \) there is a unique expression \( \alpha_j(X) = \sum_j e_j \beta_{ij}(X) \) where \( \alpha_j(X) \) is the \( i \)-th component of \( \alpha(X) \) and where \( \beta_{ij}(X) \) is a power series with coefficients in \( k \).

Now consider

\[
\alpha(F(X, Y)) = G(\alpha(X), a(Y))
\]

modulo \( \mathfrak{m}'^2 \). Because \( G(X, Y) \equiv X + Y \mod(\text{degree } 2) \). We obtain

\[
\sum_j e_j \beta_{ij}(F(X, Y)) = \sum_j e_j(\beta_{ij}(X) + \beta_{ij}(Y))
\]

So if there is a \( \beta_{ij}(X) \neq 0 \), we find a nonzero homomorphism \( \beta_{ij}: \bar{F}(X, Y) \to \bar{G}_a(X, Y) \), which is impossible because in the diagram

\[
\begin{align*}
F(X, Y) \xrightarrow{\beta_{ij}} \bar{G}_a(X, Y) \\
\downarrow{[p]} \quad \quad \quad \quad \downarrow{[p]} \\
F(X, Y) \xrightarrow{\beta_{ij}} \bar{G}_a(X, Y)
\end{align*}
\]

the left-hand vertical arrow makes \( k[X] \) into a finite rank module over \( k \) while the right-hand vertical arrow is zero.

\[ (18.3.12) \] Now let \( A \) be a complete discrete valuation ring of characteristic zero and let \( F(X, Y), G(X, Y) \) be one dimensional formal group laws over \( A \). Let \( f(X), g(X) \) be the logarithms and let \( T \) be an indeterminate.

Consider \( g^{-1}(Tf(X)) = \sum_{i=1}^{\infty} \phi_i(T)X^i \). Then the \( \phi_i(T) \) are polynomials with coefficients in \( K \), the quotient field of \( A \). Now consider the map

\[
\text{FG}_A(F(X, Y), G(X, Y)) \to A \text{ which assigns to each } \alpha(X) \in \text{FG}_A(F(X, Y), G(X, Y)) \text{ the coefficient of } X. \]

First, \( J \) is an embedding because every \( \alpha(X) \) the form \( g^{-1}(af(X)) \) for some unique \( a \in A \) (because \( A \) is of characteristic 0).
We claim that the image of $J$ in $A$ is closed. Indeed

$$a \in \text{Im}(J) \iff \phi_i(a) \in A \quad \text{for all } i \iff a \in \bigcap_i \phi_i^{-1}(A)$$

and this is a closed subset of $A$ because $A \subset K$ is closed and because the $\phi_i$ are polynomials and hence continuous.

Assume that $G(X, Y)$ and $F(X, Y)$ are of finite height. Then there are three filtration topologies that one can consider on $\text{FG}_A(F(X, Y), G(X, Y))$ viz.:

(i) the topology defined by the height filtration on $\text{FG}_k(\bar{F}(X, Y), \bar{G}(X, Y))$ via the injection $\text{FG}_A(F(X, Y), G(X, Y)) \to \text{FG}_k(\bar{F}(X, Y), \bar{G}(X, Y))$;

(ii) the topology defined by the embedding $J$: $\text{FG}_A(F(X, Y), G(X, Y)) \to A$;

(iii) the topology defined by the subgroups $[p^n]_G \text{FG}_A(F(X, Y), G(X, Y))$.

**Proposition** Let $A, F(X, Y), G(X, Y)$ be as in (18.3.12) and assume that $F(X, Y)$ and $G(X, Y)$ are of finite height. Then the three topologies listed above on $\text{FG}_A(F(X, Y), G(X, Y))$ coincide and $\text{FG}_A(F(X, Y), G(X, Y))$ is complete under these topologies (filtrations).

**Proof** A filtration $w$ on a free $\mathbb{Z}_p$-module $E$ of finite rank is called a norm if for some valuation $v$ on $\mathbb{Z}_p$ that is equivalent to the usual one, $v_p$, one has

$$w(ae) = v(a) + w(e), \quad a \in \mathbb{Z}_p, \quad e \in E$$

Any two norms on $E$ are then equivalent (that is, they give rise to the same topology). This is seen by the usual argument (cf., e.g., [437, Theorem 2.1.1]). We are now going to view $\text{FG}_A(F(X, Y), G(X, Y))$ as a $\mathbb{Z}_p$-module. To this end consider the commutative diagram

$$\begin{array}{ccc}
\mathbb{Z} & \longrightarrow & \text{End}_A(F(X, Y)) \\
& \downarrow J & \\
& A & \\
\end{array}$$

where $\mathbb{Z}$ has the $p$-adic topology, $\text{End}_A(F(X, Y))$ has topology (ii), and $A$ has of course its discrete valuation ring topology. All maps are continuous, and since $\text{End}_A(F(X, Y))$ is complete in topology (ii) by the completeness of $A$ and (18.3.12) we can extend to obtain a commutative diagram

$$\begin{array}{ccc}
\mathbb{Z}_p & \longrightarrow & \text{End}_A(F(X, Y)) \\
& \downarrow i & \\
& A & \\
\end{array}$$

making $\text{End}_A(F(X, Y))$ and hence also $\text{FG}_A(F(X, Y), G(X, Y))$ a $\mathbb{Z}_p$-module.

Let $w_{(i)}, w_{(ii)}, w_{(iii)}$ be the three filtrations listed in (18.3.12) and let $\beta(X) \in i(\mathbb{Z}_p)$ (cf. (18.3.14)) and $\alpha(X) \in \text{FG}_A(F(X, Y), G(X, Y))$. Then

$$w_{(ii)}(\beta(X) \circ \alpha(X)) = v(J(\beta)) + w_{(iii)}(\alpha(X))$$

showing that $w_{(ii)}$ is a norm filtration.
Now consider $\text{End}_A(F(X, Y))$ and $\text{End}_A(\bar{F}(X, Y))$ with the height filtrations $w_{(i)}$ and $Z, Z_p$ with the $p$-adic topology. We find a commutative diagram

$$
\begin{align*}
\mathbb{Z}_p & \xrightarrow{i} \text{End}_A(F(X, Y)) \\
& \phantom{=} \Downarrow \text{End}_A(\bar{F}(X, Y))
\end{align*}
$$

(18.3.16)

It follows that the embedding $FG_A(F(X, Y), G(X, Y)) \to FG_A(\bar{F}(X, Y), \bar{G}(X, Y))$ is a homomorphism of $Z_p$-modules. Let $k_s$ be the algebraic closure of $k$. Then we know from (18.2.3) and Lazard's classification theorems (cf. (18.1.4)) that $FG_{k_s}(\bar{F}(X, Y), \bar{G}(X, Y))$ is a free $Z_p$-module of rank $h^2$, $h = \text{ht}(\bar{F}(X, Y))$, if $\text{ht}(\bar{F}(X, Y)) = \text{ht}(\bar{G}(X, Y))$. And if $\text{ht}(\bar{F}(X, Y)) \neq \text{ht}(\bar{G}(X, Y))$, then $FG_{k_s}(\bar{F}(X, Y), \bar{G}(X, Y)) = 0$ by the commutativity of the diagram

$$
\begin{align*}
\bar{F}(X, Y) & \xrightarrow{\alpha} \bar{G}(X, Y) \\
\Downarrow [p]_r & \Downarrow [p]_c \\
\bar{F}(X, Y) & \xrightarrow{\alpha} \bar{G}(X, Y)
\end{align*}
$$

(If $\text{ht} \alpha(X) = r$, $\text{ht}(\bar{G}(X, Y)) = h_2$, $\text{ht}(\bar{F}(X, Y)) = h_1$, then $\text{ht}([p]_c(X) \circ \alpha(X)) = r + h_2$ and $\text{ht}(\alpha(X) \circ [p]_r(X)) = r + h_1$ (cf. (18.3.2)).

So we see that $FG_A(F(X, Y), G(X, Y))$ is a sub-$Z_p$-module of a free $Z_p$-module of rank $h^2$ so that

(18.3.17) $FG_A(F(X, Y), G(X, Y))$ is a free $Z_p$-module of rank $\leq h^2$

Now note that the restriction to $i(Z_p)$ in (18.3.16) of the height filtration on $\text{End}_A(F(X, Y))$ is $h$ times the $p$-adic valuation on $Z_p$. Hence

(18.3.18) $w_{(i)}(i(a) \circ \alpha(X)) = w_{(i)}(i(a)) + w_{(i)}(\alpha(X)) = h\nu_p(a) + w_{(i)}(\alpha(X))$

showing that $w_{(i)}$ is also a norm filtration. Finally, $w_{(iii)}$ is a norm filtration on $FG_A(F(X, Y), G(X, Y))$ by its definition. So (18.3.15), (18.3.17), and (18.3.18) prove that all three filtrations are equivalent.

### 18.4 Rings of endomorphisms

**Example (18.4.1) Endomorphisms over $F_q$ and $F(p^\infty)$** Let $F(X, Y)$ be a one dimensional formal group law over a finite field $F_q$ of height $h$. Then we have already seen that $\text{End}_{F(p^\infty)}(F(X, Y))$ is the ring of integers of the division algebra of rank $h^2$ and invariant $h^{-1}$ over $Q_p$.

Now over $F_q$ there exists a very special endomorphism of $F(X, Y)$, viz. its Frobenius endomorphism $\xi_F(X) = X^q$ and one easily shows that $\text{End}_{F_q}(F(X, Y))$ consists of those endomorphisms over $F(p^\infty)$ that commute with $\xi_F(X)$. So by the general theory of division algebras $\text{End}_{F_q}(F(X, Y))$ is the ring of integers of a central division algebra of rank $h^2/m^2$ and invariant $m/h$ over $Q_p(\xi_F)$ where $m = [Q_p(\xi_F) : Q_p]$.
Endomorphisms over a $p$-adic integer ring. Now let $A$ be the ring of integers of a finite extension $K$ of $\mathbb{Q}_p$, and let $F(X, Y)$ be a one dimensional formal group law over $A$ of finite height $h$. Then first of all $\text{End}_A(F(X, Y)) \to \text{End}_k(\bar{F}(X, Y))$ is injective (Proposition (18.3.7)) so that $\text{End}_A(F(X, Y))$ embeds in $D_h$, the central division algebra of rank $h^2$ and invariant $h^{-1}$. It follows that the quotient field of $\text{End}_A(F(X, Y))$ has at most rank $h$ over $\mathbb{Q}_p$ (because $J : \text{End}_A(F(X, Y)) \to A$ and because the dimension over $\mathbb{Q}_p$ of every commutative subfield of $D_h$ is a divisor of $h$).

Even more is true. The injectivity of the reduction map also implies that $\text{End}_A(F(X, Y)) = \text{End}_B(F(X, Y))$ if $B/A$ is totally ramified, so that if $A'$ is the ring of integers of the algebraic closure of $K$, then $J(\text{End}_{A'}(F(X, Y))) \subset A'$ is an order in some unramified extension $L$ of degree $\leq h$ of $K$.

All the results mentioned so far are contained in Section 23 below, which in addition contains some results on when $\text{End}_{A'}(F(X, Y)) = \text{END}(F(X, Y))$, the absolute endomorphism ring of $F(X, Y)$, is integrally closed and on how to construct (in some cases) formal group laws with pregiven END ring.

18.5 Classification results

Scattered through Chapter IV are a number of classification results, mainly for one dimensional formal group laws. We already mentioned two.

Theorem. Over a separably closed field $k$ of characteristic $p > 0$ the one dimensional formal group laws are classified by their heights.

Theorem. Over the ring of integers $A$ of a complete absolutely unramified discrete valuation field of characteristic zero with perfect residue field $k$ the strict isomorphism classes of formal group laws over $A$ correspond bijectively with "Eisenstein" polynomials $p + \sum_{i=1}^h b_i T^i \in A_p[T]$ with $b_i \in pA$, $i = 1, \ldots, h - 1$, $b_h \in U(A)$, the units of $A$ (cf. Theorem (18.2.6)).

Forms. Roughly the "philosophy of forms" is the following. Let $L/K$ be a Galois extension and let $\Phi$ be some object defined over $K$. Then we say that an object $\Psi$ over $K$ is a (twisted) form of $\Phi$, or an $L/K$-form of $\Phi$, if $\Phi$ and $\Psi$ become isomorphic when one extends the scalars from $K$ to $L$. For example if $F(X, Y)$ and $G(X, Y)$ are two one dimensional formal group laws of the same height over a characteristic $p$ field $k$ and $k_{sc}$ is the separable closure of $k$, then Theorem (18.5.1) says that $F(X, Y)$ and $G(X, Y)$ are $k_{sc}/k$-forms of each other.

Let $E(L/K, \Phi)$ be the set of $K$-isomorphism classes (isomorphisms defined over $K$) of $L/K$-forms of $\Phi$. Then quite often one has a bijective correspondence between $E(L/K, \Phi)$ and the first Galois cohomology group $H^1(\text{Gal}(L/K), \text{Aut}_K(\Phi))$ where $\text{Aut}_K(\Phi)$ is the group of $K$-automorphisms of the object $\Phi$. 


The "philosophy of forms" is part of the "philosophy of descent" (or theory of descent) which also examines the question, Given an object $\Psi$ over $L$, does there exist an object $\Phi$ over $K$ that becomes isomorphic to $\Psi$ after extension of scalars? (And, of course, both questions can be, and generally are, studied in a much more general base-change situation than $K-L$.)

In our case Theorem (18.5.1) combined with form theory gives us a chance to classify one dimensional formal group laws over fields. In case $k$ is finite $H^1(\text{Gal}(k_{sc}/k), \text{Aut}_k(F(X, Y)))$ turns out to be manageable, and there follow two classification results for one dimensional formal group laws over finite fields (really two formulations of the same classification result).

Let $F(X, Y)$ be a one dimensional formal group law over $F(q)$, the field of $q$ elements. Then $\xi(x) = x^q$ is an endomorphism of $F(X, Y)$. Now consider the equation that $\xi$ satisfies as an element of $D_h$ over the "standard" unramified extension contained in $Q_p(\xi)$. This gives us a polynomial $\Psi(x) = x^e + b_1 x^{e-1} + \cdots + b_e$ with coefficients in $W_{p^\infty}(F_q)$.

(18.5.4) **Theorem** One dimensional formal group laws $F(X, Y)$ over $F_q$, the finite field with $q$ elements, are classified by the characteristic polynomials $\Psi_F(x)$ of their Frobenius endomorphisms $\Psi_F(x) = x^e + b_1 x^{e-1} + \cdots + b_e$. These polynomials $\Psi_F(x)$ have the properties:

(18.5.5) $\Psi_F(x)$ is a polynomial with coefficients in $W_{p^\infty}(F_q)$ that is irreducible over $K_q = W_{p^\infty}(F_q) \otimes Q_p$.

(18.5.6) If $\xi$ is a root of $\Psi_F(x)$, then $Q_p(\xi)/K_q$ is totally ramified.

(18.5.7) $[Q_p(b_1, \ldots, b_e): Q_p]v(b_e)$ divides $r$ where $q = p^r$ and $v$ is the normalized exponential valuation on $K_q$.

Conversely, every polynomial $\Psi(x)$ with the properties (18.5.5)–(18.5.7) is the characteristic polynomial of some finite height formal group law $F(X, Y)$ over $F_q$, where the height $h$ is equal to $v(b_e)^{-1} r$.

In the special case $q = p$, the polynomials satisfying (18.5.5)–(18.5.7) are precisely the Eisenstein polynomials over $Z_p = W_{p^\infty}(F_p)$.

(18.5.8) The second formulation of the classification result for one dimensional formal group laws is obtained as follows. Let $F(X, Y)$ be a one dimensional formal group law over $F_q$. Choose any isomorphism $\gamma: \text{End}_{F_p}(F(X, Y)) \simeq E_h \subset D_h$ and assign to $F(X, Y)$ the conjugacy class of the element $\gamma \circ \xi(x) \circ \gamma^{-1}$ in $E_h$. This defines a map $\Psi: \text{Iso}(F_q, h) \rightarrow T_r$ where $T_r$ is the set of conjugacy classes of elements of valuation $h^{-1} r$ where $q = p^r$, where $\text{Iso}(F_q, h)$ is the set of isomorphism classes of formal group laws of dimension one and height $h$ over $F_q$ and where the valuation on $D_h$ is the unique one extending the normalized exponential valuation on $Z_p \subset E_h \subset D_h$.

(18.5.9) **Theorem** The map $\Psi$ is a bijection.
18 DEFINITIONS AND SURVEY

(18.5.10) Now let $F(X, Y)$ be a one dimensional formal group law over $\mathbb{Z}_p$. According to Theorem (18.5.2) $F(X, Y)$ is classified up to strict isomorphism by a certain Eisenstein polynomial of degree $h = \text{ht}(F(X, Y))$ with coefficients in $\mathbb{Z}_p$. Let $\bar{F}(X, Y)$ be the reduction of $F(X, Y)$ over $\mathbb{F}_p$. Then according to Theorem (18.5.4) $\bar{F}(X, Y)$ is classified by a certain Eisenstein polynomial with coefficients in $W_{p\infty}(\mathbb{F}_p) = \mathbb{Z}_p$ of degree $h$. These polynomials coincide! More about this will be said in Section 30.4 in connection with Cartier–Dieudonné modules. Meanwhile, the same circle of ideas leads to “lifting of Frobenius” results in Section 24.3.

The link between these two Eisenstein polynomials is provided by the following two results.

(18.5.11) **Lemma** Two one dimensional formal group laws over $\mathbb{F}_p$ or $\mathbb{Z}_p$ are isomorphic if and only if they are strictly isomorphic.

(18.5.12) **Theorem** Two one dimensional formal group laws $F(X, Y)$, $G(X, Y)$ over $\mathbb{Z}_p$ are isomorphic if and only if their reductions $\bar{F}(X, Y)$ and $\bar{G}(X, Y)$ over $\mathbb{F}_p$ are isomorphic.

(18.5.13) Theorem (18.5.12) does not generalize easily (cf., however, (18.6.4)(f)). For example, the obvious analogue of (18.5.12) for higher dimensional finite height formal group laws over $\mathbb{Z}_p$ is false and so is the one dimensional analogue of (18.5.12) over unramified extensions of $\mathbb{Z}_p$. This last fact means that in general the link between the Eisenstein polynomial over $W_{p\infty}(\mathbb{F}_q)$ of Theorem (18.5.2) of a formal group law $F(X, Y)$ and the characteristic polynomial $\Psi_{\mathfrak{c}}(x)$ over $W_{p\infty}(\mathbb{F}_q)$ of Theorem (18.5.4) is a much more tenuous one.

(18.5.14) **Formal moduli** One way to tackle classification problems of one dimensional formal groups over a local ring $R$ is via the idea of liftings or deformations. Let $k$ be the residue field of a complete noetherian local ring $R$ with maximal ideal $\mathfrak{m}$. Let $\Gamma(X, Y)$ be a one dimensional formal group law over $k$. We say that $F(X, Y)$ over $R$ lifts $\Gamma(X, Y)$ if $\bar{F}(X, Y) = \bar{\Gamma}(X, Y)$. Two lifts are $\ast$-isomorphic if there exists an isomorphism $\alpha(X) : F(X, Y) \to G(X, Y)$ such that $\alpha(X) = X \mod \mathfrak{m}$. The “moduli” problem is now to classify all lifts modulo $\ast$-isomorphism. (Note that lifts always exist because the underlying ring of the universal one dimensional formal group law is free polynomial.) It turns out that the set of $\ast$-isomorphisms classes is naturally identifiable with $\mathfrak{m}^{n-1}$ if $h = \text{ht}(\Gamma(X, Y))$; i.e., there are $h - 1$ formal moduli. One can even give an explicit parameterization; cf. Section 22.4 for more details.

18.6 Formal $A$-modules

Let $A$ be a ring, $B \in \text{Alg}_A$. Roughly speaking, a formal $A$-module over $B$ is a formal group law that admits $A$ as a ring of endomorphisms. More precisely:
(18.6.1) **Definitions and example** A formal $A$-module over $B$ is a formal group law $F(X, Y)$ over $B$ together with a ring homomorphism $\rho_F: A \to \text{End}_B(F(X, Y))$ such that $J \circ \rho_F: A \to B$ is the $A$-algebra structure homomorphism of $B \in \text{Alg}_A$. We shall often write $[a]_F(X)$ for $\rho_F(a)(X)$. A **homomorphism of formal $A$-modules** is a homomorphism of formal group laws $\alpha(X): F(X, Y) \to G(X, Y)$ such that $\rho_G(a)(X) \circ \alpha(X) = \alpha(X) \circ \rho_F(a)(X)$ for all $a \in A$.

Examples of one dimensional formal $A$-modules are the Lubin–Tate formal group laws of Chapter I, Section 8.

(18.6.2) **$A$-height** Let $A$ be a discrete valuation ring with uniformizing element $\pi$ and finite residue field $k$. Let $F(X, Y)$ over $B \in \text{Alg}_A$ be a formal $A$-module of dimension 1, where $B$ is a field (of characteristic $p > 0$). Consider $\rho_F(\pi)(X) = [\pi]_F(X)$. The first nonzero term in the power series $\rho_F(\pi)(X)$ is necessarily of the form $aX^q$ if $\rho_F(\pi)(X) \neq 0$. Then $h$ is defined to be the $A$-height of $F(X, Y)$. If $A$ is the ring of integers of a finite extension $K$ of $\mathbb{Q}_p$ of degree $n$, one has $A$-height $(F(X, Y)) = n^{-1} \text{ht}(F(X, Y))$. If $A$ is of characteristic $p > 0$, the underlying formal group law of $F(X, Y)$ is always isomorphic to $\hat{\mathbb{G}}_a(X, Y)$ and there is no relation between $A$-height and height.

(18.6.3) **Universal formal $A$-modules** As in the case of formal group laws, it is an essentially trivial matter to show that there exists a universal formal $A$-module over some $A$-algebra $L_A$ for each dimension $n$ (i.e., the functor $\text{Alg}_A \to \text{Set}$, $B \mapsto \text{set of all formal } A\text{-modules over } B$, is representable). To determine the structure of $L_A$ is another matter. If $A$ is a discrete valuation ring or a field, then $L_A$ is a free polynomial algebra over $A$. But in general $L_A$ may have a more complicated structure, for instance, in the case that $A$ is the ring of integers of a global number field $K$ of class number $> 1$.

(18.6.4) **The local case** Now suppose that $A$ is a complete discrete valuation ring with finite residue field $k$ of $q$ elements. (For many of the results below completeness is unnecessary.) In this case, by and large, the theory of formal $A$-modules is completely parallel to the theory of formal group laws over $\mathbb{Z}(p)$-algebras (i.e., formal $\mathbb{Z}(p)$-modules). Here is a short partial list of some of the corresponding results.

(a) $L_A$ is a free polynomial algebra over $A$. There exists an analogue of the universal $p$-typical formal group law $F_v(X, Y)$. This formal $A$-module will be denoted $(F^p_v(X, Y), \rho^p_v)$. Every formal $A$-module is isomorphic to one obtained from an $(F^p_v(X, Y), \rho^p_v)$ by specialization. These are called $A$-typical formal $A$-modules. There is a universal strict isomorphism of $A$-typical formal $A$-modules.

(b) One dimensional formal $A$-modules over a separably closed field are classified by their $A$-heights.

(c) The ring of $A$-endomorphisms of a one dimensional formal $A$-module c
A-height \( h \) over a separably closed field is isomorphic to the ring of integers of the central division algebra of rank \( h^2 \) and invariant \( h^{-1} \) over \( K \), the quotient field of \( A \).

(d) One dimensional formal \( A \)-modules over a finite field are classified by the characteristic polynomials of their Frobenius endomorphism.

(e) If \( R \) is a local noetherian complete \( A \)-algebra with residue field \( l \) and \( \Gamma(X, Y) \) is a formal \( A \)-module of \( A \)-height \( h \) over \( l \), then the lifts of \( \Gamma(X, Y) \) up to \(*\)-isomorphism are parametrized by \( n^h \).

(f) Two one dimensional formal \( A \)-modules over \( A \) are isomorphic iff their reductions over \( k \) are isomorphic.

(18.6.5) **q-typification and the Frobenius operator \( f_\pi \)** Here are two more instances of the parallelism between formal \( A \)-modules and formal group laws over \( \mathbb{Z}_{(p)} \)-algebras. They concern the \( p \)-typification projector \( \varepsilon_p \) and the Frobenius operator \( f_p \). Recall that the topological group of curves \( \mathcal{G}(F; B) \) of a formal group law \( F(X, Y) \) over \( \mathbb{Z}_{(p)} \)-algebra \( B \) admits a projector \( \varepsilon_p : \mathcal{G}(F; B) \to \mathcal{G}(F; B) \) and a Frobenius operator \( f_p \). They were defined as follows: formally,

\[
f_p \gamma(t) = \gamma(\zeta_p t^{1/p}) + _F \cdots + _F \gamma(r_p^p t^{1/p})
\]

where \( \zeta_p \) is a primitive \( p \)th root of unity, and given the \( f_n \) and \( V_n \), the operators \( \varepsilon_p \) can be defined as (cf. Chapter III (16.3.12))

\[
\varepsilon_p = \sum_{(n, p) = 1} n^{-1} \mu(n)V_n f_n
\]

If \( B \) is without additive torsion the operators \( f_p \) and \( \varepsilon_p \) can be described via the logarithm of \( F(X, Y) \) as follows

\[
f(\gamma(t)) = \sum_{i=1}^{\infty} x_i t^i \quad \Rightarrow \quad f(f_p \gamma(t)) = \sum_{i=1}^{\infty} p x_{pi} t^i
\]

\[
f(\gamma(t)) = \sum_{i=1}^{\infty} x_i t^i \quad \Rightarrow \quad f(\varepsilon_p \gamma(t)) = \sum_{j=0}^{\infty} x_{pi} t^{pj}
\]

The right analogues of \( \varepsilon_p \) and \( f_p \) for formal \( A \)-modules are a projector \( \varepsilon_q \) (called \( q \)-typification) and a Frobenius operator \( f_\pi \) (where \( \pi \) is a uniformizing element of \( A \), and \( q \) is the number of elements of the residue field of \( A \)). There do not seem to be obvious analogs of Definitions (18.6.6) and (18.6.7), but there are obvious analogues of (18.6.8) and (18.6.9); viz. \( B \in \text{Alg}_A \), \( B \) is \( A \)-torsion free, and \( F(X, Y) \) is an \( m \)-dimensional formal \( A \)-module over \( B \), then

\[
f(\gamma(t)) = \sum_{i=1}^{\infty} x_i t^i \quad \Rightarrow \quad f(f_\pi \gamma(t)) = \sum_{i=1}^{\infty} \pi x_{qi} t^i
\]

\[
f(\gamma(t)) = \sum_{i=1}^{\infty} x_i t^i \quad \Rightarrow \quad f(\varepsilon_q \gamma(t)) = \sum_{j=0}^{\infty} x_{qi} t^{qj}
\]
Taking these as tentative definitions, the first problem is to prove that this defines elements in \( \mathfrak{C}(F; B) \); i.e., we must show that the \( m \)-tuples of power series

\[
\left( \sum_{i=1}^{\infty} \pi x_{qi} t^i \right), \quad \left( \sum_{j=0}^{\infty} x_{qi} t^{qj} \right)
\]

have integral coefficients. Here, again, the functional equation lemma does its work. The universal \( n \)-dimensional formal \( A \)-module \( (F^\mathfrak{A}_S(X, Y), \rho^\mathfrak{A}_S) \) lives, fortunately, over a free polynomial \( A \)-algebra \( A[S] \). Let \( \sigma: K[S] \to K[S] \) be the \( K \)-endomorphism that takes all the \( S \)'s into their \( q \)th powers; we are then in a functional equation type situation, enabling us to use \((18.6.10), (18.6.11)\) as definitions in case \( F(X, Y) = F^\mathfrak{A}_S(X, Y) \). And then, by specialization, one defines \( e_q \) and \( f_x \) for all formal \( A \)-modules.

Even more so than in the case of formal group laws, the technique “do everything first in the universal case” seems to be effective in dealing with formal \( A \)-modules.

**[(18.6.12) Other results]** If \( A \) is a discrete valuation ring with infinite residue field, every one dimensional formal \( A \)-module over a \( B \in \text{Alg}_A \) is isomorphic to the additive formal \( A \)-module.

However, there does exist an obvious twisted analogue of the universal \( A \)-typical formal \( A \)-module \( (F^\mathfrak{A}_S(X, Y), \rho^\mathfrak{A}_S) \) which is definitely nontrivial. We call the resulting objects twisted formal \( A \)-modules. Examples are the generalized Lubin-Tate formal group laws obtained by Cartier's semilinear trick in Chapter II, Section 13.2.

These objects are less rigid than formal \( A \)-modules and possibly not much more difficult to handle.

**[(18.6.13) Ramified Witt vectors and Artin-Hasse exponentials]**

Let \( A \) be as in \((18.6.4)\). The \( p \)-typical version of \( \hat{G}_n(X, Y) = X + Y - XY \) over \( \mathbb{Z}_p \) is the formal group law with logarithm

\[(18.6.14) \quad X + p^{-1}X^p + p^{-2}X^{p^2} + p^{-3}X^{p^3} + \cdots \]

Its formal \( A \)-module analogue appears to be the one dimensional Lubin-Tate formal group law over \( A \) with logarithm

\[(18.6.15) \quad X + \pi^{-1}X^\pi + \pi^{-2}X^{\pi^2} + \cdots \]

(Of course the isomorphism class of \((18.6.15)\) depends on \( \pi \), but choosing a different uniformizing element for \( p \) in \((18.6.14)\) also changes the isomorphism class involved.) The analogy between the formal group law \( F_p(X, Y) \) with logarithm \((18.6.14)\) and the formal \( A \)-module \( F_n(X, Y) \) with logarithm \((18.6.15)\) goes quite deep. For example, we have seen that \( \mathfrak{C}_p(F_p; -) \) is a ring-valued functor identifiable with \( W_{p^n}(-) \), the ring functor of Witt vectors associated to the prime number \( p \). Correspondingly, \( \mathfrak{C}_q(F_n; -) \) has a natural structure of
A-algebra-valued functor, giving us a “ramified Witt vector” functor $W^A_{q, \infty}(-)$, which has as its associated polynomials

$$w^A_{q, n}(Z) = Z^n_0 + \pi Z^n_1 + \cdots + \pi^{n-1} Z^n_{n-1} + \pi^n Z_n$$

instead of the usual Witt polynomials

$$w^p_n(Z) = Z^n_0 + p Z^n_1 + \cdots + p^n Z_n$$

This ramified Witt vector functor has many of the properties one would expect. For example, $W^A_{q, \infty}(k) = A$, where $k$ is the residue field of $A$ and if $l/k$ is an algebraic extension $W^A_{q, \infty}(l)$ is the completion of the ring of integers of the unramified extension of $K$ covering the residue field extension $l/k$.

Further, there is a functorial $A$-algebra endomorphism $f_\pi$ of $W^A_{q, \infty}$ (corresponding to the $f_\pi$ of (18.6.5)) which on $W^A_{q, \infty}(l)$ corresponds with the Frobenius substitution $(f_\pi(x) \equiv x^q \mod \pi$ for all $x \in W^A_{q, \infty}(l))$.

Also there is an Artin–Hasse exponential mapping; in this case a functorial homomorphism of $A$-algebras $\Delta^A: W^A_{q, \infty}(-) \rightarrow W^A_{q, \infty}(W^A_{q, \infty}(-))$.

All these things generalize to the case of arbitrary one dimensional formal $A$-modules over $A$ and even to the case of twisted one dimensional Lubin–Tate formal $A$-modules over $A$ (and in this case the residue field of $A$ need no longer be finite).

(18.6.16) Getting slightly ahead of the story let us also remark that $F_\pi(X, Y)$ plays the same role vis-à-vis the local class field theory of $K$ that $F_\pi(X, Y)$ (or $\hat{G}_m(X, Y)$) plays for $Q_p$ (cf. Section 32 in Chapter VI) and that $W^A_{q, \infty}(-)$ and its associated formal group law take the place of $W_{p, \infty}(-)$ and its formal completion $\hat{W}_{p, \infty}(-)$ when doing Cartier–Dieudonné theory of formal $A$-modules rather than of formal group laws. (Cf. Sections 26, 29, 30 of Chapter V.)

(18.6.17) Remarks on the global case In the case of formal group laws $F_\pi(X, Y)$ for varying $p$ there exists a global formal group law $\hat{G}^-_m(X, Y)$ over $Z$ strictly isomorphic to $F_\pi(X, Y)$ over $Z_p$ for all $p$. Now let $A$ be the ring of integers of a global field $K$. The analogue of $\hat{G}^-_m(X, Y)$ in this case is a formal $A$-module $F(X, Y)$ over $A$ such that for every finite place $v$, $F(X, Y)$ is strictly isomorphic to a Lubin–Tate formal group law over $A_v$ where $A_v$ is the completion of $A$ with respect to $v$. Such objects exist by the local global results of Section 20.5.

In the case of $\hat{G}^-_m(X, Y)$ there is a global ring of Witt vectors $W(-) \simeq \mathscr{G}(\hat{G}^-_m; -)$, but there does not seem to be a natural multiplication on $\mathscr{G}(F; -)$ if $F(X, Y)$ is a global Lubin–Tate formal group law except when $K$ is of class number 1.

Still, one has exactly as in the case of the Witt vectors additive Artin–Hasse exponentials $A_v \rightarrow \mathscr{G}(F; A_v)$ for one fixed formal group law $F(X, Y)$ over $A$. (In the case of the Witt vectors these maps are also multiplicative, but they are not ring homomorphisms even in that case.)
19 Universal Isomorphisms

19.1 The universal isomorphism \( \alpha_{U,S} : H_U(X, Y) \to H_{U,S}(X, Y) \)

Let \( H_U(X, Y) \) be the \( m \)-dimensional universal commutative formal group law of Chapter II, Section 11.1. It is defined over \( \mathbb{Z}[U] = \mathbb{Z}[U(i, n)] | n \in I, i = 1, \ldots, m, \ |n| \geq 2 \). We recall that

\[
(19.1.1) \quad a_n(U) = \sum_{(q_1, \ldots, q_t, d)} d(q_1, \ldots, q_t)U_{q_1}U_{q_2}^{(q_1)} \cdots U_{q_t}^{(q_1 \cdots q_{t-1})}U_d^{(q_1 \cdots q_t)}
\]

\[
(19.1.2) \quad H_U(X, Y) = h_U^{-1}(h_U(X) + h_U(Y)), \quad h_U(X) = \sum_{|n| \geq 1} a_n X^n
\]

(For the notations used, we refer to Chapter II, Section 11.1 and (11.2.1).)

Let \( \phi : \mathbb{Z}[U] \to \mathbb{Z}[U] \) be the ring endomorphism defined by \( \phi(U(i, n)) = 0 \) if \( |n| \geq 2, n \neq p\epsilon(j) \) for all \( r \in \mathbb{N} \), prime numbers \( p \), and \( j \in \{1, \ldots, m\} \) and by \( \phi(U(i, p\epsilon(j))) = U(i, p\epsilon(j)) \) for all \( i, j \in \{1, \ldots, m\} \), prime numbers \( p \), and \( r \in \mathbb{N} \). Write

\[
(19.1.3) \quad \bar{a}_n(U) = \phi(a_n(U)), \quad \bar{h}_U(X) = \sum_{|n| \geq 1} \bar{a}_n(U)X^n
\]

\[
\overline{H}_U(X, Y) = \bar{h}_U^{-1}(\bar{h}_U(X) + \bar{h}_U(Y))
\]

\[\textbf{Lemma} \quad \text{For every prime number } p, \overline{h}_U(X) \text{ satisfies a functional equation of the form} \]

\[
(19.1.5) \quad \overline{h}_U(X) = \overline{g}_p(X) + \sum_{i=1}^{\infty} p^{-1}U_{p^i}\overline{h}_U^{p^i}(X^{p^i}), \quad \overline{g}_p(X) \in \mathbb{Z}[p][U][X]^n
\]

\[\textbf{Proof} \quad \text{This follows by applying } \phi_* \text{ to the corresponding functional equation for } h_U(X) \text{ (cf. Lemma (11.2.4)) because } \phi(U_{p^i}) = U_{p^i}. \]

\[\textbf{Remark} \quad \text{Because } \overline{h}_U(X) \text{ satisfies the functional equations (19.1.5), it follows that } \overline{H}_U(X, Y) \text{ is an } m \text{-dimensional formal group law over } \mathbb{Z}[U], \]

which is also obvious from the observation \( \overline{H}_U(X, Y) = \phi_* H_U(X, Y) \). Because \( \overline{h}_U(X) \) and \( h_U(X) \) satisfy the same type of functional equation, it follows that \( H_U(X, Y) \) and \( \overline{H}_U(X, Y) \) are strictly isomorphic over \( \mathbb{Z}[U] \) (cf. Chapter I, Section 2.2 for the notion "same type").

\[\textbf{Remark} \quad \text{The vectors } \bar{a}_n(U) \text{ are obtained from the } a_n(U) \text{ by setting all } U(i, d) \text{ with } d \neq p\epsilon(j) \text{ equal to zero, or, equivalently } \bar{a}_n(U) \text{ is given by a sum (19.1.1) where now the sum is over all sequences } (q_1, \ldots, q_t, d) \text{ with } |d| = 1. \]

This means in particular that \( \bar{a}_n(U) = 0 \) unless \( n \) is of the form \( n = ne(j) \) for some \( n \in \mathbb{N} \) and \( j \in \{1, 2, \ldots, m\} \) (so that \( \overline{H}_U(X, Y) \) is a curvilinear formal group law). Now for each \( n \in \mathbb{N} \) we write \( \bar{A}_n(U) \) for the matrix consisting of the columns

\[
\bar{a}_{ne(1)}(U), \ldots, \bar{a}_{ne(m)}(U)
\]
Then by the remarks made above and (19.1.1), (19.1.3) we have

\[ h_U(X) = \sum_{n=1}^{\infty} A_n(U) X^n \]

\[ \tilde{A}_n(U) = \sum_{(q_1, \ldots, q_t)} d(q_1, \ldots, q_t) U_{q_1} U_{q_2} \cdots U_{q_t-1}, \quad \tilde{A}_1 = I_m \]

where, as usual, \( X^n \) is short for the column vector \( (X_1^n, X_2^n, \ldots, X_m^n) \) and where the sum in (19.1.9) is over all sequences of powers of prime numbers \( (q_1, \ldots, q_t) \), \( q_t = p_i, \ r_i \in \mathbb{N}, \ such \ that \ q_1 \cdots q_t = n \).

(19.1.10) **Constructions** Now for each \( i \in \{1, \ldots, m\} \) and \( n \in \mathbb{I}, \ |n| \geq 2 \) let \( S(i, n) \) be another indeterminate and let \( S_n \) be short for the column vector \( (S(1, n), \ldots, S(m, n)) \). We also define \( S_{a_j}, j = 1, \ldots, m \) as the column vector \( (0, \ldots, 0, 1, 0, \ldots, 0) \) with the 1 in the \( j \)th spot. We now define for all \( n \in \mathbb{I}, \) a column vector \( a_n(U, S) \) by the formula

\[ a_n(U, S) = \sum_{i|n} \tilde{A}_i(U) S_{i-1} \]

where \( i \in \mathbb{N} \) divides the multi-index \( n \) if \( n = (n_1, \ldots, n_m) = (i_1, \ldots, i_m) \) \( r_j \in \mathbb{N} \cup \{0\}, \ j = 1, \ldots, m \) and then \( i^{-1}n = (r_1, \ldots, r_m) \). Finally, we set

\[ h_{U, S}(X) = \sum_{|n| \geq 1} a_n(U, S) X^n \]

\[ H_{U, S}(X) = h_{U, S}^{-1}(h_{U, S}(X) + h_{U, S}(Y)) \]

\[ \alpha_{U, S}(X) = h_{U, S}^{-1}(h_U(X)) \]

(19.1.15) **Lemma** For each prime number \( p \) we have

\[ h_{U, S}(X) = \sum_{i=1}^{\infty} p^{-1} U_p h_{U, S}^{p^i}(X^{p^i}) \in \mathbb{Z}[(U, S)] \]

**Proof** Let \( n \in \mathbb{I} \) and let \( p \) be a prime number and suppose \( p^r \) is the highest power of \( p \) that divides \( n \). To prove (19.1.16) we must show that

\[ a_n(U, S) - \sum_{i=1}^{r} p^{-1} U_p \alpha_{p^{-i}}(U_{p^{i}}; S^{p^i}) \in \mathbb{Z}(U, S) \]

This is immediate from (19.1.11) and Lemma (19.1.4) because (19.1.5) combined with (19.1.8) says that if \( p^k \nmid n \) but \( p^{k+1} \nmid n \), then

\[ \tilde{A}_n - \sum_{i=1}^{k} p^{-1} U_p \tilde{A}_{p^{-i}} \in \mathbb{Z}(U) \]

(19.1.17) **Corollary** The power series \( H_{U, S}(X, Y) \) and \( \alpha_{U, S}(X) \) have their coefficients in \( \mathbb{Z}[U, S] \) so that \( H_{U, S}(X, Y) \) is an \( m \)-dimensional formal group law over \( \mathbb{Z}[U, S] \) that is strictly isomorphic over \( \mathbb{Z}[U, S] \) to the formal group law \( H_U(X, Y) \) over \( \mathbb{Z}[U] \subset \mathbb{Z}[U, S] \). The strict isomorphism is \( \alpha_{U, S}(X) \).
\begin{align}
\text{(19.1.18) Proposition} \quad &\alpha_{U,S}(X) : H_U(X, Y) \to H_{U,S}(X, Y) \text{ is a universal isomorphism of } m\text{-dimensional formal group laws. That is, if } (F(X, Y), \alpha(X), G(X, Y)) \text{ form a triple over a ring } A \text{ consisting of two } m\text{-dimensional formal group laws over } A \text{ and a strict isomorphism } \alpha(X) : F(X, Y) \to G(X, Y) \text{ over } A, \text{ then there exists a unique homomorphism } \phi : Z[U, S] \to A \text{ such that } F(X, Y) = \phi_{\ast}(H_U(X, Y)), \alpha(X) = \phi_{\ast}(\alpha_{U,S}(X)), G(X, Y) = \phi_{\ast}(H_{U,S}(X, Y)).
\end{align}

\textbf{Proof} \quad \text{For each } n \in \mathbb{N}, n \geq 2 \text{ let } h_{U,S(n)}(X) \text{ and } \alpha_{U,S(n)}(X) \text{ be the } m\text{-tuples of power series obtained from } h_{U,S}(X) \text{ and } \alpha_{U,S}(X) \text{ by setting } S(i, n) = 0 \text{ for all } n \in I \text{ with } |n| \geq n.

\text{Immediately from the definition of } h_{U,S}(X) \text{ we then have that}
\begin{align}
(19.1.19) \quad h_{U,S}(X) &= h_{U,S(n)}(X) + \sum_{|n| = n} S_n X^n \mod(\text{degree } n + 1) \\
\text{and } h_{U,S}(X) &= h_{U,S(n)}(X) \mod(\text{degree } n)
\end{align}

\text{It follows that}
\begin{align}
(19.1.20) \quad \alpha_{U,S}(X) &= \alpha_{U,S(n)}(X) - \sum_{|n| = n} S_n X^n \mod(\text{degree } n + 1) \\
\text{and } \alpha_{U,S}(X) &= \alpha_{U,S(n)}(X) \mod(\text{degree } n)
\end{align}

\text{Now let } (F(X, Y), \alpha(X), G(X, Y)) \text{ be a triple consisting of two formal group laws and strict isomorphism over } A. \text{ Because } H_U(X, Y) \text{ is universal, there is a unique homomorphism } \phi : Z[U] \to A \text{ such that } \phi_{\ast}(H_U(X, Y)) = F(X, Y). \text{ This determines } \phi : Z[U, S] \to A \text{ on the } U's. \text{ Given the } \phi(U(i, n)) \text{ for all } i \text{ and } n, \text{ it follows from (19.1.20) (and } \alpha_{U,S}(X) = \alpha(X) = X \mod(\text{degree } 2)) \text{ that there are unique } \phi(S(i, n)) \in A \text{ such that } \phi_{\ast}(\alpha_{U,S}(X)) = \alpha(X). \text{ It follows that also } \phi_{\ast}(H_{U,S}(X, Y)) = G(X, Y) \text{ because}
\begin{align}
\phi_{\ast}H_{U,S}(X, Y) &= \phi_{\ast}(\alpha_{U,S}(H_U(\alpha_{U,S}(X), \alpha_{U,S}(Y)))) \\
&= \phi_{\ast}(\alpha_{U,S}(\phi_{\ast}H_U(\phi_{\ast}(\alpha_{U,S})^{-1}(X), \phi_{\ast}(\alpha_{U,S})^{-1}(Y)))) \\
&= \alpha(F(\alpha^{-1}(X), \alpha^{-1}(Y))) = G(X, Y)
\end{align}

\begin{align}
\text{(19.1.21) Remark} \quad &\text{It is quite easy to find universal strict isomorphisms } \hat{\alpha}(X) : H_U(X) \to ?. \text{ For example, if } S_n \text{ is the column vector consisting of the } S(i, n), \text{ then } \hat{\alpha}(X) = \sum_{n} S_n X^n \text{ is a universal isomorphism } H_U(X, Y) \to \hat{\alpha}(H_U(\hat{\alpha}^{-1}(X), \hat{\alpha}^{-1}(Y))). \text{ The isomorphism of (19.1.18) is mainly useful because it } \text{"p-typifies" } \text{in the right way and because the receiving formal group law's logarithm is reasonably easy to express in terms of the logarithm } h_U(X); \text{ cf. 19.2, and also 34.1.}
\end{align}

19.2 The universal isomorphism \( \alpha_{V,T}(X) : F_V(X, Y) \to F_{V,T}(X, Y) \) between \( p \)-typical formal group laws

\text{Fix a prime number } p. \text{ Let } F_{V,T}(X, Y) \text{ over } Z[V, T] \text{ and } F_V(X, Y) \text{ over } Z[V] \text{ be the } m\text{-dimensional formal group laws constructed in Chapter II, 10.3 (the}
one dimensional case was also treated in Chapter I, 2.3 and 3.3). We quickly recall a number of formulas and facts:

\[(19.2.1)\]

\[ f_V(X) = X + \sum_{i=1}^{\infty} p^{-1} V_i f \left( f^{(p^i)} (X^{p^i}) \right) \]

\[ F_V(X, Y) = f_V^{-1}(f_V(X) + f_V(Y)) \]

\[(19.2.2)\]

\[ f_{V,T}(X) = X + \sum_{i=1}^{\infty} T_i X^{p^i} + \sum_{i=1}^{\infty} p^{-1} V_i f^{(p^i)}_{T}(X^{p^i}) \]

\[ F_{V,T}(X, Y) = f_{V,T}^{-1}(f_{V,T}(X) + f_{V,T}(Y)) \]

Explicit formulas for the coefficients of \( f_V(X) \) and \( f_{V,T}(X) \) are

\[(19.2.3)\]

\[ f_V(X) = \sum_{i=0}^{\infty} a_i(V) X^{p^i} \]

\[ a_m(V) = \sum_{i_1 + \cdots + i_r = m} p^{-r} V_{i_1} V_{i_2}^{(p^{i_2})} \cdots V_{i_r}^{(p^{i_r+\cdots+i_r-1})} \]

\[ f_{V,T}(X) = \sum_{i=0}^{\infty} a_i(V, T) X^{p^i} \]

\[ a_0(V) = a_0(V, T) = I_m \]

\[ a_m(V, T) = a_m(V) + a_{m-1}(V) T_1^{(p^{m-1})} + \cdots + a_1(V) T_{m-1}^{(p)} + T_m \]

Recall that the \( V_j \) and \( T_j \) are \( m \times m \) matrices of indeterminates and that \( T_j^{(p)} \) is the matrix obtained from \( T_j \) by raising each of its entries to the \( p \)th power. All these formulas can be found in Chapter II, 10.3 and 10.4.

\[ (19.2.4) \] We now define a homomorphism \( \rho: \mathbb{Z}[U; S] \to \mathbb{Z}[V; T] \) and a homomorphism \( \iota: \mathbb{Z}[V; T] \to \mathbb{Z}[U; S] \) as follows:

(i) \( \rho(U(i, n)) = 0 = \rho(S(i, n)) \) for all \( i \in \{1, 2, \ldots, m\} \) and all \( n \in \mathbb{I}, \quad |n| \geq 2 \), that are not of the form \( n = p^r e(j) \) for some \( r \in \mathbb{N} \) and \( j \in \{1, 2, \ldots, m\} \).

(Here \( p \) is the fixed prime number chosen above.)

(ii) \( \rho(U(i, p^r e(j))) = V_r(i, j), \quad \rho(S(i, p^r e(j))) = T_r(i, j), \quad i, \quad j \in \{1, 2, \ldots, m\}, \quad r \in \mathbb{N} \).

(iii) \( \iota(V_r(i, j)) = U(i, p^r e(j)), \quad \iota(T_r(i, j)) = S(i, p^r e(j)). \)

\[ (19.2.5) \] Lemma If \( \rho \) and \( \iota \) are the homomorphisms defined in (19.2.4), then we have \( \rho \iota = \text{id} \) and \( \rho_* \mathcal{H}_{U,S}(X, Y) = F_{V,T}(X, Y), \quad \rho_* \mathcal{H}_U(X, Y) = F_V(X, Y). \)

Proof The first statement of the lemma is obvious and the third and second statements follow from the (defining) formulas for \( \mathcal{H}_U(X, Y) \) (via \( h_U(X) \)) and \( \mathcal{H}_{U,S}(X, Y) \) (via \( h_{U,S}(X, Y) \)) as compared to the corresponding formulas for \( F_V(X, Y) \) and \( F_{V,T}(X, Y) \); cf. respectively formulas (19.1.1), (19.2.3) and (19.1.8), (19.1.11), (19.2.3). This proves the lemma. Note that \( \rho_* \mathcal{H}_U(X, Y) = F_V(X, Y) \) has been proved and used before in Chapter III, (16.4.2).
Let \( \alpha_{V,T}(X) = f_{V,T}^{-1}(f_V(X)) \). We have proved in Chapter II, Theorem (10.3.5) that \( \alpha_{V,T}(X) \) is a strict isomorphism (over \( \mathbb{Z}[V,T] \)) \( F_V(X, Y) \rightarrow F_{V,T}(X, Y) \). We also know by Proposition (15.2.4) of Chapter II that \( F_V(X, Y) \) and \( F_{V,T}(X, Y) \) are \( p \)-typical formal group laws.

**Theorem** The triple \( (F_V(X, Y), \alpha_{V,T}(X), F_{V,T}(X, Y)) \) is universal for triples over \( \mathbb{Z}_{(p)} \)-algebras or characteristic zero rings \( (F(X, Y), \alpha(X), G(X, Y)) \) consisting of two \( p \)-typical \( (m \text{-dimensional}) \) formal group laws \( F(X, Y) \) and \( G(X, Y) \) and a strict isomorphism \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \).

That is, if \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \) over a ring \( A \), which is a characteristic zero ring or a \( \mathbb{Z}_{(p)} \)-algebra, is a strict isomorphism between \( p \)-typical formal group laws, then there is a unique homomorphism \( \phi : \mathbb{Z}[V; T] \rightarrow A \) such that \( \phi \ast F_V(X, Y) = F(X, Y), \phi \ast \alpha_{V,T}(X) = \alpha(X), \phi \ast F_{V,T}(X, Y) = G(X, Y) \).

**Proof** By Theorem (19.1.18) there is a unique homomorphism \( \tilde{\phi} : \mathbb{Z}[U; S] \rightarrow A \) such that \( \tilde{\phi} \ast H_U(X, Y) = F(X, Y), \tilde{\phi} \ast \alpha_{U,S}(X) = \alpha(X), \tilde{\phi} \ast H_{U,S}(X, Y) = G(X, Y) \). We are going to prove that \( \tilde{\phi}(U(i, n)) = 0 = \tilde{\phi}(S(i, n)) \) for all \( i \in \{1, 2, \ldots, m\} \) and \( n \in I, |n| \geq 2 \), that are not of the form \( p^r e(j), r \in \mathbb{N}, j \in \{1, 2, \ldots, m\} \). That \( \tilde{\phi}(U(i, n)) = 0 \) for all such \( n \) follows from the \( p \)-typical universality of \( F_V(X, Y) \) (otherwise there would be two different homomorphisms \( \mathbb{Z}[U] \rightarrow A \) taking \( H_U(X, Y) \) into \( F(X, Y) \), namely \( \tilde{\phi} \) and \( \rho \) composed with the homomorphism \( \mathbb{Z}[V] \rightarrow A \) taking \( F_V(X, Y) \) into \( F(X, Y) \), which latter exists because \( F(X, Y) \) is \( p \)-typical). It therefore remains to prove that \( \tilde{\phi}(S(i, n)) = 0 \) for all \( n, |n| \geq 2 \), not of the form \( p^r e(j) \). We use again the lexicographic ordering on \( I \) (cf. Chapter III, 16.4). Let \( d \) be the smallest multi-index not of the form \( p^r e(j) \) for which there is an \( i \in \{1, 2, \ldots, m\} \) such that \( \tilde{\phi}(S(i, n)) \neq 0 \). We can then find \( r_1, \ldots, r_m \in \mathbb{N} \) such that

\[
(19.2.7) \quad d = d_1 p^{r_1} + \cdots + d_m p^{r_m} \text{ is not a power of } p
\]

\[
(19.2.8) \quad \text{If } d <_1 e, \text{ then } d_1 p^{r_1} + \cdots + d_m p^{r_m} < e_1 p^{r_1} + \cdots + e_m p^{r_m}.
\]

(Cf. Chapter III, Section 16.4, where the same trick was used.) As in Section 16.4 we now first do a universal calculation. Let \( H_{U,S(d)}(X, Y) \) be the formal group law obtained from \( H_{U,S}(X, Y) \) by setting equal to zero all \( U(i, n) \) with \( |n| \geq 2 \) and \( v(n) \neq p \) and all \( S(i, n) \) with \( |n| \geq 2 \) and \( v(n) \neq p \). Let \( q \) be a prime number \( \neq p \) which divides \( d \) (cf. (19.2.7)). We claim that then in \( \mathcal{O}(H_{U,S(d)}, \mathbb{Z}[U, S]) \)

\[
(19.2.9) \quad f_q \gamma(t) \equiv q S_d t^d/q \mod(\text{degree } 1 + q^{-1} d)
\]

where \( \gamma(t) \) is the curve

\[
(19.2.10) \quad \gamma(t) = (t^{p^{r_1}}, \ldots, t^{p^{r_m}})
\]

This follows from the fact that (cf. (19.1.11))

\[
(19.2.11) \quad a_s(U, S) \equiv 0 \quad \text{if } \quad n <_1 d, v(n) \neq p
\]

\[
(19.2.11) \quad a_d(U, S) \equiv S_d
\]
where all the congruences are \( \text{mod}(U(i, k), S(j, l) \mid v(k) \neq p, v(l) \neq p, |k|, |l| \geq 2, i < t, d) \). Indeed from (19.2.11) it follows that \( h_{U, S(a)}(\gamma(t)) \) is of the form

\[
h_{U, S(a)}(\gamma(t)) \equiv \sum b_i t^{p^i} + S_d t^d \pmod{\text{degree } d + 1}
\]

and (19.2.9) is immediate from this.

Now \( \tilde{\phi}_* H_{U, S}(X, Y) = G(X, Y) \) is \( p \)-typical. Hence \( f_q(v) = 0 \) in \( \mathfrak{S}(G; A) \). It follows that \( q \tilde{\phi}(S(i, d)) = 0 \) so that \( \tilde{\phi}(S(i, d)) = 0 \) because \( A \) is a \( \mathbb{Z}_p \)-algebra or a characteristic zero ring. This is a contradiction, proving that indeed \( \tilde{\phi}(S(i, n)) = 0 \) for all \( n \) with \( |n| \geq 2, v(n) \neq p \). Thus \( \tilde{\phi} \) factors through \( p: \mathbb{Z}[U; S] \to \mathbb{Z}[V, T] \) to give us a homomorphism \( \phi: \mathbb{Z}[V, T] \to A \) such that \( \phi_* F_V(X, Y) = F(X, Y), \phi_+ \alpha_{V, T}(X, Y) = \alpha(X), \phi_+ F_{V, T}(X, Y) = G(X, Y) \) (by Lemma (19.2.5)). Uniqueness of \( \phi \) is easy to prove. Indeed if \( \phi': \mathbb{Z}[V, T] \to A \) were a second homomorphism taking the universal triple to the given triple over \( A \), then \( \phi \rho \) and \( \phi' \rho \) are two homomorphisms taking the triple \( (H_{U, S}(X, Y), \alpha_{U, S}(X, H_{U, S}(X, Y))) \) into the given triple over \( A \). By Theorem (19.1.18) this means \( \phi \rho = \phi' \rho \) and hence \( \phi = \phi' \) because \( \rho \) is surjective. Q.E.D.

(19.2.12) Remark The hypothesis "\( A \) is a characteristic zero ring or a \( \mathbb{Z}_p \)-algebra" cannot be omitted from Theorem (19.2.6). Indeed, let \( q \) be any prime number different from \( p \). Then \( X + X^q: \hat{G}_2(X, Y) \to \hat{G}_2(X, Y) \) is a strict isomorphism between \( p \)-typical formal groups over any ring \( A \) of characteristic \( q \); but, as is easily checked (especially if \( q < p \)), there is no homomorphism \( \phi: \mathbb{Z}[V, T] \to A \) such that \( \phi_* F_V(X, Y) = \hat{G}_2(X, Y) \) and \( \phi_* \alpha_{V, T}(X) = X + X^q \). (The counterexample (16.4.16) of Chapter III uses essentially the same idea.)

19.3 On the isomorphism \( \alpha_{V, T}(X) \): the \( \tilde{V}_n \) formulas

\( F_{V, T}(X, Y) \) is an \( m \)-dimensional \( p \)-typical formal group law over \( \mathbb{Z}[V; T] \). By the universality of the \( p \)-typical formal group law \( F_V(X, Y) \) this means that there is a unique homomorphism

\[
\eta_R: \mathbb{Z}[V] \to \mathbb{Z}[V; T], \quad (\eta_R)_* F_V(X, Y) = F_{V, T}(X, Y)
\]

(The notation \( \eta_R \) comes from algebraic topology where the same homomorphism turns up as the right unit homomorphism \( \eta_R: BP(pt) \to BP_*(BP) \) of the Hopf algebra \( BP_*(BP) \) of all Brown–Peterson homology operations; cf. Chapter VI, Section 34.5 for more details.)

We shall write \( \tilde{V}_n \) for the image \( \eta_R(V_n) \); the \( \tilde{V}_n \) are then polynomials in \( V_1, \ldots, V_n; T_1, \ldots, T_n \) with coefficients in \( \mathbb{Z} \). The first two are

\[
\tilde{V}_1 = V_1 + p T_1
\]

\[
\tilde{V}_2 = V_2 + p T_2 + V_1 T_1 + T_1 + p^{-1}((V_1 + p T_1)(V_1 + p T_1)^p - V_1 V_1)
\]

and \( \tilde{V}_3 \) is already almost impossible to write down explicitly (even modulo \( p \)).

We recall from Chapter II, 10.4 that

\[
p a_n(V) = a_{n-1}(V)V_1^{(p-1)} + \cdots + a_1(V)V_1^{(p-1)} + V_n
\]

\[
a_n(V; T) = a_n(V) + a_{n-1}(V)T_1^{(p-1)} + \cdots + a_1(V)T_1^{(p-1)} + T_n
\]
This means that the $\tilde{V}_n$ satisfy (and are characterized by)

$$(19.3.4) \quad p\alpha_n(V; T) = a_{n-1}(V; T)\tilde{V}_1^{(p^{n-1})} + \cdots + a_1(V; T)\tilde{V}_n^{(p)} + \tilde{V}_n$$

where $\tilde{V}_i^{(p)}$ is the matrix obtained from $\tilde{V}_i$ by raising each of its entries to the $p$th power; we have chosen a different kind of bracket to denote this so as not to have to use $\tilde{V}_i^{(pn)}$ which could be taken to denote the result of applying the endomorphism

$$\sigma: Z[V, T] \rightarrow Z[V, T], \quad V_j \mapsto V_j^p, \quad T_j \mapsto T_j^p$$

$r$ times to the entries of $\tilde{V}_r$.

**Proposition**

$$pa_n(V, T) = pT_n + \sum_{i=1}^n a_{n-i}(V, T)\tilde{V}_i^{(p^{n-i})}$$

$$+ \sum_{k=2}^n \sum_{i+j=k} a_{n-k}(V)[\tilde{V}_i^{(p^{n-k})}T_j^{(p^{n-k})} - T_j^{(p^{n-k})}\tilde{V}_i^{(p^{n-k})}]$$

**Proof** Using formulas (19.3.2)–(19.3.4) we have

$$pa_n(V, T) = pa_n(V) + \sum_{i=1}^{n-1} pa_{n-i}(V)T_i^{(p^{n-i})} + pT_n$$

$$= pT_n + V_n + \sum_{i=1}^{n-1} a_{n-i}(V)V_i^{(p^{n-i})}$$

$$+ \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} a_{n-i-j}(V)V_j^{(p^{n-i-j})}T_i^{(p^{n-i})}$$

$$= pT_n + V_n + \sum_{i=1}^{n-1} a_{n-i}(V, T)V_i^{(p^{n-i})}$$

$$- \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} a_{n-i-j}(V)T_j^{(p^{n-i-j})}V_i^{(p^{n-i})}$$

$$+ \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} a_{n-i-j}(V)V_j^{(p^{n-i-j})}T_i^{(p^{n-i})}$$

$$= pT_n + \sum_{i=1}^n a_{n-i}(V, T)V_i^{(p^{n-i})}$$

$$+ \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} a_{n-i-j}(V)[V_i^{(p^{n-i-j})}T_j^{(p^{n-i-j})} - T_j^{(p^{n-i-j})}V_i^{(p^{n-i-j})}]$$

which proves the proposition. (To go from the next but last line to the last line in the derivation above, first interchange summation over $i$ and summation
over \( j \) in the last double sum in the next but last line and then write \( i \) for \( j \) and \( j \) for \( i \).

**Corollary**

\[
\tilde{V}_n - V_n = pT_n + \sum_{i=1}^{n-1} a_{n-i}(V, T)(V_i^{(p^n-i)} - \tilde{V}_i^{(p^n-i)}) \\
+ \sum_{k=2}^{n} \sum_{i+j=k \atop i,j \geq 1} a_{n-k}(V)[V_i^{(p^n-k)}T_j^{(p^n-i)} - T_j^{(p^n-k)}V_i^{(p^n-i)}]
\]

**Proof** This follows immediately from Proposition (19.3.5) by the use of (19.3.4) (and \( a_0(V, T) = 1 \)).

**Theorem**

\[
\tilde{V}_n = V_n + pT_n + \sum_{i+j=n \atop i,j \geq 1} (V_i \tilde{T}_j^{(p^n)} - T_j \tilde{V}_i^{(p^n)}) \\
+ \sum_{k=1}^{n-1} a_{n-k}(V)(V_k^{(p^n-k)} - \tilde{V}_k^{(p^n-k)}) \\
+ \sum_{k=2}^{n-1} a_{n-k}(V) \left[ \sum_{i+j=k \atop i,j \geq 1} (V_i^{(p^n-k)}T_j^{(p^n-i)} - T_j^{(p^n-k)}V_i^{(p^n-i)}) \right]
\]

**Proof** Using Proposition (19.3.5) and replacing the \( a_{n-i}(V, T) \) in that formula by

\[
(19.3.8) \quad \sum_{j=1}^{n-i} a_{n-i-j}(V)T_j^{(p^n-i-j)} + a_{n-i}(V) = a_{n-i}(V, T)
\]

and using (19.3.4), we obtain

\[
(19.3.9) \quad \tilde{V}_n + \sum_{i=1}^{n-1} a_{n-i}(V, T)\tilde{V}_i^{(p^n-i)} = pT_n + V_n + \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} a_{n-i-j}(V)T_j^{(p^n-i-j)}V_i^{(p^n-i)} \\
+ \sum_{i=1}^{n-1} a_{n-i}(V)V_i^{(p^n-i)} \\
+ \sum_{k=2}^{n} \sum_{i+j=k \atop i,j \geq 1} a_{n-k}(V)[V_i^{(p^n-k)}T_j^{(p^n-i)} - T_j^{(p^n-k)}V_i^{(p^n-i)}] \\
= pT_n + V_n + \sum_{i=1}^{n-1} a_{n-i}(V)V_i^{(p^n-i)} \\
+ \sum_{k=2}^{n} \sum_{i+j=k \atop i,j \geq 1} a_{n-k}(V)V_i^{(p^n-k)}T_j^{(p^n-j)}
\]
Now use (19.3.8) again to get rid of the $a_{n-1}(V, T)$ in the left-hand side of (19.3.9). The result is the formula of Theorem (19.3.7).

\textbf{(19.3.10) Remark} Theorem (19.3.7) can be used to give a proof that the $\tilde{V}_n$ are in fact polynomials with integral coefficients in $V_1, \ldots, V_n; T_1, \ldots, T_n$; cf. [172].

In spite of its somewhat forbidding appearance we shall find the formula of Theorem (19.3.7) most useful on a number of occasions, notably when discussing formal moduli in 22.4 and or when we are studying $BP$-cohomology operations in Chapter VI, Section 34.5. (Cf. also 20.2 where Corollary (19.3.6) is used to calculate certain endomorphism rings of formal group laws over finite fields.) As a fairly weak first illustration of the uses of Theorem (19.3.7) we use it in 19.4 to classify one dimensional formal group laws over a separably closed field of characteristic $p > 0$.

19.4 Classification of one dimensional formal group laws over a separably closed field

Let $k$ be a separably closed field and $F(X, Y)$ a one dimensional formal group law over $k$. If $k$ is of characteristic zero, then $k$ is a $\mathbb{Q}$-algebra and $F(X, Y)$ is strictly isomorphic to $\hat{G}_a(X, Y)$ so there is nothing left to classify. The situation changes drastically if char($k$) = $p > 0$. In that case we have already constructed a formal group law $\tilde{F}_{\Delta_h}(X, Y)$ of height $h$ over $F_p \subset k$ for each $h \in \mathbb{N}$, and Corollary (3.2.10) of Chapter I says that these formal group laws are definitely pairwise nonisomorphic. The classification theorem now says:

\textbf{(19.4.1) Theorem} Let $k$ be a separably closed field of characteristic $p > 0$. Then the one dimensional formal group laws over $k$ are classified by their heights.

So, if $F(X, Y)$ is a one dimensional formal group law over $k$ of height $h$ and $h < \infty$, then $F(X, Y)$ is isomorphic to $\tilde{F}_{\Delta_h}(X, Y)$ over $k$ and if $h = \infty$, $F(X, Y)$ is isomorphic to $\hat{G}_a(X, Y)$.

\textbf{(19.4.2) Start of the proof of Theorem (19.4.1)} If $F(X, Y)$ is of infinite height, then $[p]_F = 0$, and hence Corollary (5.7.6) of Chapter I says that $F(X, Y)$ is (strictly) isomorphic to $\hat{G}_a(X, Y)$ over $k$. We have already seen (Chapter I, Corollary (3.2.10)) that the $\tilde{F}_{\Delta_h}(X, Y)$ are pairwise nonisomorphic. The same argument shows that $\tilde{F}_{\Delta_h}(X, Y)$ is not isomorphic to $\hat{G}_a(X, Y)$ for all $h \neq \infty$. It therefore remains to show that $F(X, Y)$ is isomorphic to $\tilde{F}_{\Delta_h}(X, Y)$ over $k$ if $F(X, Y)$ is of height $h < \infty$. To do this we use two congruence formulas for the $\tilde{V}_n$ (in the one dimensional case).

\textbf{(19.4.3) Lemma} Fix $h \in \mathbb{N}$. Then we have for all $n \in \mathbb{N}$,

\begin{equation}
\tilde{V}_n \equiv V_n \mod(V_1, \ldots, V_{n-1}, p)
\end{equation}
\( \tilde{V}_{n+h} \equiv V_{n+h} - T_n V^p_n + V_n T^p_n \mod (V_1, \ldots, V_{h-1}, V_{h+1}, \ldots, V_{n+h-1}, T_1, \ldots, T_{n-1}, p) \)

(19.4.6) **Remark** Once we have identified \( V_n \to \tilde{V}_n \) with \( \eta^* : BP\ast(pt) \to BP\ast(BP) \), formula (19.4.5) will give us immediately some results on \( BP\)-cohomology operations related to the so-called Budweiser lemma; cf. Chapter VI, 34.5.

**Proof** To prove the first formula we work in \( Q[V; T] \). First, we have that (cf. (19.2.3))

\[ a_i(V) \equiv 0 \mod (V_1, \ldots, V_{n-1}) \quad \text{if} \quad i < n \]
\[ a_n(V) \equiv p^{-1}V_n \mod (V_1, \ldots, V_{n-1}) \]

Using (19.3.3) this gives that

(19.4.7) \[ a_i(V, T) \equiv T_i \mod (V_1, \ldots, V_{n-1}) \quad \text{if} \quad i < n \]
\[ a_n(V, T) \equiv T_n + p^{-1}V_n \mod (V_1, \ldots, V_{n-1}) \]

Now use (19.3.4) to obtain (19.4.4) from (19.4.7).

To prove (19.4.5) we use Theorem (19.3.7) in the one dimensional case. In that case all upper brackets disappear and we have

(19.4.8) \[ \tilde{V}_n = V_n + pT_n + \sum_{i+j=n}^{i+j \geq 1} (V_i T^p_j - T_j \tilde{V}^p_i) \]
\[ + \sum_{k=1}^{n-1} a_{n-k}(V) (V^p_k - \tilde{V}^p_k) \]
\[ + \sum_{k=1}^{n-1} a_{n-k}(V) \left[ \sum_{i+j=k}^{i+j \geq 1} (V^p_i T^p_j - T^p_j \tilde{V}^p_i) \right] \]

We proceed by induction on \( n, n = 0, 1, 2, \ldots \). The induction hypothesis then gives

(19.4.9) \[ \text{if} \quad i < n + h, \quad \tilde{V}_i \equiv V_i \mod (V_1, \ldots, V_{h-1}, V_{h+1}, \ldots, V_{n+h-1}, T_1, \ldots, T_{n-1}, p) \]

(Note that this also holds for \( n = 1 \), because of (19.4.4).) Let \( \mathcal{A} \) be the ideal \( (V_1, \ldots, V_{h-1}, V_{h+1}, \ldots, V_{n+h-1}, T_1, \ldots, T_{n-1}) \) (in \( Z[V; T] \)). We now deal with the various terms of (19.4.8) separately.

(a) The terms \( V_i T^p_i, i, j \geq 1, i + j = n + h \). These are zero mod \( \mathcal{A} \) unless \( i = h \) and (hence) \( j = n \), which gives a term \( V_n T^p_n \).

(b) The terms \( T_j \tilde{V}^p_i, i, j \geq 1, i + j = n \). These are zero mod \( (\mathcal{A}, p) \) unless \( j = h \) and \( i = n \), which gives a term \(-T_n V^p_n\) (use (19.4.9)).

Let \( \mathcal{A} \) be the ideal \( \mathcal{A}Q[V, T] \subset Q[V, T] \). We shall use the notation \( b(V, T) = 0 \mod (\mathcal{A}, p) \) to mean that \( b(V, T) \in \mathcal{A} + pZ[V, T] \).
The terms \( a_{n-k}(V)(V_k^{p^{n-k}} - V_k^{p^{n-k}}) \), \( k = 1, \ldots, n - 1 \). By the induction hypothesis (19.4.9) we have that \( V_k \equiv V_k \mod(\mathfrak{A}, p) \) for these \( k \). Hence

\[ V_k^{p^{n-k}} \equiv V_k^{p^{n-k}} \mod(\mathfrak{A}, p^{n-k+1}) \]

which implies that these terms are \( \equiv 0 \mod(\mathfrak{A}, p) \) because \( p^{n-k}a_{n-k}(V) \equiv \mathbb{Z}[V; T] \).

The terms \( a_{n-k}(V)V_i^{p^{n-k}}T_i^{p^{n-k}} \), \( k = 1, \ldots, n - 1 \); \( i + j = k \); \( i, j \geq 1 \). These are all zero \( \mod(\mathfrak{A}) \) because for these \( i \) and \( j \), either \( V_i \in \mathfrak{A} \) or \( T_j \in \mathfrak{A} \).

The terms \( a_{n-k}(V)T_j^{p^{n-k}}V_i^{p^{n-k}} \), \( k = 1, \ldots, n - 1 \); \( i + j = k \); \( i, j \geq 1 \). For these \( i \) and \( j \), we have \( T_j \in \mathfrak{A} \) unless \( j \geq n \), which means that \( i < h \) so that \( V_i \equiv 0 \mod(\mathfrak{A}, p) \) and \( V_i^{p^{n-k}} \equiv 0 \mod(\mathfrak{A}, p^{n-k+1}) \) so that all these terms are \( \equiv 0 \mod(\mathfrak{A}, p) \).

Putting all this together we find

\[ \bar{V}_{n+h} \equiv V_{n+h} + V_h T_h^{p^n} - T_h V_h^{p^n} \mod(\mathfrak{A}, p) \]

which by the sublemma (19.4.10) below implies that (19.4.5) holds.

**Sublemma** Let \( b(V, T) \in \mathbb{Z} \left[ \begin{array}{c} V; T \end{array} \right] \) and suppose that \( b(V, T) \in \mathfrak{A} + p\mathbb{Z}[V; T] \). Then \( b(V, T) \in \mathfrak{A} + p\mathbb{Z}[V; T] \).

**Proof** Write \( b(V, T) \) as a sum of monomials \( \sum c_{n,m} V^n T^m \). Then \( b(V, T) \in \mathfrak{A} + p\mathbb{Z}[V; T] \) means that for all \( n, m \) at least one of the following holds (i) \( c_{n,m} \equiv 0 \mod p \), (ii) \( V_i | V^n \) for some \( i \in \{ 1, \ldots, h - 1, h + 1, \ldots, h + n - 1 \} \), (iii) \( T_j | T^m \) for some \( j \in \{ 1, 2, \ldots, n - 1 \} \). And this, in turn, implies that \( b(V, T) \in \mathfrak{A} + p\mathbb{Z}[V, T] \) because the \( c_{n,m} \) are integral.

**Remark** The sublemma (19.4.10) does not hold for arbitrary ideals \( \mathfrak{A} \subset \mathbb{Z} \left[ \begin{array}{c} V; T \end{array} \right] \) as the example \( T_1 + T_1^p = p^{-1}(V_1 - pT_1) - p^{-1}(V_1 - pT_1^p) \) shows.

**Proof of Theorem (19.4.1)** (conclusion) Let \( F(X, Y) \) be a one-dimensional formal group law over \( k \) of height \( h < \infty \). Because \( k \) is a \( \mathbb{Z}_{(p)} \)-algebra, we can assume that \( F(X, Y) \) is a \( p \)-typical formal group law (Chapter III, Theorem (15.2.9)), i.e., that \( F(X, Y) = \phi_* F_v(X, Y) \) for a suitable homomorphism \( \phi: \mathbb{Z}[V] \rightarrow k \). Let \( v_1 = \phi(V_i), i = 1, 2, \ldots \). We shall write \( F_v(X, Y) \) for \( \phi_* F_v(X, Y) \). Because \( F_v(X, Y) \) is of height \( h \) (and \( k \) of characteristic \( p > 0 \)), we have that \( v_1 = \cdots = v_{h-1} = 0, v_h \neq 0 \). We are now going to construct sequences \( v(n) = (v_1(n), v_2(n), \ldots) \) of elements of \( k \), starting with \( v(1) = v \) such that for all \( n \in \mathbb{N} \) the following holds

\[ v_1(n) = 0 \quad \text{for} \quad i = 1, \ldots, h - 1, h + 1, \ldots, h + n - 1 \]

\[ v_h(n) \neq 0 \]

and at the same time we shall obtain power series \( \psi_n(X) \) such that

\[ \psi_n(X) \equiv X \mod(\text{degree } p^n) \]

\[ \psi_n(X): F_{v(n)}(X, Y) \rightarrow F_{v(n+1)}(X, Y) \]

is a strict isomorphism.
We take \( v(1) = v \). Suppose we have already found \( v_i(n) \), \( i = 1, 2, \ldots \), for a certain \( n \geq 1 \). We now define \( t_i(n) = 0 \) for \( i = 1, \ldots, n - 1, n + 1, n + 2, \ldots \), and we choose \( t_{n}(n) \) such that

\[
(19.4.16) \quad v_{n+h}(n) - t_{n}(n)v_{h}(n) + v_{n}(n)t_{h}(n) = 0
\]

(Such a \( t_{n}(n) \) exists in \( K \) because \( K \) is separably closed and because \( v_{h}(n) \neq 0 \).)

Now define

\[
\nu_i(n + 1) = \tilde{V}_i(v(n), t(n)), \quad \psi_i(n) = \alpha_{\nu_i(n), t(n)}(X)
\]

where \( \tilde{V}_i(v(n), t(n)) \) is the element of \( k \) obtained by substituting \( v_i(n) \) and \( t_i(n) \) for \( V_j \) and \( T_j, \ j = 1, \ldots, i \) and \( \alpha_{\nu_i(n), t(n)}(X) \) is obtained from \( \alpha_{v, T}(X) \) by the same substitutions. We then have \( \psi_i(X) \equiv X \mod(\text{degree } p^n) \) because

\[
\alpha_{v, T}(X) = f_{\tilde{V}_i, T}(f_{\nu}(X)) \equiv X \mod(T_1, \ldots, T_{n-1}, \text{degree } p^n)
\]

since \( f_{v, T}(X) \equiv f_{\nu}(X) \mod(T_1, \ldots, T_{n-1}, \text{degree } p^n) \) by the definition of \( f_{v, T}(X) \); cf. (19.2.3). Further (19.4.13) holds (with \( n \) replaced by \( n + 1 \)) because \( v_i(n) = 0 \) for \( i = 1, \ldots, h, \ h + 1, \ldots, n + h - 1 \); \( t_i(n) = 0 \) for \( i = 1, 2, \ldots, n - 1 \) and (19.4.16). This follows from Lemma (19.4.3).

The composed strict isomorphisms

\[
F_{\nu}(X, Y) \to F_{\nu(1)}(X, Y) \to \cdots \to F_{\nu(n)}(X, Y)
\]

converge to some strict isomorphism

\[
\psi(X): F_{\nu}(X, Y) \to G(X, Y)
\]

(because of (19.4.14)) and because of (19.4.15) we see that

\[
G(X, Y) = F_{w}(X, Y)
\]

with \( w_i = 0 \) if \( i \neq h \), and \( w_h \neq 0 \). Now let \( \phi(X) = a^{-1}X \) where \( a \) is a \((p^h - 1)\)th root of unity of \( w_h \). Then \( \phi(X) \) is an isomorphism \( F_{w}(X, Y) \to F_{\Delta h}(X, Y) \). This concludes the proof of Theorem (19.4.1).

\begin{itemize}
  \item [(19.4.17) \textbf{Remark}] We have also shown that over a separably closed field every one dimensional formal group of finite height \( h \) is strictly isomorphic to a formal group law of the form \( F_{w}(X, Y) \) with \( w_i = 0 \) for all \( i \neq h \).
\end{itemize}

**20 Existence and Nonexistence of Homomorphisms and Isomorphisms**

This section contains (together with Section 19) most of the general results and criteria that we shall develop on the existence (and nonexistence) of homomorphisms and isomorphisms between formal group laws. However, it certainly does not contain all results on the classification of formal groups (by power series methods) that we shall obtain (and have obtained). More classification results occur in Sections 22, 24, and more results on endomorphism rings will be found in 21 and 23.
20.1 Conditions for the existence of homomorphisms for functional equation formal group laws. Calculation of the endomorphism rings of the universal formal group laws $F_V(X, Y)$ and $H_U(X, Y)$ and of the Lubin–Tate formal group laws

(20.1.1) Let $A$ be a characteristic zero ring and $F(X, Y)$ a “functional equation formal group law” over $A$. By this phrase we mean that for every prime number $p$ there exist associated functional equation ingredients $K_p, \sigma_p: K_p \to K_p, \mathcal{A}_p \subset A_p, q_p, s_{1,p}, s_{2,p}, \ldots \in K_p$, satisfying the usual conditions (cf. Chapter I, 2.1 and Chapter II, 10.1) such that the logarithm $f(X)$ of $F(X, Y)$ satisfies for all prime numbers $p$ a functional equation

$$f(X) - \sum_{i=1}^{\infty} s_{l,p}(\sigma_p^i)_* f(X^{q_i}) \in A[[X]]$$

Examples of “functional equation formal group laws” are, e.g., the $p$-typical universal formal group laws $F_V(X, Y)$, the universal formal group law $H_U(X, Y)$, and the various Lubin–Tate formal group laws constructed in Chapter I, 8 and Chapter II, 13.2. We emphasize that not all formal group laws are functional equation formal group laws in spite of the fact that the $H_U(X, Y)$ are functional equation formal group laws. Part of the reason is of course that the endomorphisms $\sigma_p: \mathbb{Z}[U] \to \mathbb{Z}[U]$ may not “factor” through a homomorphism $\phi: \mathbb{Z}[U] \to A$. That is, given a ring $A$ and a homomorphism $\phi: \mathbb{Z}[U] \to A$, there may not be an endomorphism $\sigma_p: A \to A$ such that $\sigma_p \phi = \phi \sigma_p$.

(20.1.2) Example Let $[K: \mathbb{Q}_p]$ be a totally ramified Galois extension of degree 3, $A$ the ring of integers of $K$, and $\pi$ a uniformizing element of $A$. Let $F_V(X, Y)$ be the one dimensional $p$-typical universal formal group law over $\mathbb{Z}[V]$, and let $\phi: \mathbb{Z}[V] \to A$ be defined by $\phi(V_1) = \pi, \phi(V_2) = 1, \phi(V_i) = 0$ if $i \geq 3$ and let $F(X, Y) = \phi_* F_V(X, Y)$. Then we claim $F(X, Y)$ is not a functional equation formal group law. This is easy to see because the only endomorphisms $\sigma$ of $A$ such that $\sigma(a) \equiv a^q \mod(\pi)$ for some power $q$ of $p$ are the identity and (powers of) the Frobenius endomorphism of $A$.

On the other hand, we have

(20.1.3) Proposition Let $A$ be a characteristic zero ring that is also a $\mathbb{Z}_{(p)}$-algebra which admits an endomorphism $\sigma: K \to K, K = A \otimes \mathbb{Z} \mathbb{Q}$, such that $\sigma(a) \equiv a^p \mod(pA)$ for all $a \in A$. Then every formal group law over $A$ is a functional equation formal group law (with $A, K$ as given, $\sigma_p = \sigma, \mathcal{A}_p = pA, q_p = p$, and $\sigma = id$ for all $\hat{p} \neq p$).

Proof Because of part (iii) of the functional equation lemma 10.2, it suffices to show that $F(X, Y)$ is strictly isomorphic to a functional equation formal group law. Further, because $A$ is a $\mathbb{Z}_{(p)}$-algebra we have only one prime number, viz., the prime number $p$, to worry about. (For all other prime numbers $\hat{p}$, take $\sigma = id$ and $s_{1,p} = s_{2,p} = \cdots = 0$.) And finally, again because $A$ is a
$Z_{(p)}$-algebra, we can (modulo isomorphism) assume that $F(X, Y)$ is a $p$-typical formal group law (Theorem (15.2.9) of Chapter III). We are now going to construct matrices $s_i$ with coefficients in $A \otimes \mathbb{Q}$ such that

$$s_i p \in A^{m \times m}, \quad f(X) = X + \sum_{i=1}^{\infty} s_i(\sigma^i)_* f(X^{p^i})$$

We are going to construct the $s_i$ inductively. First, $F(X, Y) \equiv X + Y \mod(\text{degree } 2)$; hence by the $p$-typical comparison lemma (cf. (20.1.7)) there is a unique matrix $a$ such that

$$F(X, Y) \equiv X + Y + a(p^{-1}(X^p + Y^p - (X + Y)^p)) \mod(\text{degree } p + 1)$$

Take $s_1 = p^{-1}a$, then $s_1 p \in A^{m \times m}$. Let $F_{(1)}(X, Y)$ be the formal group law over $A$ with logarithm

$$f_{(1)}(X) = X + s_1 \sigma_* f_{(1)}(X^p)$$

then $F_{(1)}(X, Y) \equiv F(X, Y) \mod(\text{degree } p + 1)$. ($F_{(1)}(X, Y)$ is a formal group law over $A$ by the functional equation lemma.) Now suppose we have already found $s_1, \ldots, s_n$ such that $F_{(n)}(X, Y) \equiv F(X, Y) \mod(\text{degree } p^n + 1)$, where $F_{(n)}(X, Y)$ has the logarithm

$$f_{(n)}(X) = X + \sum_{i=1}^{n} s_i(\sigma^i)_* f_{(n)}(X^{p^i})$$

Again by the $p$-typical comparison lemma (20.1.7) there is a unique matrix $a$ such that

$$F(X, Y) \equiv F_{(n)}(X, Y)$$

$$+ a(p^{-1}(X^{p^{n+1}} + Y^{p^{n+1}} - (X + Y)^{p^{n+1}})) \mod(\text{degree } p^{n+1} + 1)$$

Now set $s_{n+1} = p^{-1}a$. Then $F_{(n+1)}(X, Y) \equiv F(X, Y) \mod(\text{degree } p^{n+1} + 1)$. Continuing in this way we find all $s_i$ and $F(X, Y) \equiv f^{-1}(f(X) + f(Y)) \mod(\text{degree } p^n + 1)$ for all $n$, hence $F(X, Y) = f^{-1}(f(X) + f(Y))$ where $f(X)$ is the power series (20.1.4). This concludes the proof of (20.1.3).

\[\textbf{Corollary (of the proof of Proposition (20.1.3))}\]

If $A$ is a characteristic zero ring (but not necessarily a $Z_{(p)}$-algebra) with an endomorphism $\sigma: A \to A$ such that $\sigma(a) \equiv a^p \mod(p)$ for all $a \in A$ and $F(X, Y)$ is a $p$-typical formal group law over $A$, then there exist unique matrices $v_1, v_2, \ldots$ with coefficients in $A$ such that the logarithm of $F(X, Y)$ satisfies the functional equation

$$f(X) = X + \sum_{i=1}^{\infty} p^{-1}v_i(\sigma^i)_* f(X^{p^i})$$

\[\textbf{p-typical comparison lemma}\]

Let $F(X, Y), G(X, Y)$ be two $m$-dimensional $p$-typical formal group laws over a ring $A$, and suppose that
\[ F(X, Y) \equiv G(X, Y) \mod\text{(degree } p^r + 1\text{)} \text{ for some } r \in \mathbb{N} \cup \{0\}. \] Then there is a unique matrix \( a \) with coefficients in \( A \) such that

\[ F(X, Y) \equiv G(X, Y) + a(p^{-1}(X^{\sigma_p^r + 1} + Y^{\sigma_p^r + 1} - (X + Y)^{\sigma_p^r + 1})) \mod\text{(degree } p^{r+2}\text{)} \]

**Proof** Immediate from the \( p \)-typical universality of the formal group law \( F_V(X, Y) \) and the structure of \( F_V(X, Y) \), cf. (18.3.5).

(20.1.8) **Conditions for the existence of endomorphisms** After these preliminaries, partly designed to show that many (but not all) formal group laws are of functional equation type, let us turn to the question of necessary (and sufficient) conditions for the existence of endomorphisms. Let \( F(X, Y) \) be a formal group law of dimension \( m \) over a characteristic zero ring \( A \) and suppose that \( F(X, Y) \) is of functional equation type. An endomorphism of \( F(X, Y) \) over \( A \) is necessarily of the form \( f^{-1}(af(X)) \) where \( a \) is an \( m \times m \) matrix with coefficients in \( A \), and \( f^{-1}(af(X)) \) is an endomorphism of \( F(X, Y) \) if and only if all coefficients of \( f^{-1}(af(X)) \) are in \( A \); cf. 18.2. Suppose this is the case. Then we have \( af(X) = f(h(X)) \) for some \( m \)-tuple of power series \( h(X) \), which by part (iii) of the functional equation lemma means that we must have

\[ af(X) = \sum_{i=1}^{\infty} s_i, p(\sigma_p^i(a)(\sigma_p^i) f(X^{q^i}) \in A \otimes \mathbb{Z}_p[[X]] \]

for all prime numbers \( p \). (Where the \( s_i, p, \sigma_p, q_p \) are part of the ingredients entering into the definition of "being of functional equation type"; cf. 20.1.1. Conversely, if (20.1.9) is satisfied for all \( p \), then part (ii) of the functional equation lemma (together with sublemma (17.6.6) of Chapter III) shows that \( f^{-1}(af(X)) \in A[[X]] \) so that \( f^{-1}(af(X)) \) is an endomorphism of \( F(X, Y) \). So (20.1.9) is a set of necessary and sufficient conditions for the existence of endomorphisms.

Of course, if \( A \) is also a \( \mathbb{Z}_p \)-algebra, then the only nontrivial condition (20.1.9) is the one that involves precisely the prime number \( p \).

(20.1.10) **Homomorphisms** Now let \( F(X, Y) \) and \( G(X, Y) \) be two formal group laws over a characteristic zero ring \( A \) of dimensions \( m \) and \( n \), respectively. Let \( f(X), g(X) \) be the logarithms of \( F(X, Y) \) and \( G(X, Y) \). Any homomorphism \( \alpha(X): F(X, Y) \rightarrow G(X, Y) \) is of the form \( g^{-1}(af(X)) \) where \( a \) is an \( n \times m \) matrix with coefficients in \( A \). Suppose that \( G(X, Y) \) is a formal group law of functional equation type (\( F(X, Y) \) may be arbitrary) and let \( \sigma_p, q_p, s_1, p, s_2, p, \ldots \) be the corresponding ingredients, then \( g^{-1}(af(X)) \) is a homomorphism over \( A \) from \( F(X, Y) \) to \( G(X, Y) \) if and only if the \( n \)-tuple of power series in \( m \) variables \( af(X) \) satisfies a functional equation

\[ af(X) = \sum_{i=1}^{\infty} s_i, p(\sigma_p^i(a)(\sigma_p^i) f(X^{q^i}) \in A[[X]] \]
Note that in this case the \( s_i, p, \sigma, q \) "belong to \( G(X, Y) \)" rather than to \( F(X, Y) \), i.e., they are the functional equation ingredients of the "receiving" group law.

(20.1.12) **The endomorphism ring** \( \text{End}_{\mathbb{Z}[V]}(F_V(X, Y)) \) To see that (20.1.8) actually tells us something useful on occasion we calculate the endomorphism ring of the \( p \)-typical universal \( m \)-dimensional formal group law \( F_V(X, Y) \) over \( \mathbb{Z}[V] \). Recall that the logarithm of \( F_V(X, Y) \) satisfies

\[
f_V(X) = X + \sum_{i=1}^{\infty} p^{-1} V_i f^{(p)}(X^{p^i})
\]

Let \( a \) be an \( m \times m \) matrix with coefficients in \( \mathbb{Z}[V] \). Now \( f_V(X) \) only has \( p \)-th powers as denominators, so, by (20.1.8), \( f^{-1}(af(X)) \) has coefficients in \( \mathbb{Z}[V] \) if and only if

\[
af_V(X) - \sum_{i=1}^{\infty} p^{-1} V_i a^{(p)} f^{(p)}(X^{p^i}) \in \mathbb{Z}[V][X]
\]

This means in particular that

\[
aa_1(V) - p^{-1} V_1 a^{(p)} \in \mathbb{Z}[V]
\]

But \( a_1(V) = p^{-1} V_1 \), and hence it follows from (20.1.14) that \( a \) is of the form

\[
a = nI_m + pb
\]

with \( n \in \mathbb{Z}, I_m \) the \( m \times m \) unit matrix, and \( b \) a suitable matrix with coefficients in \( \mathbb{Z}[V] \).

Now suppose we have shown that \( a = nl_m \mod(p^{l-1}) \). Then looking at the coefficients of degree \( p^l \) in (20.1.13), we find the condition

\[
aa_1(V) - p^{-1} V_1 a^{(p)} a^{(p)}_1(V) - \cdots
\]

\[
- p^{-1} V_{l-1} a^{(p)} a^{(p)}_{l-1}(V) - p^{-1} V_1 a^{(p)} \in \mathbb{Z}[V]
\]

Using \( a \equiv a^{(p)} \mod(p^{l-1}) \), \( a = nl_m \mod(p^{l-1}) \), and \( a_1(V) = p^{-1} V_1 a^{(p)}_1(V) + \cdots + p^{-1} V_1 \), it readily follows from (20.1.16) that we must have

\[
p^{-1} a V_1 V^{(p)} \cdots V^{(p^{l-1})} - p^{-1} V_1 a^{(p)} V^{(p)} \cdots V^{(p^{l-1})} \in \mathbb{Z}[V]
\]

which then in turn implies \( a = nl_m \mod(p^l) \).

We have proved the proposition

(20.1.17) **Proposition** \( \text{End}_{\mathbb{Z}[V]}(F_V(X, Y)) = \mathbb{Z} \).

In a similar manner one can show that

(20.1.18) **Proposition** \( \text{End}_{\mathbb{Z}[U]}(H_U(X, Y)) = \mathbb{Z} \) where \( H_U(X, Y) \) is the universal \( m \)-dimensional formal group law over \( \mathbb{Z}[U] \), of Chapter II, Section 11.

(Proposition (20.1.18) can also be obtained as a consequence of the slight variant \( \text{End}_{\mathbb{Z}(p)[V]}(F_V(X, Y)) = \mathbb{Z}(p) \) of Proposition (20.1.17) (which is proved in
exactly the same way) via the observation that $F_v(X, Y)$ is strictly isomorphic to $H_v(X, Y)$ over $Z(p)[U]$ if we identify the matrices $V_i$ and $U_{p_i}.$

Of course Propositions (20.1.17) and (20.1.18) say exactly what one expects of a universal type object: they have as few endomorphisms as possible. A corollary of (20.1.17) and (20.1.18) might be stated as: "generically" the ring of endomorphisms of a formal group law is no larger than $Z$ (or, e.g., $Z(p)$ if one considers only formal group laws over $Z(p)$-algebras; or ...).

(20.1.19) **Endomorphisms of Lubin–Tate formal group laws** Let $K$ be a discretely valued field with ring of integers $A$, maximal ideal $m$, residue field $k = A/m$ of $q$ elements. ($K$ need not be complete.) Let $\pi$ be an uniformizing element of $A$ and let $B$ be an $m \times m$ matrix with coefficients in $A$; let $t \in \mathbb{N}.$ We set

$$f(X) = X + \pi^{-1}Bf(X^q), \quad F(X, Y) = f^{-1}(f(X) + f(Y))$$

then (by the functional equation lemma) $F(X, Y)$ is an $m$-dimensional formal group law over $A$; if $B$ is invertible, $F(X, Y)$ is a Lubin–Tate formal group law as discussed in Chapter II, 13.3.

Let $K_{nr}$ be the maximal unramified extension of $K$ and $\hat{K}_{nr}$ its completion and let $A_{nr}, \hat{A}_{nr}$ be the rings of integers of $K_{nr}$ and $\hat{K}_{nr}.$ We can also consider $F(X, Y)$ as a functional equation type formal group over $\hat{A}_{nr}$ because $f(X)$ satisfies (over $\hat{K}_{nr}$) the functional equation

$$f(X) = X + \pi^{-1}B\sigma(X^q)$$

where $\sigma: \hat{K}_{nr} \to \hat{K}_{nr}$ is the unique Frobenius endomorphism that satisfies $\sigma(a) \equiv a^q \mod(\pi)$ for all $a \in \hat{A}_{nr}.$ We are going to calculate $\text{End}_{\hat{A}_{nr}}(F(X, Y))$. Let $C$ be an $m \times m$ matrix with coefficients in $\hat{A}_{nr}.$ Then (by (20.1.8)) $C$ gives rise to an endomorphism $f^{-1}(Cf(X))$ over $\hat{A}_{nr}$ of $F(X, Y)$ if and only if

$$Cf(X) - \pi^{-1}B\sigma(C)f(X^q) \in \hat{A}_{nr}$$

Writing out these conditions, we find

$$\pi^{-1}CB - \pi^{-1}B\sigma(C) \in \hat{A}_{nr}$$

(20.1.20)

$$\pi^{-2}CB^2 - \pi^{-2}B\sigma(C)B \in \hat{A}_{nr}$$

$$\pi^{-n}CB^n - \pi^{-n}B\sigma(C)B^{n-1} \in \hat{A}_{nr}$$

Now suppose that $B$ is invertible. Then these conditions imply first that $\sigma(C) \equiv B^{-1}CB \mod(\pi^n)$ for all $n \in \mathbb{N},$ hence $\sigma(C) = B^{-1}CB.$ Specializing to various special cases we find the results:

(20.1.21) Let $F(X, Y)$ be a one dimensional Lubin–Tate formal group law over $A$ with logarithm $f(X) = X + u\pi^{-1}f(X^q)$ with $u \in U(A)$, the units of $A$, then we have $\text{End}_A(F(X, Y)) = A,$ $\text{END}(F(X, Y)) = A_t,$ where $A_t$ is the ring of integers of the unramified extension of degree $t$ of $K$, and $\text{END}(F(X, Y)) =$
End_{\mathcal{A}_m}(F(X, Y)) is the absolute endomorphism ring of \(F(X, Y)\). Finally, \(\text{End}_{\mathcal{A}_m}(F(X, Y)) = \text{END}(F(X, Y)) = A_r\).

- **(20.1.22)** Let \(F(X, Y)\) be an \(m\)-dimensional Lubin–Tate formal group law over \(A\) with logarithm \(f(X) = X + \pi^{-1}B_f(X^q)\), \(B\) an invertible \(m \times m\) matrix with coefficients in \(A\), then \(\text{End}_A(F(X, Y))\) is the ring of all \(m \times m\) matrices \(C\) over \(A\) that commute with \(B\). In particular, if \(B = I_m\), then \(\text{End}_A(F(X, Y)) = M_m(A)\), the full ring of \(m \times m\) matrices over \(A\).

In a similar manner, using (20.1.10) instead of (20.1.8), one obtains:

- **(20.1.23)** Let \(F(X, Y)\) and \(G(X, Y)\) be an \(m\)-dimensional and an \(n\)-dimensional Lubin–Tate formal group law over \(A\) with logarithms \(f(X) = X + \pi^{-1}B_f(X^q)\), \(g(X) = X + \pi^{-1}B_g(X^q)\) with \(B_f\) and \(B_g\) invertible matrices over \(A\) (and the same \(t\) in both cases). Then \(FG_A(F(X, Y), G(X, Y))\) is the group of all \(n \times m\) matrices \(C\) with coefficients in \(A\) such that \(CB_f = B_gC\).

*(Remark:* this holds also if \(B_g\) is not necessarily invertible (but \(B_f\) must be invertible).)

- **(20.1.24)** **Remark** Let \(K, A, \pi\), and \(q\) be as before and let \(\tau = \sigma^r\) be a power of the Frobenius endomorphism \(\sigma: K \to K, \sigma(a) \equiv a^p \mod(\pi)\) for all \(a \in A\). Let \(F(X, Y)\) be the twisted one dimensional Lubin–Tate formal group law with logarithm \(f(X) = X + \pi^{-1}ut_{\tau}(X^p)\); cf. Chapter II, Section 13.2. Then (using (20.1.8) again) one finds that \(\text{End}_A(F(X, Y)) = \{a \in A \mid \tau(a) = a\}\).

- **(20.1.25)** Let \(K, A, \pi, q, \tau\) be as above. Let \(F(X, Y)\) be an \(m\)-dimensional twisted Lubin–Tate formal group law over \(A\) with logarithm \(f(X) = X + \pi^{-1}B\tau(X^p)\) with \(B\) invertible, and let \(G(X, Y)\) be the \(m\)-dimensional Lubin–Tate formal group law with logarithm \(g(X) = X + \pi^{-1}\tau(X^p)\). Then \(G(X, Y)\) and \(F(X, Y)\) are isomorphic over \(\mathcal{A}_m\).

**Proof** Both \(F(X, Y)\) and \(G(X, Y)\) can be considered as twisted formal group laws over \(\mathcal{A}_m\). By Lemma (20.1.26) we have that there exists an invertible matrix \(C\) over \(\mathcal{A}_m\) such that \(C^{-1}\tau(C) = B\). Then we have

\[
Cf(X) = X + \pi^{-1}CB\tau(C) = X + \pi^{-1}\tau(X^p)
\]

so that \(Cf(X)\) satisfies the same functional equation as \(g(X)\), which proves by the functional equation lemma that \(g^{-1}(Cf(X))\) has its coefficients in \(\mathcal{A}_m\); i.e., we have an isomorphism.

- **(20.1.26)** **Lemma** Let \(B\) be an invertible \(m \times m\) matrix with coefficients in \(\mathcal{A}_m\). Then there exists an invertible matrix \(C\) with coefficients in \(\mathcal{A}_m\) such that \(B = C^{-1}\tau(C)\).

This will be proved in Section 24.1 (Proposition (24.1.7)).
20.2 Calculation of the endomorphism rings of the formal group laws $\bar{F}_{\Delta h}(X, Y)$

At first sight it would seem that the use of functional equation type techniques to study endomorphisms and homomorphisms would be limited to formal group laws over characteristic zero rings. To show that this is not the case, we now calculate the endomorphism rings of the formal group laws $\bar{F}_{\Delta h}(X, Y)$ over $\mathbb{F}_p$, $\mathbb{F}_q$, and $\mathbb{F}(p^\infty)$, where $\mathbb{F}_q$ is the field of $q = p^h$ elements, $\mathbb{F}(p^\infty)$ is the algebraic closure of $\mathbb{F}_p$, and $\bar{F}_{\Delta h}(X, Y)$ is the one dimensional formal group law of height $h$ over $\mathbb{F}_p$ defined in Chapter I, 3.2.

(20.2.1) Choose a prime number $p$. Recall that $F_{\Delta h}(X, Y)$ over $\mathbb{Z}$ is the formal group law with logarithm

$$f_{\Delta h}(X) = X + p^{-1}f_{\Delta h}(X^{p^h}) = X + p^{-1}X^{p^h} + p^{-2}X^{p^{2h}} + \cdots$$

and $\bar{F}_{\Delta h}(X, Y)$ is the reduction modulo $p$ of $F_{\Delta h}(X, Y)$. To simplify notation we shall from now on in this subsection 20.2 write $F_h, f_h,$ and $\bar{F}_h$ for $F_{\Delta h}, f_{\Delta h},$ and $\bar{F}_{\Delta h}$, respectively, and we shall write $q$ for $p^h$.

Recall that the endomorphism $[p]_{F_h}(X) = X + F_h X + F_h \cdots + F_h X$ ($p$ times) of $F_h(X, Y)$ satisfies

$$[p]_{F_h}(X) \equiv X^q \mod(p)$$

so that

$$[p]_{F_h}(X) = X^q$$

We shall from now also occasionally write $\xi(X)$ for $X^q$.

(20.2.5) Lemma Let $\alpha(X)$ be an endomorphism of $\bar{F}_h(X, Y)$ over any separably closed field $k$ of characteristic $p$, e.g., $k = \mathbb{F}(p^\infty)$, then all coefficients of $\alpha(X)$ are actually in $\mathbb{F}_q$.

Proof Because $\alpha(X)$ is an endomorphism we must have $\alpha([p]_{F_h}(X)) = [p]_{F_h}(\alpha(X))$, i.e., $\alpha(X)^q = \alpha(X^q)$ and hence $a^q = a$ for all coefficients of $\alpha(X)$. Q.E.D.

(20.2.6) The next step is to find a fairly large number of automorphisms of $\bar{F}_h(X, Y)$. To this end recall that $F_h(X, Y)$ can be obtained from $F_v(X, Y)$, the universal one dimensional $p$-typical formal group law, by the specification $V_h = 1, V_i = 0$ if $i \neq h$. Let $A = \mathbb{W}_{p\infty}(\mathbb{F}_q)$ be the ring of integers of the unramified extension of degree $h$ of $\mathbb{Q}_p$ and let $b_1, \ldots, b_{h-1}$ be a sequence of $h - 1$ elements of $A$ and set $g(X) = X + b_1 X^p + \cdots + b_{h-1} X^{p^{h-1}}$. Let $F_g(X, Y)$ be the formal group obtained from the one dimensional formal group law $F_{v,T}(X, Y)$ by substituting $V_h = 1, V_i = 0$ for $i \neq h$, $T_i = b_i$ for $i = 1, \ldots, h - 1$ and $T_i = 0$ for $i \geq h$, and let $\alpha_g(X)$ be the power series obtained from $\alpha_{v,T}(X)$ by the same substitutions. Then $\alpha_g(X) : F_h(X, Y) \rightarrow F_g(X, Y)$ is a strict isomorphism of
formal group laws over \( A \). The formal group law \( F_g(X, Y) \) is \( p \)-typical, therefore there exists a sequence of elements \( \hat{v} = (\hat{v}_1, \hat{v}_2, \hat{v}_3, \ldots) \), \( \hat{v}_i \in A \), such that \( F_{\hat{g}}(X, Y) = F_g(X, Y) \).

We now have

\[ (20.2.7) \quad \text{Lemma} \quad \hat{v}_i \equiv 0 \mod p \text{ if } i \neq h, \quad \hat{v}_h \equiv 1 \mod p. \]

**Proof** Writing \( v = (v_1, v_2, \ldots) \) for the sequence \((0, 0, \ldots, 0, 1, 0, 0, \ldots)\) with the 1 in the \( i \)-th spot and \( t = (t_1, t_2, \ldots) \) for the sequence \((b_1, \ldots, b_{h-1}, 0, 0, \ldots)\), we have according to Corollary (19.3.6) that

\[ (20.2.8) \quad \hat{v}_n - v_n = pt_n + \sum_{i=1}^{n-1} \hat{a}_{n-i}(v_i^{p^{n-i}} - \hat{v}_i^{p^{n-i}}) \]

\[ + \sum_{k=2}^{n} \sum_{i+j=k} a_{n-k}(v_i^{p^{n-k}}t_j^{p^{n-k}} - t_j^{p^{n-k}}v_i^{p^{n-i}}) \]

where \( f(X) = \sum a_i X^{p^i} \) and \( f_{\hat{g}}(X) = \sum \hat{a}_i X^{p^i} \). Now suppose we have already proved that \( v_i \equiv \hat{v}_i \mod p \) for all \( i < n \). Then we have, taking the various terms in (20.2.8) in turn,

\[ (20.2.9) \quad v_i^{p^{n-i}} \equiv \hat{v}_i^{p^{n-i}} \mod (p^{n-i+1}) \]

hence

\[ \hat{a}_{n-i}(v_i^{p^{n-i}} - \hat{v}_i^{p^{n-i}}) \equiv 0 \mod (p) \]

As regards the terms of the double sum in (20.2.8), we have \( v_i = 0 \) unless \( i = h \) and \( v_h = 1 \) so the only possible nonzero contributions of the double sum are of the form

\[ a_{n-k}(t_k^{p^{n-k-h}} - t_k^{p^{n-k-h}}) \]

and these are congruent zero modulo \( p \) because \( t_k^{p^{n-k-h}} \equiv t_k^{p^{n-k-h}} \mod (p) \) since \( t_k^{p^{n-k-h}} \in A \) and hence \( t_k^{p^{n-k-h}} - t_k^{p^{n-k-h}} \equiv 0 \mod (p^{n-k+1}) \). It now follows from (20.2.8) that also \( \hat{v}_n - v_n \equiv 0 \mod (p) \), which concludes the proof of the lemma.

\[ (20.2.10) \quad \text{Lemma (20.2.7) says that by reducing } F_g(X, Y) \text{ modulo } p \text{ we get the same thing as by reducing } F_h(X, Y) \text{ so that the reduction of } \alpha_g(X) \text{ modulo } p \text{ provides us with an automorphism:} \]

\[ \bar{\alpha}_g^{-1}(X): F_h(X, Y) \rightarrow \bar{F}_h(X, Y), \quad \bar{\alpha}_g(X) = \bar{\alpha}_v(X) \]

which starts off as \( \bar{\alpha}_g^{-1}(X) = X + \delta_1 X^{p^1} + \cdots + \delta_{h-1} X^{p^{h-1}} + \cdots \) where the \( \delta_i \) are the images of the \( b_i \) under the natural projection \( A \rightarrow F_q \). The last statement follows because \( a_i(V, T) \equiv T_i \mod (V_1, \ldots, V_{h-1}) \) if \( i < h \) (cf. (19.3.3)) and hence

\[ f_{V,T}(X) \equiv X + T_1 X^p + \cdots + T_{h-1} X^{p^{h-1}} \mod (\text{degree } p^h, V_1, \ldots, V_{h-1}) \]
and
\[ \alpha_{\nu, \tau}^{-1}(X) = f_{\nu, \tau}^{-1}(f_{\nu, \tau}(X)) \equiv X + T_1 X^p + \cdots + T_{h-1} X^{p^{h-1}} \mod(V_1, \ldots, V_{h-1}, \text{degree } p^h) \]

**Lemma (20.2.11)** Let \( M_h \) be the additive group of all polynomials of the form \( a_0 X + a_1 X^p + \cdots + a_{h-1} X^{p^{h-1}} \) with \( a_i \in \mathbb{F}_q \) with the usual (coordinatewise) addition. Multiplication on \( M_h \) is defined as follows

\[
(a_0 X + a_1 X^p + \cdots + a_{h-1} X^{p^{h-1}})(b_0 X + b_1 X^p + \cdots + b_{h-1} X^{p^{h-1}}) \\
= a_0 b_0 X + (a_0 b_1 + a_1 b_0) X^p + \cdots + (a_0 b_{h-1} + a_1 b_{h-1}) X^{p^{h-1}} \\
\equiv a_0 b_0 + h_1 X^p + \cdots + b_{h-2} X^{p^{h-1}} + \cdots + a_{h-1} b_0 + b_1 X^p + \cdots + b_{h-1} X^{p^{h-1}} \mod(\text{degree } p^h)
\]

This turns \( M_h \) into an associative (but noncommutative if \( h > 1 \)) ring with unit element. We now define a map \( \phi: \text{End}_{\mathbb{F}_q}(\bar{F}_h(X, Y)) \to M_h \) by assigning to \( \alpha(X) \in \text{End}(\bar{F}_h(X, Y)) \) the mod(\text{degree } p^h) part of \( \alpha(X) \). To show that this is well defined, we must of course show that \( \alpha(X) \) is of the form \( \alpha(X) \equiv a_0 + a_1 X^p + a_2 X^{p^2} + \cdots + a_{h-1} X^{p^{h-1}} \mod(\text{degree } p^h) \). This follows from the fact that \( \bar{F}_h(X, Y) \equiv X + Y \mod(\text{degree } p^h) \) so that \( \alpha(X) \), being an endomorphism, must satisfy \( \alpha(X) + \alpha(Y) \equiv \alpha(X + Y) \mod(\text{degree } p^h) \). The same remark \( \bar{F}_h(X, Y) \equiv X + Y \mod(\text{degree } p^h) \) shows that \( \phi: \text{End}_{\mathbb{F}_q}(\bar{F}_h(X, Y)) \to M_h \) is a homomorphism of abelian groups, and, by the definition of the multiplication on \( M_h \), it is then also a homomorphism of rings with identity element.

**Lemma (20.2.12)** \( \phi: \text{End}_{\mathbb{F}_q}(\bar{F}_h(X, Y)) \to M_h \) is a surjective homomorphism of associative rings with identity elements. The kernel of \( \phi \) consists of all endomorphisms of height \( \geq h \) and \( \ker \phi = p \text{ End}_{\mathbb{F}_q}(\bar{F}_h(X, Y)) \).

**Proof** First, because \( F_h(X, Y) \) is a Lubin-Tate formal group law over \( A \), there are endomorphisms \( \alpha(X) \) of \( F_h(X, Y) \) such that \( \alpha(X) \equiv aX \mod(\text{degree } 2) \) for every \( a \in A \); cf. (20.1.21). Reducing these mod \( p \), we find elements of the form \( \bar{a}X + a_1 X^p + \cdots + a_{h-1} X^{p^{h-1}} \in \text{Im } \phi \) for every \( \bar{a} \in \mathbb{F}_q \). In addition to these, we have found in (20.2.10) elements \( X + b_1 X^p + \cdots + b_{h-1} X^{p^{h-1}} \) in \( \text{Im } \phi \) for all \( b_1, \ldots, b_{h-1} \in \mathbb{F}_q \). Together these elements in \( \text{Im } \phi \) generate all of \( M_h \) additively so that \( \phi \) is indeed surjective.

By the definition of height of an endomorphism (cf. 18.3) \( \phi(\alpha(X)) = 0 \) iff \( \text{ht}(\alpha(X)) \geq h \). Now suppose that height \( \text{ht}(\alpha(X)) \geq h \) we want to show that \( \alpha(X) \in p \text{ End}_{\mathbb{F}_q}(\bar{F}_h(X, Y)) \) which means (because \( [p]_{\bar{F}_h}(X) = X^q \)) that we must show \( \alpha(X) = \beta(X)^q \) for some endomorphism \( \beta \). Now \( \alpha(X) \), being of height \( \geq h \), can be written as \( \alpha(X) = \beta(X)^q \) for some power series \( \beta \) over \( \mathbb{F}_q \) (cf. (18.3.1)). We have

\[
\alpha(\bar{F}_h(X, Y)) = \beta(\bar{F}_h(X, Y)^q) = \beta(\bar{F}_h(X^q, Y^q))
\]
\[ \overline{F_h}(\alpha(X), \alpha(Y)) = \overline{F_h}(\beta(X^g), \alpha(Y^g)) \]

Comparing these expressions, we see that \( \beta(X) \) is indeed an endomorphism of \( \overline{F_h}(X, Y) \).

Finally, if \( \alpha(X) \in p \ \text{End}_{\mathcal{F}_h}(\overline{F_h}(X, Y)) \), then \( \alpha(X) = \beta(X)^g = \beta(X^g) \) for some endomorphism \( \beta(X) \), which shows that \( \phi(\alpha(X)) = 0 \) in \( M_h \). Q.E.D.

**Theorem (20.2.13)**

Writing \( E_h \) for \( \text{End}_{\mathcal{F}_h}(\overline{F_h}(X, Y)) \), we have:

1. \( E_h \) is a free module of rank \( h^2 \) over \( \mathbb{Z}_p \).
2. \( E_h \otimes_{\mathbb{Z}_p} \mathbb{Q}_p = D_h \) is a division algebra of rank \( h^2 \) over \( \mathbb{Q}_p \).
3. \( E_h \) is the maximal order of \( D_h \) (over \( \mathbb{Z}_p \)).
4. The center of \( D_h \) is \( \mathbb{Q}_p \), so that \( D_h \) is a central division algebra over \( \mathbb{Q}_p \).
5. The invariant of \( D_h \) is \( \text{inv}(D_h) = h^{-1} \).
6. The map \( \alpha \mapsto f_h^{-1}(\alpha f_h(X)) \) defines a ring homomorphism \( A_h \to \text{End}_{\mathcal{A}_h}(\overline{F_h}(X, Y)) \) which by composition with the reduction homomorphism \( \text{End}_{\mathcal{A}_h}(\overline{F_h}(X, Y)) \to E \) yields an injective ring homomorphism \( \psi: A_h \to E \). Further, \( \psi(A_h) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \) is a maximal unramified commutative subfield of \( D_h \).

Before proving most of this theorem we shall certainly need to know what the various words in its statement mean. To this end we have inserted below (20.2.16) a short intermezzo on (central) division algebras. First, however, we state a corollary and prove part (i) of Theorem (20.2.13).

**Corollary (20.2.14)**

Let \( F(X, Y) \) be a one dimensional formal group law of height \( h < \infty \) over a separably closed field \( k \) of characteristic \( p > 0 \). Then the endomorphism ring \( \text{End}_k(F(X, Y)) \) is isomorphic to the maximal order in the central division algebra \( D_h \) of invariant \( h^{-1} \) and rank \( h^2 \) over \( \mathbb{Q}_p \).

(This follows immediately from Theorem (20.2.13) and Lemma (20.2.5) because over a separably closed field of characteristic \( p > 0 \) the one dimensional formal group laws are classified by their heights (Theorem (19.4.1)).)

**Proof of part (i) of Theorem (20.2.13)**

We know that \( E_h \) is a complete Hausdorff topological module over \( \mathbb{Z}_p \) and that \( E_h \) is \( \mathbb{Z}_p \)-torsion free because \( E_h \) has no zero divisors (cf. (18.3.2)). Further, \( E_h/pE_h = M_h \), which is a free module of rank \( h^2 \) over \( F_p \). It follows that \( E_h \) is a free module of rank \( h^2 \) over \( \mathbb{Z}_p \).

**Intermezzo on division algebras (20.2.16)**

This little intermezzo contains no proofs. For these, see [361, Chapter XII] or the nice little booklet [36]. Let \( K \) be a field. A central division algebra \( D \) over \( K \) is a finite dimensional associative (but not necessarily commutative) algebra over \( K \) in which every element \( \neq 0 \) is invertible such that the center of \( D \) is precisely \( K \). Three of the important theorems concerning central division algebras are (cf. [36; Theorems III-1, III-3, III-4]):
Rank theorem  Let $D$ be a central division algebra over $K$, then $[D : K]$, the dimension of $D$ over $K$, is a square $n^2$, $n \in \mathbb{N}$.

Commutant theorem (weak form)  Let $D$ be a central division algebra over $K$ and $L$ a commutative subfield of $D$ that contains $K$. Then the commutant $D_L = \{x \in D \mid xa = ax \text{ for all } a \in L\}$ is a central division algebra over $L$ and $[L : K][D_L : K] = [D : K]$.

Skolem–Noether theorem (weak form)  Let $D$ be a central division algebra over $K$ and let $L$ and $L'$ be two subfields of $D$ that contain $K$. Then every $K$-isomorphism $\sigma : L \to L'$ can be extended to an internal automorphism of $D$. (I.e., there exists an element $\gamma \in D$ such that $\sigma(x) = \gamma xy\gamma^{-1}$ for all $x \in L$.)

Let us examine the situation of the commutant theorem in more detail. Suppose $[L : K] = m$ and $[D : K] = n^2$. Because $L$ is commutative, we have $L \subset D_L$ so that the situation is $D \supset D_L \supset L \supset K$. Using $m[D_L : K] = n^2$ we see that $[D_L : L] = n^2/m^2$, so $D_L$ is a central division algebra over $L$ of rank $n^2/m^2$. We also note that evidently a commutative subfield $L$ of $D$ that contains $K$ is of dimension a divisor of $n$ over $K$ if $[D : K] = n^2$.

From now on we suppose that $K$ is a finite extension of $\mathbb{Q}_p$. Let $\nu : K \to \mathbb{Z} \cup \{\infty\}$ be the normalized (exponential) valuation on $K$. There is a unique extension of $\nu$ to a valuation on $D$. (For example, because $K$ is complete one can extend $\nu$ uniquely to all the commutative subfields $K(\alpha)$, $\alpha \in D$, and (by uniqueness) these extensions agree to define a unique extension of $\nu$ on all of $D$.)

Let $A_D = \{x \in D \mid \nu(x) \geq 0\}$; $A_D$, the maximal order of $D$, is an algebra of rank $n^2$ over $A_K = \{x \in K \mid \nu(x) \geq 0\}$. Let $m_D = \{x \in D \mid \nu(x) > 0\}$; this is the maximal (two sided) ideal of $A_D$; let $k_D = A_D/m_D$ be the residue field of $D$. Let $e$ be the ramification index of $D/K$ (i.e., $e$ is such that $\nu(D/\{0\}) = e^{-1}\mathbb{Z}$) and let $f = [k_D : k]$, where $k$ is the residue field of $K$. Then $ef = n^2$. Since $k$ is a finite field, $k_D = k(\overline{x})$ for some $x \in A_D$ ($\overline{x}$ denotes the residue class of $x$) and because (as we have seen above) $[K(x) : K] \leq n$, it follows that $f \leq n$. Further, there is an $x \in D$ such that $\nu(x) = e^{-1}$ (by the definition of $e$) and again because $[K(x) : K] \leq n$ we also have $e \leq n$. Combined with $ef = n^2$, this gives $e = f = n$.

Since $[k_D : k] = n$, there is an $x \in A_D$ such that $k_D = k(\overline{x})$ and $[K(x) : K] \geq n$, but always $[K(x) : K] \leq n$. It follows that $[K(x) : K] = n$ and since also $[k(x) : k] = n$, it follows that $K(x)/K$ is unramified of degree $n$. Thus $D$ contains a maximal unramified (commutative) subfield of degree $n$.

Finally, we discuss the invariant of $D$ (which is classifying). Every central division algebra $D$ over $K$ is in particular a central simple algebra over $K$ and thus gives rise to an element $\delta \in \text{Br}(K) = H^2(K, \mathbb{Q}/\mathbb{Z})$, the Brauer group $K$. Now, since $K$ is a local field $H^2(K, \mathbb{Q}/\mathbb{Z}) \simeq \mathbb{Q}/\mathbb{Z}$, and the element of $\mathbb{Q}/\mathbb{Z}$ corresponding to $\delta$ is the invariant of $D$. This number can be calculated as follows. Let $L$ be a maximal unramified commutative subfield of $D$, and let $\sigma : L \to L$ be the Frobenius automorphism of $L$, then, by the Skolem–Noether theorem.
quoted above, there exists an element \( \gamma \in D \) such that \( \sigma(x) = \gamma xy\gamma^{-1} \) for all \( x \in L \). Consider \( v(y) \in \mathbb{Z}/\mathbb{Z} \); this is the invariant of \( D \). (Remark: neither \( L \) nor \( \gamma \) (given \( L \)) are unique, but \( v(y) \) is uniquely determined modulo \( \mathbb{Z} \); e.g., one can obviously change \( \gamma \) to \( \gamma y \) for any \( y \in L, y \neq 0 \).)

\underline{(20.2.17) Proof of part (ii) of Theorem (20.2.13)} By part (i) \( D_h = E_h \otimes \mathbb{Q}_p \) is an algebra of dimension \( n^2 \) over \( \mathbb{Q}_p \). Further, \( E_h \) has no zero divisors; it follows that \( D_h \) is a division algebra of rank \( n^2 \) over \( \mathbb{Q}_p \). (It is also clear that \( \mathbb{Q}_p \) is in the center of \( D_h \) (since \( \mathbb{Z}_p \) is in the center of \( E_h \)); to see that every \( x \neq 0 \) in \( D_h \) is invertible, consider the vector space homomorphisms \( y \mapsto xy, D_h \to D_h \); since \( x \) is not a zero divisor, this map is injective; hence by the finite dimensionality of \( D_h \) over \( \mathbb{Q}_p \) it is also surjective; so there is an \( z \in D_h \) such that \( xz = 1 \).)

\underline{(20.2.18) Proof of part (iii) of Theorem (20.2.13)} Let \( \text{End}_{F}(\overline{F}(X, Y)) \to \mathbb{N} \cup \{0\} \cup \{\infty\} \) be the map that assigns to an endomorphism \( \alpha(X) \) its height. It is obvious from the definition of height that we have \( \text{ht}(\alpha(X)) = \infty \Leftrightarrow \alpha(X) = 0, \text{ht}(\alpha(X) + _F \beta(X)) \geq \min(\text{ht}(\alpha(X)), \text{ht}(\beta(X))), \) and \( \text{ht}(\beta(X)) = \text{ht}(\alpha(X)) \text{ht}(\beta(X)) \); cf. (18.3.2). Further, \( \text{ht}(\mathbb{Q}_p) = h \) so that \( h^{-1}(h) \) is a valuation on \( E_h \) which coincides with the \( p \)-adic valuation \( v: \mathbb{Z}_p \to \mathbb{N} \cup \{0\} \cup \{\infty\} \). It follows (by the uniqueness of the valuation on \( D_h \) extending \( v \)) that on \( E_h \) the valuation \( h^{-1}(h) \) is this unique extension. Hence clearly \( \mathcal{E}_h \subset A_{D_h} = \{x \in D_h | v(x) \geq 0\} \), where \( v \) is the unique extension of \( v \) on \( \mathbb{Q}_p \) to all of \( D_h \). To prove the opposite inclusion we first note that

\[
(20.2.19) \quad p^n E_h = \{\alpha(X) \in E_h \mid \text{ht}(\alpha(X)) \geq nh\}
\]

(We already used and proved this for \( n = 1 \) in Lemma (20.2.12).) Because height is a valuation, we have \( \text{ht}(p^n \alpha(X)) \geq nh \). Conversely, let \( \alpha(X) \) be of height \( \geq nh \), then \( \alpha(X) = \beta(X^p) \) for some power series \( \beta(X) \). We have \( \beta(Y^p) = \beta((\overline{F}(X), Y^p) = \overline{F}(X^p, Y^p) = \overline{F}(X, Y) = \overline{F}(X, Y) = \overline{F}(X^p, Y^p) \) proving that \( \beta \) is an endomorphism and hence \( \alpha(X) \in p^n E_h \).

Now let \( \beta(X) \in A_{D_h} \). Because \( D_h = E_h \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \), there is an \( n \in \mathbb{N} \) such that \( p^n \beta(X) \in E_h \). Now \( v(p^n \beta(X)) \geq n \), hence (because \( v = h^{-1}(h) \) on \( E_h \)) \( \text{ht}(p^n \beta(X)) \geq nh \), i.e., \( p^n \beta(X) \in p^n E_h \) by (20.2.19) and \( \beta(X) \in E_h \) because \( D_h \) is torsion free. This concludes the proof of part (iii) of Theorem (20.2.13).

\underline{(20.2.20) Proof of part (iv) of Theorem (20.2.13)} We already know that \( \mathbb{Q}_p \subset \text{center}(D_h) \). Let \( Z(E_h) \) be the center of \( E_h \). If \( \alpha(X) \in E_h \) and \( \alpha(X) \in Z(E_h) \), then also \( \alpha(X) \in Z(E_h) \). It follows from this that if \( \{Z(D_h) : \mathbb{Q}_p \} \geq 2 \), then, since \( E_h = A_{D_h} \), the image of \( Z(E_h) \) in \( k_h \), the residue field of \( D_h \) (cf. (20.2.16)) would be of dimension \( \geq 2 \) over \( \mathbb{F}_p \). (By the way, \( [k_h : \mathbb{F}_p] = h \) (cf. (20.2.16)) so that \( k_h = \mathbb{F}_p \).) Hence it suffices to prove that the image of \( Z(E_h) \) in \( k_h \) is of dimension \( \leq 1 \) over \( \mathbb{F}_p \); and to do this, in turn, it certainly suffices to prove that the center of the algebra \( M_h \) of (20.2.11) is of dimension 1 over \( \mathbb{F}_p \) (because \( E_h \to M_h \) is surjective).
Let \( a(X) = a_0 X + a_1 X^p + \cdots + a_{h-1} X^{p^{h-1}} \in M_h \). First, let \( b(X) = b_0 X \), then \( a(b(X)) = a(b(X)) \mod(\text{degree } p^h) \) implies that \( a_j (b_0 - b_0^p) = 0 \). So for \( a(X) \) to be in the center of \( M_h \) we must first have \( a_j = 0 \) for \( j = 1, \ldots, h - 1 \).

So suppose this is the case, i.e., \( a(X) = a_0 X \). Now take \( b(X) = X + \cdots + X^{p^{h-1}} \). Then we must have \( a_0 - a_j^p = 0 \) for all \( j \) if \( a_0 X \) is to be in center of \( M_h \). It follows that \( a_0 \in \mathbb{F}_p \). This concludes the proof of part (iv) of Theorem (20.2.13).

(20.2.21) **Proof of part (vi) of Theorem (20.2.13)** (Part (v) will be proved below using part (vi).) We already know that

\[
A_h \to \text{End}_{A_h}(F_h(X, Y)), \quad a \mapsto f_h^{-1}(af_h(X)) = [a]_{F_h}(X)
\]

is a ring homomorphism because \( F_h \) is a Lubin–Tate formal group law over \( A_h \). In fact by (20.1.21) this is an isomorphism. Further, because \([p]_{F_h}(X) \equiv X^q \mod(p)\) and \([u]_{F_h}(X) \equiv uX \mod(\text{degree } 2)\) if \( u \) is a unit of \( A_h \), we have that \([u^p]_{F_h}(X) \equiv uX^{q^p} \mod(p, \text{degree } q^p + 1)\) which proves that the composed map \( \psi: A_h \to E_h \) is injective. To prove that \( \psi(A_h) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \) is unramified, it suffices to show that \( v(\psi(p)) = 1 \). But \( v = h^{-1}(\text{ht}) \) on \( E_h \) and \( \text{ht}[p]_{F_h}(X) = h \), hence indeed \( v(\psi(p)) = 1 \). This concludes the proof of part (vi) of Theorem (20.2.13) because \( \psi(A_h) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \) is commutative and of dimension \( h \) over \( \mathbb{Q}_p \), hence maximal; cf. (20.2.16).

(20.2.22) **Proof of part (v) of Theorem (20.2.13)** Let \( \sigma: A_h \to A_h \) be the Frobenius homomorphism and let \( \alpha_u(X) = [a]_{F_h}(X) \) and \( \overline{\alpha}_u(X) \) its reduction in \( \psi(A_h) \subset E_h \). We have, because \( f_h(X) \) has its coefficients in \( \mathbb{Q}_p \),

\[
\sigma \ast [a]_{F_h}(X) = f_h^{-1}(\sigma(a) f_h(X)) = [\sigma(a)]_{F_h}(X)
\]

Hence

\[
\overline{\alpha}_u(X)^p = \sigma \ast \overline{\alpha}_u(X^p) = \overline{\alpha}_{\sigma(a)}(X^p)
\]

So the endomorphism \( \beta(X) = X^p \in E_h \) is such that \( \beta(\alpha_u(X)) = \alpha_{\sigma(a)}(\beta(X)) \). That is, the Frobenius automorphism on the maximal unramified subfield \( \psi(A_h) \otimes \mathbb{Q}_p \) is induced by conjugation with \( \beta(X) = X^p \). By (20.2.16) (last paragraph) this means that the invariant of \( D_h \) is equal to \( v(\beta(X)) = h^{-1} \text{ht}(\beta(X)) = h^{-1} \). This concludes the proof of part (v) of Theorem (20.2.13).

(20.2.23) Let us now try to calculate \( E_h^0 = \text{End}_{F_p}(F_h(X, Y)) \). One element of \( \text{End}_{F_p}(F_h(X, Y)) \) is the endomorphism \( \beta(X) = X^p \) (because \( F_h(X, Y) \) has all its coefficients in \( \mathbb{F}_p \)). Write \( \pi \) for \( \beta(X) \) as an element of \( D_h \). Then \( \pi \) satisfies in \( D_h \) the equation \( \pi^h = p \) (because \([p]_{F_h}(X) = X^q \)). An endomorphism \( \alpha(X) \in E_h \) is in \( E_h^0 \) if and only if \( \alpha(X)^p = \alpha(X)^p \), i.e., if in \( D_h \) it commutes with \( \pi \). But because \([Q_p][\pi] : Q_p \] is \( h \), the commutant of \( Q_p[\pi] \) in \( D_h \) is \( Q_p[\pi] \) itself (cf. (20.2.16)). It follows that \( E_h^0 \otimes Q_p = Q_p[\pi] \), and hence, using part (iii) of Theorem (20.2.13), that \( E_h^0 \) is \( \mathbb{Z}_p[\pi] \). Thus we have
(20.2.24) **Proposition** \( \text{End}_{F_{h}}(\bar{F}_{h}(X, Y)) \) is (isomorphic to) the ring of integers in the totally ramified extension \( Q_{p}[\pi]/Q_{p} \) where \( \pi \) satisfies the equation \( \pi^{h} = p \).

(20.2.25) The relation between the unramified subfield \( \psi(A_{h}) \otimes_{Z_{p}} Q_{p} \) and totally ramified subfield \( E_{h}^{0} \otimes_{Z_{p}} Q_{p} \) in \( D_{h} \) is given by \( \pi x = \sigma(x) \pi \) where \( x \in \psi(A_{h}) \otimes_{Z_{p}} Q_{p} \) and \( \sigma \) is the Frobenius automorphism of \( \psi(A_{h}) \otimes_{Z_{p}} Q_{p} \). This was used in (20.2.22).

### 20.3 Honda's noncommutative power series calculating methods

In [189] Honda developed a "not quite commutative" method of calculating with power series which is most useful (if not absolutely necessary) for describing, e.g., some of the results of 20.1.

(20.3.1) **The setting** The basic ingredients for this subsection 20.3 are: a characteristic zero ring \( A; K = A \otimes_{Z} Q \); an element \( \pi \) of \( A \) such that \( A/\pi A \) is a ring of characteristic \( p > 0 \), \( p \) a prime number; an endomorphism \( \sigma: K \rightarrow K \); a power \( q \) of \( p \). These ingredients are supposed to satisfy \( \sigma(a) \equiv a^{q} \text{ mod}(\pi) \) for all \( a \in A \) and \( \sigma(\pi) = w \pi \) for some unit \( w \in A^{*} \), the group of units of \( A \).

Note that if we take \( A = \pi A \) we are in the situation of the functional equation lemma. We also note that \( \pi \) is not a zero divisor in \( A \) because \( p \in \pi A \) and \( A \) is of characteristic zero.

For the remainder of this subsection 20.3, \( A, K, \) etc. will be as above and satisfy the requirements listed; after a while we shall specify \( K \) to be a discrete valuation ring with ring of integers \( A \).

(20.3.2) We let \( K_{a}[T] \) be the noncommutative power series ring in one indeterminate \( T \) with the multiplication rule \( Ta = \sigma(a)T \) for all \( a \in K; A_{a}[T] \) is the subring of all power series in \( T \) with coefficients in \( A \). We use \( K_{a}[T]^{m \times n} \) to denote \( m \times n \) matrices with coefficients in \( K_{a}[T] \). Elements of \( K_{a}[T]^{m \times n} \) can also be seen as sums \( \sum c_{i} T^{i} \) with \( c_{i} \in K^{m \times n} \), from which it is easy to see how an element \( \eta \in K_{a}[T]^{m \times n} \) and an element \( \partial \in K_{a}[T]^{n \times 1} \) can be multiplied to give an element \( \eta \partial \) in \( K_{a}[T]^{m \times 1} \).

Now let \( X = (X_{1}, \ldots, X_{n}) \) be a sequence of \( n \) indeterminates, let \( \eta = \sum_{i=0}^{\infty} C_{i} T^{i} \in K_{a}[T]^{m \times m} \) and let \( f(X) \) be an \( m \)-tuple of power series in \( X \) such that \( f(0) = 0 \). Then we define

\[
\eta \ast f(X) = \sum_{i=0}^{\infty} C_{i} (\sigma_{a}^{i}) f(X^{q^{i}})
\]

It is immediately obvious from this definition that

\[
(\eta \ast f(x)) + (\partial \ast f(x)) = (\eta + \partial) \ast f(X)
\]

\[
(\eta \partial) \ast f(X) = \eta \ast (\partial \ast f(X))
\]
(20.3.4) Now let us see what these definitions have to do with the functional equation lemma situation. Choose \( m \times m \) matrices \( v_1, v_2, \ldots \) with coefficients in \( A \) and let \( f(X) \) be the \( m \)-tuple of power series in \( m \) variables defined by the functional equation

\[
(20.3.5) \quad f(X) = X + \sum_{i=1}^{\infty} \pi^{-1} v_i (\sigma_\pi^i) f(X^{q^i})
\]

On the other hand, let \( \eta_v \) be the element \( \pi l_m - \sum_{i=1}^{\infty} v_i T^i \) of \( A_m \mathbb{Z}^{m \times m} \). We calculate that the coefficients matrices \( B_i \) of

\[
\eta_v^{-1} \pi = \sum_{i=0}^{\infty} B_i T^i
\]
satisfy

\[
B_0 = I_m, \quad B_n = \pi^{-1} v_1 \sigma(B_{n-1}) + \cdots + \pi^{-1} v_{n-1} \sigma^{n-1}(B_1) + \pi^{-1} v_n
\]
so that

\[
(\eta_v^{-1} \pi) \ast i(X) = f(X), \quad i(X) = X
\]
(We shall reserve the symbol \( i(X) \) for the \( m \)-tuple of power series \( X \) in this section.)

More generally, let \( f_\theta(X) \) be the functional equation power series

\[
f_\theta(X) = g(X) + \sum_{i=1}^{\infty} \pi^{-1} v_i \sigma_\theta^i f_\theta(X^{q^i})
\]
then

\[
(\eta_v^{-1} \pi) \ast g(X) = f_\theta(X)
\]
and if \( g(X) \) is of the form \( g(X) = \sum_{i=0}^{\infty} b_i X^{q^i} \), let \( \partial_\theta(T) = \sum_{i=0}^{\infty} b_i T^i \), then

\[
g(X) = \partial_\theta \ast i(X)
\]
so that (using (20.3.3)) in this case

\[
(20.3.7) \quad f_\theta(X) = (\eta_v^{-1} \pi \partial_\theta) \ast i(X)
\]

(20.3.8) **Reinterpretation of the results of (20.1.8) and (20.1.10)** Let \( v = (v_1, v_2, \ldots) \) be a sequence of \( m \times m \) matrices and \( u = (u_1, u_2, \ldots) \) a sequence of \( n \times n \) matrices, both with coefficients in \( A \). Let

\[
\eta_v = I_m \pi - \sum_{i=1}^{\infty} v_i T^i, \quad \eta_u = I_n \pi - \sum_{i=1}^{\infty} u_i T^i
\]
be the corresponding elements of \( A_m \mathbb{Z}^{m \times m} \) and \( A_n \mathbb{Z}^{n \times n} \). Let \( f(X) = \eta_u^{-1} \pi \ast i(X) \), \( g(X) = \eta_v^{-1} \pi \ast i(X) \). Let \( F(X, Y), G(X, Y) \) be the formal group laws with logarithms \( f(X) \) and \( g(X) \). Every homomorphism \( \alpha(X) : F(X, Y) \to \ldots \)
$G(X, Y)$ must be of the form $\alpha(X) = g^{-1}(cf(X))$ for a suitable $m \times n$ matrix $c$ with coefficients in $A$, and by the functional equation lemma $\alpha(X)$ is integral if and only if $cf(X)$ is of the form $g_\eta(X) = h(X) + \sum \pi^{-1} u_i \sigma_i^* g_\eta(X^q)$ with $h(X) \in A[[X]]$; cf. (20.1.8) and (20.1.10). The power series $h(X)$ is then necessarily of the form $h(X) = \sum b_i X^q$, which by (20.3.7) above means that $g_\eta(X) = (\eta^{-1} \pi \theta) \ast i(X)$, where $\theta = \sum b_i T^i$. On the other hand, $cf(X) = (c\eta^{-1} \pi \ast i(X)$. It follows (trivially) that $\eta^{-1} \pi \theta = c\eta^{-1} \pi$. Now because $\sigma(\pi) = w\pi$ for some unit $w \in A^*$, there is a power series $\theta = \sum_{i=0}^\infty a_i T^i$, $a_i \in A$, such that $\pi \theta = \theta_\pi$. We find $\eta^{-1} \theta = c\eta^{-1}$ and hence $\eta \theta = \theta \eta$. We have proved

**Proposition (20.3.9)** Let $u = (u_1, u_2, \ldots)$ be a sequence of elements in $A^{m \times m}$ and $v = (v_1, v_2, \ldots)$ a sequence of elements in $A^{n \times n}$. Let $F(X, Y)$ and $G(X, Y)$ be the formal group laws with logarithms

$$f(X) = X + \sum \pi^{-1} u_i \sigma_i^* f(X^q), \quad g(X) = X + \sum \pi^{-1} v_i \sigma_i^* g(X^q)$$

and let $\eta_u = \pi I_m - \sum u_i T^i$, $\eta_v = \pi I_n - \sum v_i T^i$. Then there is a homomorphism $\alpha(X): F(X, Y) \to G(X, Y)$ over $A$ with $\alpha(X) = cX \mod(\text{degree 2})$ if and only if there is an element $\theta \in A_\pi[[T]]^{m \times n}$ such that $\eta_u \theta = \theta \eta_v$.

**Remark** Because the formal group law $\hat{f}(X, Y)$ with logarithm $\hat{f}_h(X) = h(X) + \sum \pi^{-1} u_i \sigma_i^* f_h(X^q))$ is strictly isomorphic to the formal group law $F(X, Y)$ of (20.3.9), and similarly for $G(X, Y)$, we can extend Proposition (20.3.9) to cover also a description of all homomorphisms $\hat{f}(X, Y) \to \hat{G}(X, Y)$ where $\hat{f}(X)$ and $\hat{g}(X)$ satisfy the same type of functional equation as $f(X)$ and $g(X)$, respectively.

**Corollary (20.3.10)** The formal group laws $F(X, Y)$ and $G(X, Y)$ of Proposition (20.3.9) are strictly isomorphic iff $(m = n)$ and there exists an element $\theta \in A_\pi[[T]]^{m \times n}$ such that $\eta_u \theta = \theta \eta_v$.

**Corollary (20.3.11)** Now suppose that $A$ is the ring of integers of a discrete totally unramified valuation field $K$ (in addition to the hypotheses of (20.3.1)), then the strict isomorphism classes of formal group laws of dimension $m$ over $A$ correspond bijectively to left associate classes of elements $\eta \in A_\pi[[T]]^{m \times n}$ of the form $\eta \equiv p I_m \mod(\text{degree 1})$.

Recall that two elements $x, y$ in a ring $R$ are called left associate if there is a unit $w \in R$ such that $x = wy$. This corollary follows immediately from (20.3.10) because in this case every formal group law over $A$ is strictly isomorphic to a formal group with logarithm of the form $f(X) = X + \sum p^{-1} u_i \sigma_i^* f(X^q)$, by Proposition (20.1.3).

**Theorem (20.3.12)** Let $A$ be the ring of integers of a complete absolutely unramified discrete valuation field of characteristic zero and residue characteristic $p > 0$, and suppose there is an endomorphism $\sigma: K \to K$ such that
\( \sigma(a) \equiv a^p \mod(p) \) for all \( a \in A \). Then the strict isomorphism classes of one dimensional formal group laws of height \( h \) over \( A \) correspond bijectively to elements of \( A_\varphi[\! [T] \! ] \) of the form \( p + \sum_{i=1}^{h} b_i T^i \), with \( b_1, \ldots, b_{h-1} \in \langle p \rangle \) and \( b_h \in A^* \), the units of \( A \). The (classes of) formal group laws corresponding to \( p + \sum_{i=1}^{h} b_i T^i \) and \( p + \sum_{i=1}^{h} b_h T^i \) are isomorphic if and only if there is a unit \( c \in A^* \) such that \( b_i = cb_i \sigma^i(c^{-1}) \) for all \( i = 1, \ldots, h \).

The first step in the proof of this theorem is the following twisted formal Weierstrass preparation lemma.

\textbf{(20.3.13) Lemma} Let \( A \) be a complete discrete valuation ring of residue characteristic \( p > 0 \) such that there exists an endomorphism \( \sigma : K \to K \) and a power \( q \) of \( p \) such that \( \sigma(a) \equiv a^q \mod \pi A \) for all \( a \in A \) (where \( K \) is the quotient field of \( A \) and \( \pi \) is a uniformizing element of \( A \)). Let \( \eta = \pi + \sum_{i=1}^{\infty} b_i T^i \) be an element of \( A_\varphi[\! [T] \! ] \) such that \( b_i \in \pi A \) for \( i = 1, \ldots, h - 1 \) and \( b_h \in A^* = U(A) \). Then there is a unit \( \vartheta \in A_\varphi[\! [T] \! ] \) such that \( \vartheta \eta = \pi + \sum_{i=1}^{h} b_i T^i \) with \( b_h \in A^* \) and \( \vartheta \in \pi A \) for \( i = 1, \ldots, h - 1 \).

\textbf{Proof} Inductively we are going to construct elements \( c_1(i), \ldots, c_h(i) \in A \) and units \( \vartheta_i \in A_\varphi[\! [T] \! ] \) such that

\begin{align*}
(20.3.14) & \quad c_j(i) \equiv c_j(i + 1) \mod \pi^i, \quad c_j(1) \equiv b_j \mod \pi \\
(20.3.15) & \quad \vartheta_i \equiv 1 \mod(\text{degree } 1), \quad \vartheta_{i+1} \equiv \vartheta_i \mod(\pi^i) \\
(20.3.16) & \quad \vartheta_i \eta \equiv \pi + \sum_{j=1}^{h} c_j(i) T^j \mod \pi^i
\end{align*}

The first step is to take \( c_1(1) = \cdots = c_{h-1}(1) = 0 \) and \( c_h(1) = b_h \) and \( \vartheta_1 = b_h (\sum_{i=h}^{\infty} b_i T^{i-h})^{-1} \). (Note that \((\sum_{i=h}^{\infty} b_i T^{i-h})^{-1}\) exists in \( A_\varphi[\! [T] \! ] \) because \( b_h \) is a unit.) We get \( \vartheta_1 \eta \equiv b_h T^h \mod(\pi) \) so that \( (20.3.16) \) for \( i = 1 \) is indeed satisfied. Now suppose we have found \( c_1(n), \ldots, c_h(n) \) and \( \vartheta_n \) such that \( (20.3.14)-(20.3.16) \) hold for \( i = n \). To find the \( c_j(n+1) \) we set \( c_j(n+1) = c_j(n) + \pi^n d_j, j = 1, \ldots, h \) and \( \vartheta_{n+1} = \vartheta_n + \pi^n \vartheta \). These are to satisfy \( (20.3.16) \). Let

\[ \vartheta_n \eta = \pi + \sum_{j=1}^{h} c_j(n) T^j + \pi^n \eta \]

We find

\begin{align*}
(20.3.17) & \quad \vartheta_{n+1} \eta = \pi + \sum_{j=1}^{h} c_j(n+1) T^j + \pi^n (\hat{\eta} + \vartheta \eta - \sum_{i=1}^{h} d_j T^i)
\end{align*}
So we must choose \( d_j, j = 1, \ldots, h \) and \( \hat{\mathcal{H}} \) such that \( \mod(\pi) \)

\[
(20.3.18) \quad \hat{\mathcal{H}} \eta \equiv \sum_{i=1}^{h} d_j T^j - \hat{\eta} \mod(\pi)
\]

Now \( \eta = \sum_{i=1}^{h} b_i T^i \mod(\pi) \), and \( b_i \) is a unit, so choosing the \( d_j \) such that the right-hand side of (20.3.18) is \( 0 \mod(\text{degree } h + 1) \), we see that there is a \( \hat{\mathcal{H}} \) such that (20.3.18) holds and such that \( \hat{\mathcal{H}} \equiv 0 \mod(\text{degree } 1) \).

\[\text{(20.3.19) Proof of Theorem (20.3.12)}\]

Let \( F(X, Y) \) be a one-dimensional formal group law of height \( h \) over \( A \). Because \( K \) is absolutely unramified, \( F(X, Y) \) is strictly isomorphic to a formal group law with logarithm \( f(X) \) of the form \( f(X) = X + \sum_{i=1}^{\infty} p^{-1} u_i \sigma_i^* f(X'^i) \), i.e., \( f(X) = \eta^{-1} p, i(X) \) for certain \( u_1, u_2, \ldots \in A \). So we can assume that the logarithm of \( f(X) \) is of this form. Now suppose that \( u_1, u_2, \ldots, u_r \in (p) \). Then one proves easily (with induction using \( p a_n = u_1 \sigma(a_{n-1}) + \cdots + u_{n-1} \sigma(a_1) + u_n \) if \( f(X) = \sum a_n X'^n \), that

\[
f(X) \equiv u_{r+1} p^{-1} X^{p^{r+1}} 
\]

mod(1, degree \( p^{r+1} + 1 \)). It follows that \( \text{ht}(F(X, Y)) \geq r + 1 \) and \( \text{ht } F(X, Y) = r + 1 \) if \( u_{r+1} \) is unit. Since \( F(X, Y) \) is of height \( h \), we conclude that \( u_1, \ldots, u_{h-1} \in (p) \) and \( u_h \notin (p) \), i.e., \( u_h \) is a unit.

Now apply Lemma (20.3.13) and Proposition (20.3.9) to find a formal group law \( G(X, Y) \) strictly isomorphic to \( F(X, Y) \) whose logarithm \( g(X) \) is equal to \( g(X) = (\eta^{-1} p, i(X)) \) with \( v_1, \ldots, v_{h-1} \in (p) \), \( v_h \) a unit, and \( v_i = 0 \) for \( i \geq h \).

The next thing we have to prove (in view of (20.3.9)) is that if \( \mathcal{H} \in A_{[T]} \) is such that

\[
\mathcal{H} \left( p + \sum_{i=1}^{h} b_i T^i \right) \equiv p + \sum_{i=1}^{h} b_i T^i, \quad b_i, b_i \in (p), \quad b_h \text{ and } b_h \text{ units}
\]

then \( \mathcal{H} = 1 \). More generally, let \( c \) be an element of \( A \) and consider the equation

\[
(20.3.20) \quad \mathcal{H} \left( p + \sum_{i=1}^{h} b_i T^i \right) = \left( p + \sum_{i=1}^{h} b_i T^i \right) c
\]

By Lemma (20.3.21) below, Eq. (20.3.20) implies that \( \mathcal{H} = c \), which concludes the proof of the theorem.

\[\text{\textbf{20.3.21) Lemma}}\]

Let \( A, K, \) etc. be as in (20.3.1) and suppose \( \pi \) is not a zero divisor and \( \bigcap_i \pi^i A = \{0\} \). Let \( \eta_u, \eta_v \) be the elements of \( A_{[T]}^{m \times m} \) and \( A_{[T]}^{p \times n} \), respectively, of the form

\[
(20.3.22) \quad \eta_u = \pi + \sum_{i=1}^{h} u_i T^i, \quad \eta_v = \pi + \sum_{i=1}^{h} v_i T^i
\]
and suppose that $u_h$ is an invertible matrix and $u_i \equiv 0 \mod \pi$ for $i = 1, \ldots, h - 1$. Let $c$ be an $n \times m$ matrix and suppose that

$$\vartheta_c \eta_u = \eta_v c$$

for some $\vartheta_c \in A_\mu [T]^{n \times m}$. Then $\vartheta_c = c$.

**Proof** Write $\vartheta_c = \sum_{i=0}^\infty a_i T^i$. $a_i \in A^{n \times m}$. Comparing the coefficients of $T^{i+h}$ for $i > 0$ on both sides of (20.3.23) we find the matrix equation

$$a_{i+h} \sigma^{i+h}(\pi) + a_{i+h-1} \sigma^{i+h-1}(u_1) + \ldots + a_{i+1} \sigma^{i+1}(u_{h-1}) + a_i \sigma^i(u_h) = 0$$

Because $u_h$ is an invertible matrix and $u_i \equiv 0 \mod \pi$ for $i = 1, \ldots, h - 1$, we see from (20.3.24) that $a_i \equiv 0 \mod \pi$ for all $i > 0$. Using that in (20.3.24) we find $a_i \equiv 0 \mod \pi^2$ for all $i > 0$, and by induction $a_i \equiv 0 \mod \pi^n$ for all $n, i > 0$. Hence $a_i = 0$ for $i > 0$. Comparing the constant terms of (20.3.23) we also see that $a_0 = c$.

(20.3.25) **Corollary** Let $F(X, Y), G(X, Y)$ be formal groups laws over $A$ with logarithms $f(X) = \eta_u^{-1} \pi \ast i(X), g(X) = \eta_v^{-1} \pi \ast i(X)$ where $\eta_u$ and $\eta_v$ are as in Lemma (20.3.21). Then there is a homomorphism $\alpha(X) : F(X, Y) \to G(X, Y)$ over $A$ such that $\alpha(X) \equiv CX \mod(\deg 2)$ if and only if $C \eta_u = \eta_v C$.

In particular, this result gives us again the results on endomorphisms and homomorphisms of (higher dimensional) Lubin-Tate formal group laws which we obtained in (20.1.22) and (20.1.23).

(20.3.26) **Remarks** Let $A$ be the ring of integers of a (not necessarily unramified) complete discrete valuation field $K$ such that the conditions of (20.3.1) hold. Let $f(X) = \eta^{-1} \pi \ast i(X)$ for some sequence of elements $u_1, u_2, u_3, \ldots, \in A$ and let $F(X, Y)$ be the one dimensional formal group law with logarithm $f(X)$. Then $F(X, Y)$ is of infinite height if all $u_i$ are in $\pi A$, and the height of $F(X, Y) = e r i$ if $u_1, \ldots, u_{i-1} \in \pi A$ and $u_i$ is a unit of $A$, where $q = p^e$ and $e$ is the ramification index of $K$. (Recall that $q$ is the number entering in $\sigma(a) = a^q \mod(\pi)$ and that $q$ plays a role in the $\ast$ operation.) Both these facts follow easily from part (iv) of the functional equation lemma; cf. also (20.4.2). Using this we have a classification result for one dimensional formal group laws over $A$ which are of functional equation type.

(20.3.27) **Warning** Let $u = (u_1, u_2, \ldots)$ be a series of elements of $A$ and suppose for the moment that $p = \pi = q$ in the setting of (20.3.1). Then we clearly have two ways of associating a one dimensional formal group law to the sequence $u_1, u_2, \ldots$. First, we can use the functional equation lemma directly; i.e., we write

$$f(X) = X + \sum_{i=1}^\infty p^{-1} u_i \sigma^i f(X^p)$$

and

$$F(X, Y) = f^{-1} (f(X) + f(Y))$$
secondly, we can substitute $u_i$ for $V_i$ in the universal $p$-typical formal group law $F_v(X, Y)$ and its logarithm $f_v(X)$ to obtain a formal group law $F_u(X, Y)$ with logarithm $f_u(X)$. Both methods give, for varying $u$, up to strict isomorphism, all formal group laws over $A$. Yet these two methods are far from being the same or even equivalent. For example, if $v = (v_1, v_2, \ldots)$ is a second series of elements of $A$ and $v_i \equiv u_i \mod p$ for all $i$, then the reductions mod $p$ of the formal group laws $F_u(X, Y)$ and $F_v(X, Y)$ are the same, $F_u(X, Y) = F_v(X, Y)$, but this is definitely not necessarily true for the two formal group laws with logarithms

\[ f(X) = X + \sum_{i=1}^{\infty} p^{-1} u_i \sigma_i^* f(X^p) \quad \text{and} \quad \bar{f}(X) = X + \sum_{i=1}^{\infty} p^{-1} v_i \sigma_i^* \bar{f}(X^p) \]

### 20.4 Homomorphisms and endomorphisms of formal group laws over rings of characteristic $p > 0$

We have already seen in 20.2 that functional equation techniques can be used to study homomorphisms and endomorphisms of formal group laws over characteristic $p > 0$ rings. In this subsection 20.4 we describe a general technique for dealing with these matters of which the "trick" used in 20.2 is a sort of deformed version, which works because the ring $A_q[T]$ in that case is commutative.

- **(20.4.1)** The setting for this subsection 20.4 is the same as in 20.3. That is, we have a characteristic zero ring $A$, an element $\pi \in A$, such that $A/\pi A$ is a ring of prime characteristic $p > 0$ and there is an endomorphism $\sigma: K \to K$ such that $\sigma(a) = a^q \mod \pi$ for all $a \in A$ where $q$ is a certain (fixed) power of $p$, and $\sigma(\pi) = w \pi$ for a unit $w \in A^\times$.

We shall need two lemmas. The first is a special case of part (iv) of the functional equation lemma; cf. Chapter II, 10.2. For the convenience of the reader (and author) we recall it explicitly.

- **(20.4.2)** Lemma Let $u_1, u_2, \ldots$ be a sequence of elements of $A^{m \times m}$ and $f(X) = X + \sum_{i=1}^{\infty} \pi^{-1} u_i \sigma_i^* f(X^p)$. Let $\alpha(X)$ and $\beta(X)$ be two $m$-tuples of power series in $n$ variables with coefficients in $A$ and $K$, respectively. Then we have

\[ f(\alpha(X)) \equiv f(\beta(X)) \mod \pi' \iff \alpha(X) \equiv \beta(X) \mod \pi' \]

The second lemma that we shall need is of the same general nature.

- **(20.4.3)** Lemma Let $f(X)$ be as in Lemma (20.4.2) and let $\vartheta \in A_q[T]^{m \times m}$ and let $\psi(X)$ be an $m$-tuple of power series in $l$ variables. Then we have

\[ \vartheta \ast (f \circ \psi)(X) \equiv (\vartheta \ast f) \circ \psi(X) \mod \pi \]

where the small circle denotes composition.

**Proof** By the additivity of the $\ast$ operation (cf. (20.3.3)) it suffices to show this for $\vartheta$ of the form $\vartheta = c T^i$. If $i = 0$, we have $\vartheta \ast (f \circ \psi)(X) = (\vartheta \ast f) \circ \psi(X)$. 


So suppose $i > 0$. Then we have modulo $\pi$ (writing $f(X) = \sum a_i X^{q^i}$)

$$(\mathcal{G} \ast f) \circ \psi(X) = c \sigma^i \ast f(\psi(X)^{q^i}) = c \sum_{j=1}^{\infty} \sigma^i(a_j) \psi(X)^{q^i + j}$$

$$\equiv c \sum_{j=1}^{\infty} \sigma^i(a_j)(\sigma^i \ast \psi(X^{q^i}))^{q^i} = c \sigma^i \ast f(\psi(X^{q^i})) = \mathcal{G} \ast (f \circ \psi)(X)$$

because $\psi(X)^{q^i} \equiv \sigma^i \ast \psi(X^{q^i}) \mod \pi$ and hence $\psi(X)^{q^i + j} \equiv (\sigma^i \ast \psi(X^{q^i}))^{q^i} \mod \pi^{i+1}$ and because $\pi^i a_j \in A$. Q.E.D.

**Theorem (20.4.4)** Let $A$, $K$, $p$, $q$, $\sigma$, $\pi$ be as in (20.4.1). Let $F(X, Y)$ and $G(X, Y)$ be the formal group laws over $A$ with logarithms

$$f(X) = X + \sum_{i=1}^{\infty} \pi^{-1} u_i \sigma^i \ast f(X^{q^i}) \quad \text{and} \quad g(X) = X + \sum_{i=1}^{\infty} \pi^{-1} v_i \sigma^i \ast g(X^{q^i})$$

$u_1, u_2, \ldots, \in A^{m \times m}$, $v_1, v_2, \ldots, \in A^{n \times n}$. Let $\mathcal{G}$ be an element of $A_\sigma[T]^{n \times m}$ and let $\eta_u = \pi - \sum_{i=1}^{\infty} u_i T^i$, $\eta_v = \pi - \sum_{i=1}^{\infty} v_i T^i$.

(i) Set $\alpha_\mathcal{G}(X) = g^{-1}((\mathcal{G} \ast f)(X))$, then $\alpha_\mathcal{G}(X) \in A[[X]]^n$ if and only if there is an $\eta_\mathcal{G} \in A_\sigma[T]^{n \times m}$ such that $\eta_\mathcal{G} \eta_u = \eta_v \mathcal{G}$.

(ii) If $\alpha_\mathcal{G}(X) \in A[[X]]^n$, then reducing modulo $\pi$ we find a homomorphism $\bar{\alpha}_\mathcal{G}(X) : \bar{F}(X, Y) \to \bar{G}(X, Y)$ (where $\bar{F}(X, Y)$ and $\bar{G}(X, Y)$ are the reductions modulo $\pi$ of $F(X, Y)$ and $G(X, Y)$).

Lét $n = m$ and $F(X, Y) = G(X, Y)$, and let us write $\mathcal{E}_m$ for the ring $A_\sigma[T]^{n \times m}$.

(iii) If $\mathcal{G}_1, \mathcal{G}_2 \in \mathcal{E}_m$ and $\alpha_{\mathcal{G}_1}(X), \alpha_{\mathcal{G}_2}(X) \in A[[X]]^n$, then

$$\bar{\alpha}_{\mathcal{G}_1 \mathcal{G}_2}(X) = \bar{\alpha}_{\mathcal{G}_1}(\bar{\alpha}_{\mathcal{G}_2}(X))$$

(iv) If $\mathcal{G} \in \mathcal{E}_m$ and $\alpha_\mathcal{G}(X) \in A[[X]]^n$, then $\alpha_\mathcal{G}(X) \equiv 0 \mod \mathcal{E}_m \eta_u$.

(v) For each $\mathcal{G} \in \mathcal{E}_m$ such that there is an $\eta_\mathcal{G} \in \mathcal{E}_m$ with $\eta_u \mathcal{G} = \eta_\mathcal{G} \eta_u$ let $\Phi_\mathcal{G} : \mathcal{E}_m \to \mathcal{E}_m$ be the right $\mathcal{E}_m$-module homomorphism $\eta \mapsto \eta_\mathcal{G} \eta$. Then $\Phi_\mathcal{G}$ induces a homomorphism of right $\mathcal{E}_m$-modules $\mathcal{E}_m/\eta_u \mathcal{E}_m \to \mathcal{E}_m/\eta_\mathcal{G} \mathcal{E}_m$, and this identifies the ring of all right $\mathcal{E}_m$-module endomorphisms of $\mathcal{E}_m/\eta_u \mathcal{E}_m$ with the subring of $\text{End}_{A_\pi\mathcal{A}}(\bar{F}(X, Y))$ consisting of the $\alpha_\mathcal{G}(X)$ with $\mathcal{G} \in \mathcal{E}_m$ and $\alpha_\mathcal{G}(X) \in A[[X]]^n$.

(vi) Suppose that $p = q = \pi$ for the ingredients (20.4.1). Then $\text{End}_{A_\pi\mathcal{A}}(\bar{F}(X, Y))$ is isomorphic to the ring of all right $\mathcal{E}_m$-module endomorphisms of $\mathcal{E}_m/\eta_u \mathcal{E}_m$.

**Proof of part (i) of Theorem (20.4.4)** Suppose there is an $\eta_\mathcal{G}$ such that $\eta_\mathcal{G} \eta_u = \eta_v \mathcal{G}$. Then we have $\mathcal{G} \ast f(X) = \mathcal{G} \ast (\eta_u^{-1} \pi \ast i(X)) = (\mathcal{G} \ast (\eta_u^{-1} \pi \ast i(X)) = (\mathcal{G} \ast (\eta_u^{-1} \pi \ast i(X)) = (\eta_u^{-1} \pi \eta_\mathcal{G} \ast i(X))$, where we have used (20.3.3). But according to (20.3.7) and the functional equation lemma
$\eta_u^{-1}\pi\hat{\eta}_9 * i(X)$ satisfies the same type of functional equation as $g(X)$. Hence $g^{-1}(\mathcal{G} * f(X))$ is integral. Conversely, if $g^{-1}(\mathcal{G} * f(X))$ is integral, then (by the functional equation lemma and (20.3.7)) there is an $\hat{\eta}_9$ such that $\mathcal{G} * f(X) = \eta_u^{-1}\pi\hat{\eta}_9 * i(X)$. Let $\eta_9$ be such that $\eta_9\pi = \pi\hat{\eta}_9$, then $\eta_9, \eta_u = \eta_9, \mathcal{G}$.

\textbf{Proof of part (ii) of Theorem (20.4.4)} Using Lemma (20.4.3), we have modulo $\pi$

$$g(\alpha_{\mathcal{G}}(F(X, Y)) = (\mathcal{G} * f)(F(X, Y)) \equiv \mathcal{G} * (f(F(X, Y)) = \mathcal{G} * (f(X) + f(Y))$$
$$= (\mathcal{G} * f(X)) + (\mathcal{G} * f(Y))$$
$$= g(\alpha_{\mathcal{G}}(X)) + g(\alpha_{\mathcal{G}}(Y)) = g(G(\alpha_{\mathcal{G}}(X), \alpha_{\mathcal{G}}(Y)))$$

and by Lemma (20.4.2) this implies $\alpha_{\mathcal{G}}F(X, Y) \equiv G(\alpha_{\mathcal{G}}(X), \alpha_{\mathcal{G}}(Y))$.

\textbf{Proof of part (iii) of Theorem (20.4.4)} Using Lemma (20.4.3), we have modulo $\pi$

$$f(\alpha_{\mathcal{G}}(\alpha_{\mathcal{G}_2}(X))) = (\mathcal{G}_1 * f)(f^{-1}(\mathcal{G}_2 * f(X))) \equiv \mathcal{G}_1 * (\mathcal{G}_2 * f(X))$$
$$= \mathcal{G}_1 \mathcal{G}_2 * f(X) = f(\alpha_{\mathcal{G}, \mathcal{G}_2}(X))$$

By Lemma (20.4.2) it follows that $\alpha_{\mathcal{G}, \mathcal{G}_2}(X) = \alpha_{\mathcal{G}, \mathcal{G}_2}(X)$.

\textbf{Proof of part (iv) of Theorem (20.4.4)} We have, using Lemma (20.4.2),

$$\alpha_{\mathcal{G}}(X) = 0 \iff \mathcal{G} * f(X) \equiv 0 \mod \pi$$
$$\iff \mathcal{G} * (\eta_u^{-1}\pi * i(X)) \equiv 0 \mod \pi$$
$$\iff \mathcal{G}\eta_u^{-1}\pi * i(X) \equiv 0 \mod \pi$$
$$\iff \mathcal{G}\eta_u^{-1}\pi \equiv 0 \mod \pi$$
$$\iff \mathcal{G}\eta_u^{-1} \in \mathcal{G}_m$$
$$\iff \mathcal{G} \in \mathcal{G}_m\eta_u$$

\textbf{Proof of part (v) of Theorem (20.4.4)} We have

$$\eta_9, \eta_u, \mathcal{G}_m = \eta_u, \mathcal{G}_m \subset \eta_u, \mathcal{G}_m$$

Conversely, if $\Phi: \mathcal{G}_m/\eta_u, \mathcal{G}_m \rightarrow \mathcal{G}_m/\eta_u, \mathcal{G}_m$ is a right $\mathcal{G}_m$-module homomorphism, let $\eta = \Phi(1)$. Then we have $\eta\eta_u \in \eta_u, \mathcal{G}_m$ hence $\eta\eta_u = \eta_u, \mathcal{G}$ for a certain $\mathcal{G}$. Finally, $\Phi = 0 \iff \eta \in \eta_u, \mathcal{G}_m \iff \eta, \eta_u \in \eta_u, \mathcal{G}_m \eta_u \iff \eta_u \mathcal{G}_m \eta_u \iff \mathcal{G}_m \eta_u \iff \alpha_{\mathcal{G}}(X) = 0$ (where we have used part (iv)) and that $\eta_u$, being a unit in $K_{\mathcal{G}}[T]^{m \times m}$, is not a zero divisor in $\mathcal{G}_m$.

\textbf{Proof of part (vi) of Theorem (20.4.4)} Let $\alpha(X)$ be an endomorphism of $F(X, Y)$. Let $\alpha(X)$ be any $m$-tuple of power series that reduces
mod $p$ to $\alpha(X)$. Then we have $\alpha(F(X, Y)) \equiv F(\alpha(X), \alpha(Y)) \mod p$ and hence by Lemma (20.4.2)

$$f(\alpha(F(X, Y))) \equiv f(F(\alpha(X), \alpha(Y))) = f(\alpha(X)) + f(\alpha(Y)) \mod p$$

By Lemma (20.4.12) below it follows that

$$f(\alpha(X)) \equiv \mathcal{G} \ast f(X) \mod p$$

for some $\mathcal{G} \in \mathcal{G}_m$. By Lemma (20.4.2) this implies that $\alpha(X) \equiv f^{-1}(\mathcal{G} \ast f(X)) \mod p$ and hence $\tilde{\alpha}(X) = \tilde{\mathcal{G}}(X)$.

We have now proved Theorem (20.4.4) modulo Lemma (20.4.12). To prove this lemma we need a sublemma.

**(20.4.11) Sublemma** Let $A$ be a characteristic zero ring and let $\alpha(X)$ be a homogeneous form in $m$ variables of degree $r$ with coefficients in $K = A \otimes \mathbb{Q}$. Then if $\alpha(X) + \alpha(Y) \equiv \alpha(X + Y) \mod pA$ we have $r = p^h$ for some $h \in \mathbb{N}$ and $\alpha(X) \equiv \sum_{i=1}^{m} c_i X_i^h \mod pA$ for certain $c_i \in A$.

**Proof** Write $\alpha(X) = \sum_{|n|=r} d_n X^n$, where $n$ is a multi-index of length $m$ and $d_n \in K$. Suppose there is an $n = (n_1, n_2, \ldots, n_m)$ with $d_n \neq 0$ and with $n$ not of the form $r j$ for some $j \in \{1, \ldots, m\}$. Up to a permutation we can assume that $n_1 \neq 0$, $n_2 \neq 0$. Then $\alpha(X + Y)$ contains a term $d_{n_1} X_1^n Y_2 Y_m \cdots Y_m^n$ proving that $r_n \equiv 0 \mod d$ for all $n$ not of the type $r j$. So we have

$$\alpha(X + Y) \equiv \sum_{i=1}^{m} d_{r_i}(X_i + Y_i)^r \equiv \sum_{i=1}^{m} d_{r_i}(X_i^r + Y_i^r) \mod p$$

The greatest common multiple of $\{r_1, \ldots, r_m\}$ is $r(\alpha)$. It follows that $v(\alpha) \equiv 0 \mod pA$. And $v(\alpha)$ is a unit in $A/pA$ unless $r$ is a power of $p$, and then $v(\alpha) = 1$. This proves the sublemma.

**(20.4.12) Lemma** Let $A, K, \pi, p, q, \sigma$ be as in (20.4.1) and suppose that $\pi = p = q$. Then if $\alpha(X) \in K[\mathbb{X}]^p$, $\alpha(0) = 0$, and $\alpha(F(X, Y)) \equiv \alpha(X) + \alpha(Y) \mod pA$ where $F(X, Y)$ is a formal group law over $A$ with logarithm $f(X) = X + \sum \sigma_i p^{-1} u_i^i_f(X^p)$, $u_2, \ldots, \in A^{m \times m}$. Then there is a $\mathcal{G} \in A[\mathbb{X}]^m \otimes A = \mathcal{G}_m$ such that $\alpha(X) \equiv \mathcal{G} \ast f(X) \mod pA$.

**Proof** First notice that if $\mathcal{G} \in A[\mathbb{X}]^m \otimes A = \mathcal{G}_m$, then by Lemma (20.4.3)

$$(\mathcal{G} \ast f)(F(X, Y))$$

$$\equiv \mathcal{G} \ast (f(F(X, Y)) = \mathcal{G} \ast (f(X) + f(Y)) = (\mathcal{G} \ast f)(X) + (\mathcal{G} \ast f)(Y)$$

So if we change $\alpha(X)$ to $\tilde{\alpha}(X) = \alpha(X) - \mathcal{G} \ast f(X)$ for any $\mathcal{G} \in \mathcal{G}_m$, we (again) obtain an $\tilde{\alpha}(X)$ that satisfies $\tilde{\alpha}(F(X, Y)) \equiv \tilde{\alpha}(X) - \tilde{\alpha}(Y) \mod pA$. We now prove by induction.

Write $\alpha(X) = \sum_{n=1}^{\infty} \alpha_n(X)$ where $\alpha_n(X)$ is homogeneous of degree $n$. Let $r \in \mathbb{N}$ be the smallest natural number such that $\alpha_r(X) \not\equiv 0 \mod pA$. Then because $\alpha(F(X, Y)) \equiv \alpha(X) + \alpha(Y) \mod pA$ and $F(X, Y) \equiv X + Y$
mod(degree 2) we must have \( \alpha_r(X + Y) \equiv \alpha_s(X) + \alpha_s(Y) \mod pA \). By sub-
lemma (20.4.11) this means that \( \alpha_r(X) \equiv \sum_{i=1}^{n} a_i X_i \mod p^h \) for some \( h \in \mathbb{N} \) and \( a_i \in A \). Now let \( \hat{\alpha}(X) = \alpha(X) - f(X) \) with \( f = cT^r \) where \( c \) is the
diagonal matrix with entries \( a_1, \ldots, a_m \). Then \( \hat{\alpha}(X) \) satisfies (as we remarked
above) the same condition as \( \alpha(X) \) and \( \hat{\alpha}(X) \equiv 0 \mod (pA, \text{degree } r + 1) \). Con-
tinuing with induction we see that there is a \( \mathcal{G} \) such that \( \alpha(X) \equiv \mathcal{G} \ast f(X) \mod pA \).

20.5 Local–global results

Essentially this result says that one knows a formal group law over a char-
acteristic zero ring \( A \) iff one knows it for every prime number \( p \) over \( A \otimes \mathbb{Z}_{(p)} \). In
the case that \( A \) is the ring of integers of a number field \( K \), then there is a
refinement where the place of the \( A \otimes \mathbb{Z}_{(p)} \) is taken by the rings of integers \( A_v \) of
the local completions \( K_v \) for every nonarchimedean valuation \( v \). The two
theorems are:

\[ \text{(20.5.1) Theorem} \quad \text{Let } A \text{ be a characteristic zero ring.} \]

\( \text{(i) If } F(X, Y) \text{ and } G(X, Y) \text{ are two formal group laws over } A, \text{ then they are }
\text{strictly isomorphic over } A \text{ if and only if they are strictly isomorphic over }
A \otimes \mathbb{Z}_{(p)} \text{ for all prime numbers } p. \]

\( \text{(ii) Suppose we have given for every prime number } p \text{ an } m \text{-dimensional }
\text{formal group } F_{(p)}(X, Y) \text{ over } A \otimes \mathbb{Z}_{(p)}. \text{ Then there exists an } m \text{-dimensional }
\text{formal group law } F(X, Y) \text{ over } A \text{ that is strictly isomorphic over } A \otimes \mathbb{Z}_{(p)} \text{ to }
F_{(p)}(X, Y) \text{ for every prime number } p. \]

\[ \text{(20.5.2) Theorem} \quad \text{Let } A \text{ be the ring of integers of a number field } K. \text{ For }
each nonarchimedean valuation } v \text{ let } A_v \text{ be the ring of integers of the local }
\text{completion } K_v \text{ of } K. \]

\( \text{(i) If } F(X, Y) \text{ and } G(X, Y) \text{ are two formal group laws over } A, \text{ then they are }
\text{strictly isomorphic over } A \text{ if and only if they are strictly isomorphic over } A_v \text{ for }
\text{all nonarchimedean valuations } v \text{ of } K. \]

\( \text{(ii) Suppose we have given for every nonarchimedean valuation } v \text{ an } m \text{-dimensional }
\text{formal group law } F_{(v)}(X, Y) \text{ over } A_v. \text{ Then there exists an } m \text{-dimensional }
\text{formal group law } F(X, Y) \text{ over } A \text{ that is strictly isomorphic to }
F_{(v)}(X, Y) \text{ over } A_v \text{ for all nonarchimedean valuations } v. \]

\[ \text{(20.5.3) Proof of Theorem (20.5.1)} \]

\( \text{(i) The } m \text{-dimensional formal group laws } F(X, Y) \text{ and } G(X, Y) \text{ are strictly }
\text{isomorphic if and only if the power series } g^{-1}(f(X)) \text{ has its coefficients in } A, \)
\( \text{where } f(X) \text{ and } g(X) \text{ are the logarithms of } F(X, Y), G(X, Y). \text{ By suble-
mma (17.6.6) this is the case if and only if } g^{-1}(f(X)) \in A \otimes \mathbb{Z}_{(p)}[X] \text{ for all prime }
\text{numbers } p. \)
(ii) Because $A \otimes \mathbb{Z}_{p^r}$ is a $\mathbb{Z}_{p^r}$-algebra we can assume that all the $F_{p^s}(X, Y)$ are $p$-typical formal group laws. Let $v_{p^r} = (v_{1,r}, v_{2,r}, \ldots)$ be a sequence of matrices $v_{i,r}$ of matrices such that $F_{p^s}(X, Y) = F_{r}(X, Y)$, where $F_{r}(X, Y)$ is the formal group law obtained from the universal $p$-typical formal group law $F_{r}(X, Y)$ over $\mathbb{Z}[V]$ by substituting $v_{i,r}$ for $V_i$, $i \in \mathbb{N}$. Up to strict isomorphism we can assume that the matrices $v_{i,r}$ have their coefficients in $A$ and not just in $A \otimes \mathbb{Z}_{p^r}$. Indeed suppose that $i$ is the smallest natural number such that $v_{i,r} \not\in A^{m \times m}$. Then there exists $t_i \in A \otimes \mathbb{Z}_{p^r}$ and a $v_{i,r} \in A^{m \times m}$ such that $v_{i,r} = v_{i,r} + pt_i$. (Let $v_{i,r} = n^{-1}(v_{i,r})$, $(n, p) = 1$, $v_{i,r} \in A^{m \times m}$, take $r, s \in \mathbb{Z}$ such that $rs + mn = 1$; take $v_{i,r} = r_i t_{p^r}$, $t_i = -n^{-1} s t_{p^r}$.) Applying the isomorphism $\alpha_{r,s}(X)$ to $F_{r,s}(X, Y)$ with $t_r = (t_{p^r}, t_{p^r}, \ldots)$, $t_{p^s} = 0$ if $i \neq j$, $t_{p^s} = t_i$, we find an isomorphic formal group law $H_{r,s}(X, Y)$ with $v_j = v_{p^r,j}$ for $j < i$, $v_i = v_{p^r,i}$. Now let $H_{r,s}(X, Y)$ be the universal $m$-dimensional formal group law over $\mathbb{Z}[U]$. Substitute $U_p = v_{p,i}$ for all prime number powers $p'$ and $U(i, n) = 0$ for all $n$ not of the form $p'e(j)$. Let $F(X, Y)$ be the formal group law over $A$ thus obtained. Then $F(X, Y)$ is strictly isomorphic to $F_{r,s}(X, Y)$ over $A \otimes \mathbb{Z}_{p^r}$ because for each prime number $p$, $H_{r,s}(X, Y)$ is strictly isomorphic to $F_{r,s}(X, Y)$ over $\mathbb{Z}_{p^r}[U]$ if one identifies $V_i$ with $U_p$, $i = 1, 2, \ldots$ (cf. Chapter II, (16.4.15) and (16.4.14)).

(20.5.4) Remark Part (ii) of Theorem (20.5.1) also holds if $A$ is not necessarily of characteristic zero; in fact this hypothesis was not used in the proof of part (ii) given above.

To prove Theorem (20.5.2) we need the strong approximation theorem of algebraic number theory. For the convenience of the reader we state it here explicitly in the form in which we shall use it.

(20.5.5) Strong approximation theorem Let $\mathfrak{S}$ be a finite set of nonarchimedean valuations on a number field $K$ with ring of integers $A$ and for each $v \in \mathfrak{S}$, let $a_v$ be an element of $K_v$, the completion of $K$ with respect to $v$. For each $v \in \mathfrak{S}$, choose an $r_v \in \mathbb{N}$. Then there exists an $a \in K$ such that $v(a - a_v) \geq r_v$ for all $v \in \mathfrak{S}$ and $v(a) \geq 0$ for all $v \not\in \mathfrak{S}$. (Note that if $a_v \in A_v$, the ring of integers of $K_v$, then $a \in A$.)

(20.5.6) Proof of Theorem (20.5.2)

(i) trivial; cf. the proof of part (i) of Theorem (20.5.2).

(ii) As in (20.5.3) we can assume that the $F_{p^s}(X, Y)$ are all $p$-typical formal group laws. We are going to obtain $F(X, Y)$ by substituting inductively suitable values for the $U(i, n)$ in the universal formal group law $H_{p}(X, Y)$ over $\mathbb{Z}[U]$. Suppose we have already found elements $a(i, n) \in A$ for $|n| \leq n$ and power series $\alpha_{r,s}(X)$ such that

\begin{equation}
F_{p^r}(X, Y) - \alpha_{r,s}^{-1}(F_{p^r}(\alpha_{r,s}(X), \alpha_{r,s}(Y))) \equiv 0 \mod(\text{degree } n)
\end{equation}

where $F_{p^r}(X, Y)$ is the formal group law obtained by substituting $a(i, n)$ for $U(i, n)$ for $|n| < n$ and $U(i, n) = 0$ for $|n| \geq n$. 

By the comparison lemma (Chapter II, Corollary (11.4.2)) there exist \(m\)-tuples of homogeneous forms \(\Gamma_{(\omega)}(X)\) and \(m \times m\) matrices \(M_{(\omega)}\) such that the differences (20.5.7) are \(\text{mod}(\text{degree } n + 1)\) equal to

\[
\Gamma_{(\omega)}(X) + \Gamma_{(\omega)}(Y) = \Gamma_{(\omega)}(X + Y) + M_{(\omega)}(v(n)^{-1}(X^n + Y^n - (X + Y)^n))
\]

If \(n\) is not a power of a prime number, then \(v(n) = 1\), and we take \(a(i, n) = 0\) for all \(n\) with \(|n| = n\) and let \(\alpha_{(\omega), n+1}(X) = \alpha_{(\omega), n}(X) + \Gamma_{(\omega)}(X) + M_{(\omega)}X^n\). Then (20.5.7) holds with \(n + 1\) instead of \(n\). Now suppose that \(n = p^r\) for a prime number \(p\) and \(r \in \mathbb{N}\). Then \(v(n) = p\). Let \(\mathcal{S}\) be the set of all valuations \(v\) "dividing" \(p\) (i.e., for which \(v(p) > 0\)). By the strong approximation theorem (20.5.5) there exists a matrix \(a\) with coefficients in \(A\) such that \(a \equiv M_{(\omega)} \text{mod}(pA_{(\omega)})\) for all \(v \in \mathcal{S}\). Let \(N_{(\omega)} = p^{-1}(M_{(\omega)} - a)\). Now we take

\[
a(i, ne(j)) = a_{ij} \quad \text{for} \quad i = 1, \ldots, m; \quad j = 1, \ldots, m
\]

and

\[
\alpha_{(\omega), n+1}(X) = \alpha_{(\omega), n}(X) + \Gamma_{(\omega)}(X) + N_{(\omega)}X^n \quad \text{for} \quad v \in \mathcal{S}
\]

\[
\alpha_{(\omega), n+1}(X) = \alpha_{(\omega), n}(X) + \Gamma_{(\omega)}(X) + p^{-1}M_{(\omega)}X^n + aX^n \quad \text{for} \quad v \notin \mathcal{S}
\]

then (20.5.7) holds with \(n + 1\) instead of \(n\) for all \(v\). To see this use, e.g., formulas (11.4.1)–(11.4.3) of Chapter II. By induction this completes the proof.

## 21 Formal \(A\)-Modules

This section studies formal \(A\)-modules, that is, roughly speaking, formal group laws over \(A\)-algebras \(B\) admitting \(A\) as a ring of endomorphisms. More precisely, the study of formal \(A\)-modules is begun in this section; more results will appear later, notably in Sections 22–25 and in Chapter V, Sections 29, 30.

We give the definition of "formal \(A\)-module" for \(m\)-dimensional formal group laws, but, immediately after in this section all formal group laws will be of dimension one. This is more a convenience than a necessity for the development of the theory.

### 21.1 Definitions, examples, and elementary properties of formal \(A\)-modules

**21.1.1** Let \(A\) be a ring. If \(B\) is an \(A\)-algebra, we let \(A \rightarrow B^{m \times m}\) be the (structural) ring homomorphism \(a \mapsto aI_m\), where \(I_m\) is the identity matrix of \(B^{m \times m}\). Given an \(m\)-dimensional formal group law \(F(X, Y)\) over \(B\), then \(J : \text{End}_B(F(X, Y)) \rightarrow B^{m \times m}\) denotes the Jacobian ring homomorphism that assigns to every \(\alpha(X) \in \text{End}_B(F(X, Y))\) the Jacobian matrix of \(\alpha(X)\), that is, the matrix \(M \in B^{m \times m}\) such that \(\alpha(X) \equiv MX \text{ mod}(\text{degree } 2)\).
\textbf{(21.1.2) Definitions} An \( m \)-dimensional formal \( A \)-module over an \( A \)-algebra \( B \) consists of an \( m \)-dimensional commutative formal group law over \( B \) together with a homomorphism of rings \( \rho_F: A \to \text{End}_B(F(X, Y)) \) such that the following diagram commutes
\[
\begin{array}{ccc}
A & \xrightarrow{\rho_F} & \text{End}_B(F(X, Y)) \\
\downarrow{} & & \downarrow{} \\
B^{m \times m}
\end{array}
\]

Note that every \( m \)-dimensional formal group law over a ring \( B \) carries a unique structure of a formal \( \mathbb{Z} \)-module.

A homomorphism between two formal \( A \)-modules over \( B \) is a homomorphism \( \alpha(X): F(X, Y) \to G(X, Y) \) of the formal group laws \( F(X, Y), G(X, Y) \) over \( B \) such that \( \alpha(X) \circ \rho_F(a) = \rho_G(a) \circ \alpha(X) \) for all \( a \in A \). A (strict) isomorphism of two formal \( A \)-modules over \( B \) is a (strict) isomorphism of formal group laws over \( B \), \( \alpha(X): F(X, Y) \to G(X, Y) \), such that \( \alpha(X) \circ \rho_F(a) = \rho_G(a) \circ \alpha(X) \) for all \( a \in A \).

\textbf{(21.1.4) Remarks}

(i) If \( B \) is a characteristic zero ring and \( F(X, Y) \) is a formal group law over \( B \), then there is—if it exists—only one possible formal \( A \)-module structure on \( F(X, Y) \), viz., \( \rho_F(a) = f^{-1}(aI_m, f(X)) \), where \( f(X) \) is the logarithm of \( F(X, Y) \). But if \( B \) is not of characteristic zero, there may exist—at least a priori—more than one formal \( A \)-module structure on \( F(X, Y) \); i.e., there may be two or more different homomorphisms \( \rho_F: A \to \text{End}_B(F(X, Y)) \) such that diagram (21.1.3) is commutative. And in fact this happens; cf., e.g., Examples (21.1.8) and (21.1.10). See also Theorem (21.6.2), however, and the last paragraph of (21.8.1) in connection with Remark (21.1.14).

(ii) We also note that if \( B \) is of characteristic zero and \( F(X, Y), G(X, Y) \) are two formal \( A \)-modules over \( B \) then every homomorphism of the formal group laws \( \alpha(X): F(X, Y) \to G(X, Y) \) is automatically a homomorphism of the formal \( A \)-modules \( F(X, Y), G(X, Y) \). Indeed, if \( f(X) \) and \( g(X) \) are the logarithms of \( F(X, Y) \) and \( G(X, Y) \), then \( \alpha(X) \) is necessarily of the form \( \alpha(X) = g^{-1}(Mf(X)) \) for some matrix \( M \). So we have
\[
\alpha(X) \circ \rho_F(a)(X) = \alpha(X) \circ f^{-1}(aI_m, f(X)) = g^{-1}(Maf(X))
\]
\[
= g^{-1}(ag(X)) \circ g^{-1}(Mf(X)) = \rho_g(a)(X) \circ \alpha(X).
\]
This is not true in general if \( B \) is not of characteristic zero.

\textbf{(21.1.5)} From here through the end of Section 21 all formal groups laws and formal \( A \)-modules will be one dimensional and commutative.

\textbf{(21.1.6) Example} Let \( A \) be the ring of integers of a finite extension \( K \) of \( \mathbb{Q}_p \) or \( \mathbb{F}_p((t)) \). Let \( \pi \) be a uniformizing element of \( A \), \( q = \#(A/\pi A) \), the number of elements in the residue field of \( K \). Let \( F(X, Y) \) over \( A \) be the Lubin–Tate formal
group law with logarithm \( f(X) = X + \pi^{-1}f(X^q) \); then as we have seen \( f^{-1}(af(X)) \) is a power series with coefficients in \( A \) for all \( a \in A \) so that \( a \mapsto f^{-1}(af(X)) \) defines a formal \( A \)-module structure on \( F(X, Y) \) over \( A \). Reducing everything modulo \( \pi \), we find a formal \( A \)-module \( F(X, Y) \) over \( k = A/\pi A \).

**Example** (21.1.7) Let \( A \) be any ring. Then \( \rho(a) = aX \) defines a formal \( A \)-module structure on the additive formal group law over any \( A \)-algebra \( B \). We shall call this the additive formal \( A \)-module.

**Example** (21.1.8) Let \( A = \mathbb{F}_p[t] \) and define \( \rho: A \to \text{End}_A(\hat{G}_A(X, Y)) \) by \( t \mapsto tX + X^p \), \( n \mapsto nX \) for \( n \in \mathbb{F}_p \). Then \( \rho \) defines a formal \( A \)-module structure on \( \hat{G}_A(X, Y) \) not isomorphic to the additive one.

**Example** (21.1.9) Let \( A = \mathbb{Z}_p[t] \). We are going to prove that the only formal group law over \( \mathbb{Z}_p[t] \) that admits a formal \( A \)-module structure is the additive one. The ring \( A \) is a characteristic zero \( \mathbb{Z}_p \)-algebra that admits an endomorphism \( \sigma: A \to A \) such that \( \sigma(a) \equiv a^p \mod pA \) for all \( a \in A \), viz. \( \sigma: t \mapsto t^p \). It follows from Proposition (20.1.3) and Corollary (20.1.5) that every formal group law \( F(X, Y) \) over \( A \) is strictly isomorphic to one with a logarithm of the type

\[
f(X) = X + \sum_{i=1}^{\infty} p^{-1}v_i(\sigma^i_*) f(X^{p^i})
\]

for certain \( v_i \in A \). By the results of (20.3.9) it follows that there is an endomorphism \( \alpha(X) \) of \( F(X, Y) \) with \( \alpha(X) \equiv tX \mod (\text{degree } 2) \) if and only if there is an element \( \partial_i \in A[[T]] \) such that

\[
(p - v_1 T - v_2 T^2 - \cdots) t = \partial_i(p - v_1 T - v_2 T^2 - \cdots)
\]

Writing \( \partial_i = a_0 + a_1 T + a_2 T^2 + \cdots \), we find

\[
pa_0 = pt
\]

\[
-v_1 t^p = -a_0 v_1 + pa_1
\]

\[
-v_2 t^{p^2} = -a_0 v_2 - a_1 \sigma(v_1) + pa_2
\]

\[
-v_3 t^{p^3} = -a_0 v_3 - a_1 \sigma(v_2) - a_2 \sigma^2(v_1) + pa_3
\]

\[
\vdots
\]

which gives \( a_0 = t \) and then inductively \( p | v_1, p | v_2, \ldots \), which in turn means that \( f(X) \in A[[X]] \) so that \( F(X, Y) \) is strictly isomorphic to \( \hat{G}_A(X, Y) \) over \( A \).

**Example** (21.1.10) The example (21.1.8) is a kind of trivial example of a nontrivial formal \( A \)-module structure. It is not at all clear that there exist, e.g., nontrivial formal \( A \)-module structures on \( \hat{G}_A(X, Y) \) over \( A \) for \( A \) an arbitrary field of characteristic \( p \). They do exist though and in abundance as the following example shows. (Later we shall prove that they are all isomorphic.)

Let \( A \) be any ring of characteristic \( p > 0 \), \( p \) a prime number. Let \( T_1, T_2, \ldots \) be
a set of indeterminates. We now define power series \( \rho(a, T)(X) \) for every \( a \in A \) by the formulas
\[
\rho(a, T)(X) = y_0(a)X + y_1(a)X^p + y_2(a)X^{p^2} + \cdots
\]
\[
y_0(a) = a
\]
\[
y_n(a) = T_1(y_{n-1}(a))^p + T_2(y_{n-2}(a))^{p^2} + \cdots + T_n(y_0(a))^{p^n} - T_n a
\]
so the first few \( y_i(a) \) are respectively
\[
y_0(a) = a
\]
\[
y_1(a) = T_1(a^p - a)
\]
\[
y_2(a) = T_1 T_1(a^{p^2} - a^p) + T_2(a^{p^2} - a)
\]
\[
y_3(a) = T_1 T_1 T_1(a^{p^3} - a^{p^2}) + T_1 T_2(a^{p^3} - a^p)
\]
\[
+ T_2 T_1 T_1(a^{p^3} - a^{p^2}) + T_3(a^{p^3} - a)
\]
(The resemblance to the kind of formula we have seen in dealing with the universal (functional equation) formal groups law \( F_P(X, Y) \) is not an accident.)

We claim that
\[
(21.1.11) \quad \rho(a, T)(X) + \rho(b, T)(X) = \rho(a + b, T)(X)
\]
\[
(21.1.12) \quad \rho(a, T)(\rho(b, T)(X)) = \rho(ab, T)(X)
\]
so that \( \rho(a, T): A \to A[T_1, T_2, \ldots][X] \) is a sort of Artin–Hasse exponential map. This particular Artin–Hasse-like exponential map does not, however, seem to fit into the general framework of Artin–Hasse-like exponential maps associated to formal group laws which we shall discuss in Section 25.

We now proceed to prove (21.1.11) and (21.1.12). Formula (21.1.11) is trivial because \( A \) is of characteristic \( p \). (Prove via induction that \( y_n(a + b) = y_n(a) + y_n(b) \).) Formula (21.1.12) is also proved by induction. The coefficient of \( X^{p^n} \) in \( \rho_F(a)(\rho_F(b)(X)) \) is equal to
\[
y_0(a)y_n(b) + y_1(a)(y_{n-1}(b))^p + \cdots + y_{n-1}(a)(y_1(b))^{p^{n-1}} + y_n(a)(y_0(b))^{p^n}
\]
\[
= ay_n(b) - T_1 a(y_{n-1}(b))^p - \cdots - T_n a(y_0(b))^{p^n}
\]
\[
+ \sum_{i=1}^n (y_i(a) + T_i a)(y_{n-i}(b))^{p^i}
\]
\[
= -abT_n + \sum_{i=1}^n \sum_{k=1}^i T_k(y_{i-k}(a))^{p^k}(y_{n-i}(b))^{p^i}
\]
\[
= -abT_n + \sum_{i=1}^n \sum_{k=1}^i T_k(y_{i-k}(a)y_{n-i}(b))^{p^{i-k}}p^k
\]
\[
= -abT_n + \sum_{k=1}^n T_k y_{n-k}(ab)^{p^k} = y_n(ab)
\]
(The induction hypothesis has been used in getting from the fourth to the fifth expression.) This proves (21.1.12).

One now obtains a host of nontrivial formal $A$-module structures on $\hat{G}_s(X, Y)$ by specifying the $T_i$ to be various elements of $A$. For example, taking $T_i = 0$ for all $i \neq h$ and $T_h = 1$, one finds a formal $A$-module structure on $F(X, Y) = \hat{G}_s(X, Y)$ over $A$ for which $\rho_F(a)(X)$ is equal to

\[(21.1.13) \quad \rho_F(a)(X) = aX + (a^{p^h} - a)X^{p^h} + (a^{p^{2h}} - a^{p^h})X^{p^{2h}} + \cdots\]

To conclude this section we remark

\[(21.1.14) \quad \textbf{Remark} \quad \text{Let } A \text{ be a ring of characteristic } p > 0 \text{ and let } F(X, Y) \text{ be a formal } A\text{-module over an } A\text{-algebra } B. \text{ Then, as a formal group law, } F(X, Y) \text{ is strictly isomorphic to } \hat{G}_s(X, Y) \text{ over } B.

Indeed, because $p = 0$ in $B$ we must have $0 = \rho_f(p)(X) = \rho_f(1)(X) + f \rho_f(1)(X) = X + f \cdots + f = [p]_f(X).$ Hence, as a formal group law, $F(X, Y)$ is strictly isomorphic to $\hat{G}_s(X, Y)$ over $B$ by Corollary (5.7.6) of Chapter I.

\section{Universal formal $A$-modules (existence)}

\[(21.2.1) \quad \textbf{Definition} \quad \text{Let } A \text{ be a ring. A universal formal } A\text{-module is a formal } A\text{-module } F^u(X, Y) \text{ over a certain } A\text{-algebra } L_A \text{ such that for every formal } A\text{-module } F(X, Y) \text{ over an } A\text{-algebra } B, \text{ there is a unique homomorphism of } A\text{-algebras } \phi: L_A \rightarrow B \text{ such that } \phi_* F^u(X, Y) = F(X, Y) \text{ and } \phi_* (\rho_{F^u}(a)(X)) = \rho_F(a)(X) \text{ for all } a \in A.

\[(21.2.2) \quad \text{It is easy to check that universal formal } A\text{-modules exist. This is done as follows. Write } F(X, Y) = X + Y + \sum C_{i,j} X^i Y^j \text{ and } \rho_F(a) = aX + D_{2,a} X^2 + D_{3,a} X^3 + \cdots \text{ where the } C_{i,j} \text{ and the } D_{i,a} \text{ are indeterminates for all } i, j \in \mathbb{N} \text{ and } a \in A. \text{ The requirements that } F(X, Y) \text{ be associative and commutative, that the } \rho_F(a) \text{ are endomorphisms, and that } a \mapsto \rho_F(a) \text{ is a ring homomorphism define certain equations between the } C_{i,j} \text{ and } D_{i,a} \text{ viz. those expressing that the following power series identities hold:}

\[(21.2.3) \quad F(F(X, Y), Z) = F(F(X, F(Y, Z)), \quad F(X, Y) = F(Y, X)

\[\rho_{F^u}(a)(X), \rho_{F^u}(a)(Y)) = \rho_{F^u}(a)(F(X, Y))\]

\[\rho_{F^u}(a)(\rho_{F^u}(b)(X)) = \rho_{F^u}(ab)(X), \quad \rho_{F^u}(a + b)(X) = F(F_{F^u}(a)(X), \rho_{F^u}(b)(X))\]

\[F(\rho_{F^u}(-a)(X), \rho_{F^u}(a)(X)) = 0, \quad \rho_{F^u}(1)(X) = X, \quad \rho_{F^u}(0)(X) = 0\]

Now let $L_A = A[C_{i,j}, D_{i,a}] / I$ where $I$ is the ideal generated by the elements of $A[C_{i,j}, D_{i,a}]$, which must be zero for (21.2.3) to hold. The universal formal $A$-module is now

\[F^u(X, Y) = X + Y + \sum \phi(C_{i,j}) X^i Y^j, \quad \rho_{F^u}(a)(X) = aX + \phi(D_{2,a}) X^2 + \cdots\]

where $\phi: A[C_{i,j}, D_{i,a}] \rightarrow L_A$ is the natural projection.
Give $C_{ij}$ degree $i + j - 1$, $D_{ia}$ degree $i - 1$, and $X$ and $Y$ degree $-1$. Then all elements of $A[C_{ij}; D_{ia}][X, Y, Z]$ occurring in (21.2.3) are of degree $-1$. It follows that $I$ is a graded ideal and that $L_n$ is a graded ring.

Recall that for each $n \in \mathbb{N}$ we have defined $C_n(X, Y) = \nu(n)^{-1}(X^n + Y^n - (X + Y)^n)$ and that $C_n(X, Y)$ is a primitive polynomial; recall also that $\nu(n) = 1$ if $n$ is not a power of a prime number or $n = 1$ and $\nu(n) = p$ if $n > 1$ and $n$ is a power of the prime number $p$. The formal $A$-module version of the comparison lemma is:

**21.2.4 Formal $A$-module comparison lemma** Let $(F(X, Y), \rho_F)$ and $(G(X, Y), \rho_G)$ be two formal $A$-modules over an $A$-algebra $B$ and suppose that they are congruent mod(degree $n$) for some $n \geq 2$. (This means that $F(X, Y) \equiv G(X, Y)$ mod(degree $n$), and $\rho_F(a)(X) \equiv \rho_G(a)(X)$ mod(degree $n$) for all $a \in A$.) Then there exist a unique element $d \in B$ and unique elements $c_a \in B$, one for each $a \in A$, such that

$$F(X, Y) \equiv G(X, Y) + dC_n(X, Y) \mod\text{degree } n + 1$$

$$\rho_F(a)(X) \equiv \rho_G(a)(X) + c_a X^n \mod\text{degree } n + 1$$

These elements $d$ and $c_a$ are subject to the following relations

$$d(a - a^n) = \nu(n)c_a \quad \text{all } a \in A$$

$$c_{a+b} - c_a - c_b = dC_n(a, b) \quad \text{all } a, b \in A$$

$$ac_b + b^n c_a = c_{ab} \quad \text{all } a, b \in A$$

**Proof** The ordinary comparison lemma gives the existence of a $d \in B$ such that $F(X, Y) \equiv G(X, Y) + dC_n(X, Y) \mod\text{degree } n + 1$. The existence of $c_a \in B$ such that the second line of (21.2.5) holds is of course a triviality. The relations (21.2.6) arise as follows (all congruences are modulo degree $n + 1$):

$$\rho_F(a)(F(X, Y)) \equiv \rho_F(a)(G(X, Y)) + adC_n(X, Y)$$

$$\equiv \rho_G(a)(G(X, Y)) + c_a(X + Y)^n + adC_n(X, Y)$$

and on the other hand

$$\rho_F(a)(F(X, Y)) = F(\rho_F(a)(X), \rho_F(a)(Y))$$

$$\equiv G(\rho_F(a)(X), \rho_F(a)(Y)) + dC_n(ax, aY)$$

$$\equiv G(\rho_G(a)(X), \rho_G(a)(X)) + c_a X^n + c_a Y^n + dC_n(aX, aY)$$

$$= \rho_G(a)(G(X, Y)) + c_a X^n + c_a Y^n + a^n dC_n(X, Y)$$

Comparing these two expressions, we see that $c_a \nu(n)C_n(X, Y) = (ad - a^n)dC_n(X, Y)$ which proves $d(a - a^n) = c_a \nu(n)$ because $C_n(X, Y)$ is a primitive polynomial, cf. Section 4.1 of Chapter I.
To obtain the second identity of (21.2.6) we calculate \( \mod(\text{degree } n + 1) \)
\[
\rho_F(a + b)(X) \equiv \rho_G(a + b)(X) + c_{a+b}X^n
\]
and
\[
\rho_F(a + b)(X) = F(\rho_F(a)(X), \rho_F(b)(X)) \equiv G(\rho_F(a)(X), \rho_F(b)(X)) + dC_a(aX, bX)
\equiv G(\rho_G(a)(X), \rho_G(b)(X)) + c_aX^n + c_bX^n + dC_n(aX, bX)
\equiv \rho_G(a + b)(X) + c_aX^n + c_bX^n + dC_n(a, b)X^n
\]
and comparing these two expressions we see that \( c_{a+b} = c_a + c_b + dC_n(a, b) \). Finally, to obtain the third identity of (21.2.6), we observe
\[
\rho_F(a)(\rho_F(b)(X)) \equiv \rho_F(a)(\rho_G(b)(X)) + ac_bX^n
\equiv \rho_G(a)(\rho_G(b)(X)) + c_ab^nX^n + ac_bX^n
\equiv \rho_G(ab)(X) + c_ab^nX^n + ac_bX^n
\]
and
\[
\rho_F(a)(\rho_F(b)(X)) = \rho_F(ab)(X) \equiv \rho_G(ab)(X) + c_{ab}X^n
\]
This concludes the proof of the lemma.

\textbf{(21.2.7) Remarks}

(i) It follows from the third identity of (21.2.6) that \( c_1 = 0 \) and \( c_0 = 0 \) (as they should be).

(ii) If \( B \) is of characteristic zero, then the first identity of (21.2.6) implies the other two; as is easily checked.

\textbf{(21.2.8)} We have seen that \( L_A \), the \( A \)-algebra over which the universal formal \( A \)-module is defined, is graded. Let \( L_A^{-1} \) be its degree \( n - 1 \) summand and let \( D_A^{-1} \subset L_A^{-1} \) be the submodule of \textquotedblleft decomposables,	extquotedblright \ i.e., the submodule of \( L_A^{-1} \) generated by all elements of \( L_A^{-1} \) of the form \( xy \) with \( x \) and \( y \) homogeneous of degree \( < n - 1 \).

\textbf{(21.2.9)} Corollary \( L_A^{-1}/D_A^{-1} \) is the \( A \)-module generated by the symbols \( d \) and \( c_a, a \in A \), subject to the relations (21.2.6).

\textbf{Proof} This is a special case of (21.2.4). Indeed, let \( J_{n-1} \) be the ideal of \( L_A \) generated by all homogeneous elements of degree \( < n - 1 \), and let \( F^u(X, Y) \) be the universal formal \( A \)-module over \( L_A \). Reducing \( \mod J_{n-1} \), we obtain a formal \( A \)-module \( \tilde{F}^u(X, Y) \) over \( L_A/J_{n-1} \) such that \( \tilde{F}^u(X, Y) \equiv X + Y \mod(\text{degree } n) \) and \( \rho_{F^u}(a)(X) \equiv aX \mod(\text{degree } n) \). Now apply Lemma (21.2.4) and observe that all relations (mod \( J_{n-1} \)) needed to make \( F^u(X, Y) \) commutative and associative mod(degree \( n + 1 \)) and \( \rho_{F^u} \) a ring homomorphism (mod degree \( n + 1 \)) are consequences of (21.2.6). (Cf. also remark (21.2.7)(i.)) Q.E.D.
(21.2.10) **Proposition**  If $A$ is a $\mathbb{Q}$-algebra or an infinite field of characteristic $p > 0$, then $L_A = A[z_2, z_3, \ldots]$ with degree $z_i = i - 1$, and $F^u_A(X, Y)$, the universal formal $A$-module, is as a formal group strictly isomorphic to $\mathcal{G}_a(X, Y)$ over $L_A$.

**Proof** First suppose that $A$ is a $\mathbb{Q}$-algebra. Then we can divide by $v(n)$ so that the first relation of (21.2.6) says that $L_A^{-1}/D_A^{-1}$ has one generator $d$. Further, every $A$-algebra is a $\mathbb{Q}$-algebra, hence of characteristic zero; so the second and third relations of (21.2.6) are implied by the first. This proves that $L_A^{-1}/D_A^{-1}$ is free on one generator, so that $L_A$ has one generator in each degree modulo decomposables. This means $L_A = A[z_2, z_3, \ldots]$, degree($z_i$) = $i - 1$. Also $F^u_A(X, Y)$ is isomorphic to $\mathcal{G}_a(X, Y)$ because $L_A$ is a $\mathbb{Q}$-algebra.

Now let $A$ be an infinite field of characteristic $p > 0$. Then if $n$ is not a power of $p$, $v(n)$ is invertible in $A$ and $L_A$, and it follows as before that $L_A^{-1}/D_A^{-1}$ is a free $A$-module of rank 1. Now let $n$ be a power of $p$, then $v(n) = p$; it follows that $d(a - a^n) = 0$ for all $a \in A$. Because $A$ is an infinite field, there is an $a \in A$ such that $a - a^p \neq 0$, hence $d = 0$ in $L_A^{-1}/D_A^{-1}$. From the third relation of (21.2.6) we obtain $(a - a^n)c_b = (b - b^n)c_a$. Fix one element $a \in A$ such that $(a - a^n) \neq 0$. We claim that we can choose $c_a$ (for this one particular $a$) arbitrarily and that then the $c_b = (a - a^n)^{-1}(b - b^n)c_a$ satisfy the remaining relations (i.e., the second relation of (21.2.6)). Indeed, since $d = 0$ we must show

$$(a - a^n)^{-1}(b_1 + b_2 - (b_1 + b_2)^n)c_a$$

which is obvious since $n$ is a power of $p$ and $A$ and $L_A$ are of characteristic $p$. Hence $L_A^{-1}/D_A^{-1}$ is also free on one generator if $n$ is a power of $p$, so that $L_A = A[z_2, z_3, \ldots]$ also in this case. Finally, the last statement has already been proved (Lemma (21.1.8)).

(21.2.11) **Remark** The hypothesis “infinite” in the proposition above cannot be removed. Indeed, let $A = \mathbb{F}_q$, the finite field of $q$ elements. We claim that $L_A^{-1}/D_A^{-1} = 0$ in this case. To see this we calculate $\text{Mod}_A(L_A^{-1}/D_A^{-1}, A)$; that is, we calculate all solutions of the equations (21.2.6) with $d, c_a \in A$. First, the second equation of (21.2.6) gives quite generally $d(1 - p^{n-1}) = c_p - pc_1$. Since $c_p = 0 = pc_1 = p$, it follows that $d = 0$. Further, since $a^q = a$ for all $a \in A = \mathbb{F}_q$ we have $ac_b + bc_a = c_{ab}$ making $C: a \mapsto c_a$ a derivation on $\mathbb{F}_q \to \mathbb{F}_q$. Then $a^q \mapsto qa^{q-1}c_a = 0$ under this derivation but $C(a^q) = C(a) = c_a$. Hence $c_a = 0$ for all $a$, which proves that $\text{Mod}_A(L_A^{-1}/D_A^{-1}, A) = 0$ so that also $L_A^{-1}/D_A^{-1} = 0$ since $A$ is a field. ($\text{Mod}_A$ is the category of $A$-modules.)

It is not difficult to see that $L_A^{-1}/D_A^{-1} = A = \mathbb{F}_q$ for all $n$ that are not a power of $q$. (Then there is an $a$ such that $a^n - a \neq 0$ in $\mathbb{F}_q$ and $c_a$ becomes a generator if $n$ is a power of $p$, and $d$ is the generator if $n$ is not a power of $p$.) So we have that $L_{\mathbb{F}_q}$ is a polynomial ring over $\mathbb{F}_q$ with one generator in every degree that is not a power of $q$. 


21.3 On the calculation of $L_a$ for local and global rings of integers

(21.3.1) Proposition Let $A$ be a (nontrivial) discrete valuation ring. Then $L_a^n^{-1}/D_a^n^{-1}$ is a free $A$-module on one generator for all $n \in \mathbb{N}$.

Proof Let $\pi$ be a uniformizing element of $A$. Consider the ideal $\mathfrak{C}$ of $A$ generated by the elements $a^n - a$, $a \in A$. There are two possibilities:

Case 1: $\mathfrak{C} = A$ In this case there is an $a \in A$ such that $a^n - a$ is a unit (because $A$ is a local ring). We claim that $c_a$ generates $L_a^n^{-1}/D_a^n^{-1}$. Indeed, from $(a^n - a)c_b = (b^n - b)c_a$ for all $a, b \in A$, we see that

$$c_b = (a^n - a)^{-1}(b^n - b)c_a \quad \text{and} \quad d = (a - a^n)^{-1}v(n)c_a$$

Further, there is a surjective homomorphism $L_n^{-1}/D_n^{-1} \rightarrow A$ defined by $c_a \mapsto 1$, $c_b \mapsto (a^n - a)^{-1}(b^n - b)$, $d \mapsto v(n)(a - a^n)^{-1}$. It follows that $A \cong L_n^{-1}/D_n^{-1}$.

Case 2: $\mathfrak{C} \neq A$ Then $\mathfrak{C} = (\pi)$ because $\pi - \pi^n \in \mathfrak{C}$. We claim that $c_\pi$ generates $L_n^{-1}/D_n^{-1}$. Note that in this case $a - a^n \equiv 0 \mod \pi$ for all $a \in A$, so that $x = x^n$ holds in $k$ for all $x \in k$, proving that case 2 can happen only if the residue field $k$ is finite and if $n$ is a power of $p = \text{char}(k)$.

Let us write $M$ for the $A$-module $L_a^n^{-1}/D_a^n^{-1}$ and $\bar{M} = M/c_a$. Then because $(\pi - \pi^n)c_a = (a - a^n)c_\pi$, we have $(\pi - \pi^n)c_a = 0$, hence $\pi c_a = \pi^n c_a = 0$ because $1 - n^{-1}$ is a unit in $A$. Further, $(\pi - \pi^n)d = v(n)c_a$ so that also $n\bar{d} = 0$.

It follows that $\bar{M}$ is a $k$-module; and since $a^n - a \equiv 0 \mod \pi$, we have $\bar{c}_{ab} = a\bar{c}_b + b\bar{c}_a$ in $\bar{M}$, so that the map $C$: $k \rightarrow \bar{M}$ defined by $a \mapsto \bar{c}_a$ is well defined and satisfies $C(ab) = aC(b) + bC(a)$. In particular, $C(a^n) = n\bar{C}(a) = 0$ because $x^n = x$ in $k$ and $n$ is a power of $p$. This proves that $\bar{c}_a = 0$ in $\bar{M}$ for all $a$. The second relation of (21.2.6) now says that $C_n(a, b)\bar{d} = 0$ in $\bar{M}$ for all $a, b \in A$. According to Lemma (21.3.2) there exists an $x \in F_p$, the field of $p$ elements, such that $C_n(x, 1) \neq 0$ in $F_p$ ($n$ is still a power of $p$). This proves that also $\bar{d} = 0$ in $\bar{M}$ so that $\bar{M} = 0$, which proves that $c_\pi$ generates $M$. There is also a surjective homomorphism $\bar{M} \rightarrow A$, viz. $c_a \mapsto \pi^{-1}(a - a^n)$ and $d \mapsto \pi^{-1}p$. This proves that $L_n^{-1}/D_n^{-1} = M \cong A$ also in this case.

(21.3.2) Lemma Let $n$ be a power of the prime number $p$, then there exists an $x \in F_p$ such that $C_n(x, 1) \neq 0$.

Proof First note that $(X^{p^{i-1}} + Y^{p^{i-1}}) \equiv (X + Y)^{p^{i-1}} \mod(p)$ and hence

$$(X^{p^{i-1}} + Y^{p^{i-1}})^p - X^{p^i} - Y^{p^i} \equiv (X + Y)^{p^i} - X^{p^i} - Y^{p^i} \mod(p^2)$$

so that

$$C_p(X, Y) \equiv C_p(X^{p^{i-1}}, Y^{p^{i-1}}) \mod(p)$$

which means that it suffices to prove the lemma in case $n = p$. Let $t(X)$ be the polynomial $C_p(X, 1)$ over $F_p$. This is a nonzero polynomial of degree $p - 1$; it
looks like $t(X) = X^{p-1} + \cdots + X$. So $t(X)$ can have at most $p - 1$ different roots in $\mathbb{F}_p$, which means that there is an $x \in \mathbb{F}_p$ such that $t(x) \neq 0$.

\section{Example A} Let $A$ be the ring of integers of an algebraic number field. Then for $n$ a power of a prime number $p$ we have that $\text{Mod}_A(L_A^{-1}/D_A^{-1}, A)$ is isomorphic (as an $A$-module) to the ideal $p\mathcal{A}^{-1} \subset A$ where $\mathcal{A}$ is the ideal generated by all the elements $a - a^n, a \in A$. This is seen as follows. We have to find all solutions of (21.2.6) with $d, c_a \in A$. Observe that $d \in p\mathcal{A}^{-1}$ because $d = pc_a(a - a^n)^{-1}$ for all $a \in A$. So, to every solution of (21.2.6) there corresponds a unique element $d \in p\mathcal{A}^{-1}$. Conversely, suppose that $d$ is any element in $p\mathcal{A}^{-1}$, then $c_a = p^{-1}(a - a^n)d$ is in $A$, and these $c_a$ together with $d$ constitute a solution of (21.2.6). It follows that $L_A^{-1}/D_A^{-1}$ need not be isomorphic to $A$ in case $A$ is the ring of integers of an algebraic number field. (Example: let $\mu^2 = 3, \sqrt{-2}$ and $A$ the ring of integers of $K = \mathbb{Q}(\mu)$. An integral basis of $A$ over $\mathbb{Z}$ is $\{1, \mu, \sqrt{-2}, \mu\sqrt{-2}\}$, the ideal $(2)$ factors as $p_2^2$ with $p_2$ the ideal $(\mu, \sqrt{-2})$ and $p_2$ is nonprincipal. In this case the ideal of $A$ generated by the $a - a^2, a \in A$ is $p_2$ (as is easily checked by taking $a = 2, a = \mu, a = \sqrt{-2}$). Incidentally, the class number of $K$ is $2$. For more details concerning $K$, cf. [399, p. 56].)

However, if $K$ has class number $1$, then we see that $\text{Mod}_A(L_A^{-1}/D_A^{-1}, A) \simeq A$. More generally, if $\mathcal{S}$ is a set of primes of $K$ and $A_{\mathcal{S}}$, the ring of $\mathcal{S}$-integers is principal, then $\text{Mod}_A(L_A^{-1}/D_A^{-1}, A) \simeq A$. (This holds for all $n$; if $n$ is not a prime power, then $L_A^{-1}/D_A^{-1}$ is free with generator $d$.)

\section{Example B} A rather similar result holds for the case that $A$ is the ring of integers of a global function field. In this case $d$ is a free generator for $L_A^{-1}/D_A^{-1}$ for all $n$ that are not a power of $p$. Let $n$ be a power of $p$. First, observe that then $(a - a^n)d = 0$ for all $a \in A$, so that (since $A$ is an integral domain and $d \in A$) we must have $d = 0$.

Now let $\mathcal{A}$ be the ideal generated by the elements $a - a^n, a \in A$, and suppose that $\mathcal{A}$ is principal $\mathcal{A} = (x)$. Write $x = \sum r_a(a - a^n)$ (where almost all $r_a$ are zero). Now let $\{c_a\}, c_a \in A$ be a solution of (21.2.6). Then $(a - a^n)c_b = (b - b^n)c_a$ for all $a, b \in A$. Multiplying with $r_a$ and summing over $a$, we obtain $x c_b = (b - b^n) \sum r_a c_a$. Now $(b - b^n) \in (x)$, let $(b - b^n) = z_b x$. Then $c_b = z_b \sum r_a c_a$. So we have found an element $y \in A$, viz., $y = \sum r_a c_a$ in terms of which all the $c_b$ can be expressed. Inversely, given $y \in A$, then $c_b = yz_b, d = 0$ is a solution of (21.2.6). So also in this case we have $\text{Mod}_A(L_A^{-1}/D_A^{-1}, A) \simeq A$ if $A$ is principal.

\section{Example C} We shall now focus on a ring $A$ of one of the following types:

(a) $A$ is a nontrivial discrete valuation ring (not necessarily complete);
(b) $A$ is the ring of integers of an algebraic number field or an algebraic function field in one variable over a finite field of constants;
(c) $A$ is the ring of $\mathcal{S}$-integers of one of the two types of field $K$ listed under...
(b), where $\mathcal{S}$ is a finite set of valuations including all the infinite ones, i.e., 
\[ A = \{ x \in K \mid v(x) \geq 0 \text{ for all } v \notin \mathcal{S} \}. \]

In cases (b) and (c) we note that $A$ is finitely generated as an algebra over $Z$.

(d) $A$ is a field with infinitely many elements.

(21.3.5) Theorem Let $A$ be one of types of rings listed in (21.3.4) and suppose that $A$ is a principal ideal ring, then $L_A \simeq \mathbb{Z}[z_2, z_3, z_4, \ldots]$ with degree$(z_i) = i - 1$.

Proof We first show that under the hypotheses stated $L_{A_p}^{n-1}/D_{A_p}^{n-1} \simeq A$. In case $A$ is of type (a) or (d) this has already been done. In case (b) and (c) write $M = L_{A_p}^{n-1}/D_{A_p}^{n-1}$. By the very definition of $L_A$ (as the solution of a certain universal problem) we have that $(L_A)_p = L_{A_p}$ for all prime ideals $p$ of $A$.

It follows that

\[ M_p = L_{A_p}^{n-1}/D_{A_p}^{n-1} \simeq A_p \]

(21.3.6) (using Proposition (21.3.1)). Let

\[ \phi: M \rightarrow \text{Mod}_A(\text{Mod}_A(M, A), A), \quad m \mapsto \psi_m, \quad \psi_m(\chi) = \chi(m) \]

be the canonical double duality homomorphism. Because $A$ is finitely generated as a ring, we see from (21.2.6) that $M$ is finitely generated as an $A$-module, and, $A$ being also noetherian, we have that for all prime ideals $p$

\[(\text{Mod}_A(\text{Mod}_A(M, A), A))_p = \text{Mod}_{A_p}(\text{Mod}_{A_p}(M_p, A_p), A_p)\]

(cf. [42, Chapter II, Section 2, Proposition 19]). It follows by (21.3.6) that $\phi_p$ is an isomorphism for all prime ideals $p$, hence that $\phi$ is an isomorphism (by [42, Chapter II, Section 3, Theorem 1]). But according to Examples (21.3.3) A and B we have $\text{Mod}_A(M, A) \simeq A$, so that indeed $M \simeq A$.

Now in case $A$ is of type (d) we have already shown that $L_A \simeq A[z_2, z_3, \ldots]$. In the remaining cases there is certainly a surjective homomorphism of $A$-algebras $\psi: A[z_2, z_3, \ldots] \rightarrow L_A$, viz. the homomorphism that maps $z_i$ to a generator of $L_{A_p}^i/D_{A_p}^i$. Let $K$ be the quotient field of $A$. Then $\psi \otimes_A K$ is an isomorphism (because $L_A \otimes K \simeq L_K$) and hence $\psi$ is also injective and hence an isomorphism.

(21.3.7) We stress once more that this theorem cannot be generalized to cover the case of, say, rings of integers of arbitrary algebraic number fields (Example (21.3.3)).

21.4 Explicit universal formal $A$-modules

(21.4.1) Construction in case $A$ is a field of characteristic zero In this case $L_A \simeq A[z_2, z_3, z_4, \ldots]$. Let $f(X) = X + \sum_{i=2}^{\infty} z_i X^i$ and let $F_A(X, Y) = f^{-1}(f(X) + f(Y))$, $\rho_{f}(a)(X) = f^{-1}(af(X))$ for all $a \in A$. It is not difficult to see that this defines a universal formal $A$-module over $L_A$. 
The universal formal $A$-module structure on $\hat{G}_a(X, Y)$ in case $A$ is an infinite field of characteristic $p > 0$, $p$ a prime number. Let $\rho_f(a, T)(X) \in A[T_1, T_2, \ldots][[X]]$ be the power series defined in Example (21.4.2). Then these power series define a formal $A$-module structure on $\hat{G}_a(X, Y)$ over $A[T_1, T_2, \ldots]$. We claim that this formal $A$-module structure is universal in the following sense: given an $A$-algebra $B$ and a formal $A$-module structure on $\hat{G}_a(X, Y)$ over $B$, i.e., a map $\rho : A \to \text{End}_B(\hat{G}_a(X, Y))$, then there is a unique homomorphism $\phi : A[T_1, T_2, \ldots] \to B$ such that $\phi \ast \rho(a, T)(X) = \rho(a)(X)$ for all $a \in A$.

This is proved as follows. Suppose we have already found $\phi(T_1), \ldots, \phi(T_n)$ such that

$$\phi \ast \rho(a, T) \equiv \rho(a)(X) \mod(\text{degree } p^n + 1)$$

Because we are dealing with the additive group law, it follows that

$$\rho(a)(X) \equiv \phi \ast \rho(a, T)(X) - c_a X^{p^n+1} \mod(\text{degree } p^{n+1} + 1)$$

where the $c_a$ in $B$ satisfy

$$c_{a+b} = c_a + c_b, \quad ac_b + b^{p^n+1}c_a = c_{ab} \quad (21.4.3)$$

Now

$$\rho(a, T)(X) \equiv T_{n+1}(a^{p^n+1} - a)X^{p^{n+1}} \mod(T_1, \ldots, T_n, \text{degree } p^{n+1} + 1)$$

so our contention will be proved if we can show that there is a unique element $t \in B$ such that

$$c_a = t(a^{p^n+1} - a) \quad \text{for all } a \in A \quad (21.4.4)$$

This is where we use the hypothesis that $A$ is an infinite field. In that case there is an $a_0 \in A$ such that $a_0^{p^n+1} - a_0 \neq 0$ in $A$ and we see that the only possible solution for $t$ is $t = (a_0^{p^n+1} - a_0)^{-1}c_{a_0}$ where $a_0$ is a fixed element such that $a_0^{p^n+1} - a_0 \neq 0$, hence is a unit. The relations (21.4.3) imply $(a_0 - a_0^{p^n+1})c_b = (b - b^{p^n+1})c_{a_0}$ for all $b \in A$. It follows that (21.4.4) holds for all $a \in A$.

The universal formal $A$-module structure on $\hat{G}_a(X, Y)$ in case $A$ is a finite field. Now let $A$ be a finite field with $q = p^r$ elements, $p$ a prime number, $\tilde{A}[T] = A[T; i \in \mathbb{N}, r \not| i]$ and let $\tilde{\rho}(a, T)(X)$ for all $a \in A$ be the power series obtained from $\rho(a, T)(X)$ by setting $T_j = 0$ for all $j = 1, 2, \ldots$. Then $a \mapsto \tilde{\rho}(a, T)(X)$ is, we claim, a universal formal $A$-module structure on $\hat{G}_a(X, Y)$ over $\tilde{A}[T]$. The proof of this is as above in (21.4.2) except in case $n + 1$ is a multiple of $r$. In that case (21.4.3) says, since $b^{p^n+1} = b$ in this case, that $c_{a+b} = c_a + c_b$ and $ac_b + bc_a = c_{ab}$. So that by induction $c_a = c_{a^q} = qa^{q-1}c_a = 0$ for all $a \in A$ (since $a = a^q$). So that if $n + 1$ is a multiple of $r$ $\phi \ast \tilde{\rho}(a, T)(X) \equiv \rho(a)(X) \mod(\text{degree } p^n + 1)$ implies $\phi \ast \tilde{\rho}(a, T)(X) \equiv \rho(a)(X) \mod(\text{degree } p^{n+1} + 1)$. 
(21.4.6) The universal formal $A$-module in case $A$ is a field of characteristic $p$. Let
\[ f(X) = X + \sum_{i=2}^{\infty} z_i X^i - \sum_{j=1}^{\infty} z_{p^j} X^{p^j} \]
and let $F(X, Y)$ be the formal group law $f^(-1)(f(X) + f(Y))$. For $A$ an infinite field, we define $\rho: A \mapsto \text{End}_{A[z]}(F(X, Y))$ by the formula
\[ \rho(a) = f^{-1}(\psi \ast \rho(a, T)(f(X))) \]
where $\psi: A[T] \rightarrow A[z] = L_A$ takes $T_i$ into $z_{p^i}$. For $A$ a finite field of $q = p^r$ elements, $L_A = A[z_i | i \text{ not a power of } q, i \geq 2]$ and we define
\[ \rho(a) = f^{-1}(\tilde{\psi} \ast \tilde{\rho}(a, T)(f(X))) \]
where $\tilde{\psi}: \tilde{A}[T] \rightarrow L_A$ takes $T_i$ into $z_{p^i}$, where $i$ runs through all elements of $\mathbb{N}$ that are not divisible by $r$, $q = p^r$.

It is not difficult (given (21.4.2), (21.4.5) and (21.2.10), (21.2.11)) to show that these definitions do indeed give us (explicit) universal formal $A$-modules for $A$ a field of characteristic $p > 0$.

(21.4.8) Universal formal $A$-modules for $A$ a discrete valuation ring with finite residue field. Let $A$ be a nontrivial discrete valuation ring with uniformizing element $\pi$, quotient field $K$, and residue field $k$ of $q$ elements. Let $\sigma: K[S_2, S_3, \ldots] \rightarrow K[S_2, S_3, \ldots]$ be the $K$-automorphism $S_i \mapsto S_{\pi^i}$. Then $\sigma \equiv a^q \mod \pi A[S]$ for all $a \in A[S]$, so that we are in a functional equation type situation. We now define
\[ f_s^A(X) = X + \sum_{i=2}^{\infty} S_i X^i - \sum_{j=1}^{\infty} S_{q^j} X^{q^j} + \sum_{j=1}^{\infty} \pi^{-1} S_{q^j}(\sigma^j_*) f_s^A(X^{q^j}) \]

(21.4.9) $F_s^A(X, Y) = (f_s^A)^{-1}(f_s^A(X) + f_s^A(Y))$

$\rho_s^A(a)(X) = (f_s^A)^{-1}(af_s^A(X))$

Because of the functional equation lemma (Chapter I, Section 2, Lemma 2.2), we know that the power series $F_s^A(X, Y)$ and $\rho_s^A(a)(X)$ have their coefficients in $A[S]$. It follows that $(F_s^A(X, Y), \rho_s^A)$ is a formal $A$-module over $A[S]$. We claim that it is a universal formal $A$-module.

To see this observe that modulo $(S_2, \ldots, S_{n-1}, \text{ degree } n + 1)$
\[ f_s^A(X) \equiv \begin{cases} X + S_n X^n & \text{if } n \text{ is not a power of } q \\ X + \pi^{-1} S_n & \text{if } n \text{ is a power of } q \end{cases} \]
Using this we see that modulo $(S_2, \ldots, S_{n-1}, \text{ degree } n + 1)$
\[ F_s^A(X, Y) \equiv \begin{cases} X + Y + S_n v(n) C_n(X, Y) & \text{if } n \text{ is not a power of } q \\ X + Y + \pi^{-1} S_n v(n) C_n(X, Y) & \text{if } n \text{ is a power of } q \end{cases} \]
\[ \rho_s^A(a)(X) \equiv \begin{cases} aX + (a - a^n) S_n X^n & \text{if } n \text{ is not a power of } q \\ aX + \pi^{-1} (a - a^n) S_n X^n & \text{if } n \text{ is a power of } q \end{cases} \]
Using (the proof of) Proposition (21.3.1), it is now not difficult to show that 
\((F_\mathcal{A}^d(X, Y), \rho_\mathcal{A}^d)\) is indeed a universal formal \(A\)-module. For the reader who does not like this exercise, the details of the proof are written out (in painful detail) for the higher dimensional case in 25.4 (proof of Theorem (25.4.16)).

**21.4.10** Universal formal \(A\)-modules for \(A\) the ring of integers of an algebraic number field of class number 1 or algebraic function field in one variable with finite field of constants of class number 1

Let \(A\) be a ring of integers of a field \(K\) as indicated in the title of this subsection. For each finite valuation \(v\), let \(p_v\) be the corresponding prime ideal, and \(\pi_v \in A\) an element such that \(p_v = (\pi_v), \) and \(q_v\) the number of elements in \(A/\pi_v A\). For each \(n \in \mathbb{N}\), let \(\mathcal{S}_n = \{v \mid n \text{ is a power of } q_v\}\) and

\[
c_n = \prod_{v \notin \mathcal{S}_n} \pi_v^{-1}
\]

where \(c_n = 1\) if \(\mathcal{S}_n = \emptyset\) (which happens in particular if \(n\) is not a power of a prime number). We are now going to construct a power series

\[f_\mathcal{A}^d(X) \in A[U_2, U_3, U_4, \ldots][X]\]

To do this let \(A_v \subset \mathbb{N}\) be the set of all elements \(n \in \mathbb{N}\) that are a power of \(q_v\) for some finite valuation \(v\) of \(A\). We now define

\[
d_\mathcal{A}^d(U) = \sum_{(q_1, \ldots, q_t, m)} d_\mathcal{A}(q_1, \ldots, q_t, m)U_{q_1}U_{q_2}^{q_1} \cdots U_{q_t}^{q_1 \cdots q_t} U_{q_2} \cdots q_t \cdot U_{q_t}^{q_1 \cdots q_t}
\]

where the sum is over all sequences \((q_1, \ldots, q_t, m)\) with \(q_i \in A_v, \ t \in \mathbb{N} \cup \{0\}, \ m \in \mathbb{N}\) such that \(q_1 \cdots q_t m = n\) and where (for convenience) we have introduced \(U_1 = 1\). The coefficients \(d^\mathcal{A}(q_1, \ldots, q_t, m)\) are not arbitrary but are required to satisfy the following conditions: if \(t = 0,\)

\[
d_\mathcal{A}(n) = c_n
\]

where \(c_n\) is defined in (21.4.8); and if \(t \geq 1,\) then

\[
v(d^\mathcal{A}(q_1, \ldots, q_t, m) - \pi_v^{-1}d^\mathcal{A}(q_2, \ldots, q_t, m)) \geq 0 \quad \text{if } q_1 \text{ is a power of } q_v\]

\[
v(d^\mathcal{A}(q_1, \ldots, q_t, m) \geq 0 \quad \text{if } q_1 \text{ is not a power of } q_v
\]

Note that if \(n\) is a power of \(q_v,\) then

\[
v(c_n - \pi_v^{-1}) \geq 0
\]

Observe that because of (21.4.14) and (21.4.15) \(f_\mathcal{A}^d(X)\) satisfies for every finite valuation \(v\) a functional equation of the type

\[f_\mathcal{A}^d(X) = \sum_{i=1}^\infty \pi_v^{-1}U_{q_v}(\sigma_v^i) f_v(X^{q_v^i}) \in A_v[U][X]\]
where $A_\nu = \{ x \in K \mid \nu(x) \geq 0 \}$ is the localization of $A$ with respect to $\nu$, and where $\sigma_\nu \colon K[U] \to K[U]$ is the $K$-automorphism $U_j \mapsto U_j^{\nu}$.

Now define

\begin{align*}
(21.4.16) & \quad F^\delta_\nu(X, Y) = (f^\delta_\nu)^{-1}(f^\delta_\nu(X)) + f^\delta_\nu(Y) \\
(21.4.17) & \quad \rho^\delta_\nu(a)(X) = (f^\delta_\nu)^{-1}(a f^\delta_\nu(X))
\end{align*}

then the functional equation lemma (Chapter I, 2.2) says that $(F^\delta_\nu(X, Y), \rho^\delta_\nu)$ is a formal $A$-module over $A[U]$.

We claim that it is in fact a universal formal $A$-module. To prove this, let $F^u(X, Y)$ and $L_A$ be the objects constructed abstractly in (21.2.2). The formal $A$-module $(F^\delta_\nu(X, Y), \rho^\delta_\nu)$ gives rise to a unique homomorphism $\phi \colon L_A \to A[U]$ taking $F^u(X, Y)$ (and $\rho_{F^u}$) into $F^\delta_\nu(X, Y)$ (and $\rho^\delta_\nu$).

Let $\nu$ be a finite valuation and let $(F^A_\nu(X, Y), \rho^A_\nu)$ be the universal formal $A_\nu$-module constructed above. This formal $A_\nu$-module gives rise to a unique homomorphism $\psi_\nu \colon L_A \to A_\nu[S]$ which takes $F^u(X, Y)$ and $\rho_{F^u}$ into $F^A_\nu(X, Y)$ and $\rho^A_\nu$. Moreover, the localization $\hat{\psi}_\nu \colon L_{A_\nu} = L_A \otimes_A A_\nu \to A_\nu[S]$ is an isomorphism because both $F^u(X, Y)$ over $L_A \otimes A_\nu = L_{A_\nu}$ and $F^A_\nu(X, Y)$ over $A_\nu[S]$ are universal formal $A_\nu$-modules. Finally, consider $F^\delta_\nu(X, Y)$ over $A_\nu$.

By the functional equation lemma we see that $\rho^A_\nu$ extends to a homomorphism $A_\nu \to \text{End}_{A_\nu}(F^A_\nu(X, Y))$ turning $F^A_\nu(X, Y)$ into a formal $A_\nu$-module over $A_\nu[U]$. By the universality of $F^A_\nu(X, Y)$ there is a unique homomorphism $\chi_\nu \colon A_\nu[S] \to A_\nu[U]$ taking $(F^A_\nu(X, Y), \rho^A_\nu)$ into $(F^\delta_\nu(X, Y), \rho^\delta_\nu)$. We have a diagram

\[
\begin{array}{c}
L_A \\
\downarrow \phi_\nu \\
A[U] \quad \longrightarrow \quad A_\nu[U] \\
\downarrow \chi_\nu \\
A_\nu[S]
\end{array}
\]

which is commutative by the uniqueness of the various homomorphisms involved. (Both $\chi_\nu \psi_\nu$ and $\phi_\nu$ take $F^u(X, Y)$ into $F^\delta_\nu(X, Y)$, so they must be equal.) Comparing the expressions for $F^A_\nu(X, Y)$ and $f^\delta_\nu(X)$, we see that $\chi_\nu$ satisfies modulo $(U_2, \ldots, U_{n-1})$

\[
\chi_\nu(S_n) = \begin{cases} 
\pi_\nu c_n U_n & \text{if } n \text{ is a power of } q_\nu \\
\nu(c_n) U_n & \text{if } n \text{ is not a power of } q_\nu
\end{cases}
\]

Hence, because $\nu(\pi_\nu c_n) = 0$ if $n$ is a power of $q_\nu$ and $\nu(c_n) = 0$ if $n$ is not a power of $q_\nu$, it follows that $\chi_\nu$ is an isomorphism. (It is at this point that the hypothesis “class number 1” essentially enters; if the class number is $> 1$, it is generally not possible to find elements $c_n \in K$, one for every $n \in \mathbb{N}$, with the property $\nu(c_n) = -1$ if $n$ is a power of $q_\nu$ and $\nu(c_n) = 0$ if $n$ is not a power of $q_\nu$; everything else can be done also in the class number $\geq 1$ case.)

To continue with the proof, we have already seen that $\psi_\nu$ is an isomorphism so that $\phi_\nu$ is also an isomorphism. This holds for every finite $\nu$, so using also
that $L_A$ and $A[U]$ are graded and that $\phi$ is homogeneous of degree 0, it follows that $\phi$ is an isomorphism, which in turn implies that $F^A_G(X, Y)$ is a universal formal $A$-module.

(21.4.18) **Remark**

(i) The same constructions and proofs apply to rings of $\mathcal{S}$-integers $A_\mathcal{S}$ that are principal, where $\mathcal{S}$ is a finite (or infinite) collection of valuations (including the infinite ones).

(ii) This proof that $L_A \simeq A[U_2, U_3, \ldots]$ did not use "$A$ is finitely generated as a ring," as our calculation of $L_A$ in Theorem (21.3.5) did. On the other hand, we used "finite residue field," which is in principle irrelevant for Theorem (21.3.5). More generally, constructions as in (21.4.10) can be carried out for "global fields" of class number 1 with not necessarily finite residue fields, for which there exists for every finite prime $v$ an endomorphism $\sigma_v$: $A \to A$ and a power $q$ of the residue field $A/\pi_v A$ such that $\sigma_v(a) \equiv a^q \mod(\pi_v A)$.

(21.4.19) **Remark on notation** Taking $A = \mathbb{Z}$, we obtain formal group laws $F^A_G(X, Y)$; these are (variants of) the universal formal group laws $F^A_U(X, Y)$ and $F^A_S(X, Y)$ constructed in Chapter I. Similarly for the $a^A_n(U)$ and $d^A(q_1, \ldots, q_l, m)$.

(21.4.20) **Universal formal $A$-modules for $A$ a discrete valuation ring with infinite residue field $k$** Let

$$f(X) = X + \sum_{i=2}^{\infty} z_i X^i \in A[z_1, z_2, \ldots][X]$$

and let $F(X, Y) = f^{-1}(f(X) + f(Y))$ and $\rho_F(x) = f^{-1}(af(X))$ for all $a \in A$. We claim that $(F(X, Y), \rho_F)$ is a universal formal $A$-module over $A[z]$ if $k$ is infinite. The proof is by induction. Suppose $(G(X, Y), \rho_G)$ is a formal $A$-module over $B \in \text{Alg}_A$ and suppose that we have already found $b_2, b_3, \ldots, b_n \in B$ such that

(21.4.21) $\phi_* (F(X, Y), \rho_F) \equiv (G(X, Y), \rho_G) \mod(\text{degree } n + 1)$

where $\phi: A[z] \to B$ is the homomorphism $\phi(z_i) = b_i$, $i = 2, \ldots, n$, $\phi(z_j) = 0$ for $j > n$. (The induction starts because the case $n = 1$ is trivial.) By the comparison lemma (21.2.4) we know that there are unique elements $d \in B$ and $c_a \in B$ for all $a \in A$ such that

$$\phi_* F(X, Y) \equiv G(X, Y) + dC_{n+1}(X, Y) \mod(\text{degree } n + 2)$$

$$\phi_* \rho_F(a)(X) \equiv \rho_G(a)(X) + c_a X^{n+1} \mod(\text{degree } n + 2)$$

and such that

(21.4.22) $d(a - a^{n+1}) = (n + 1)c_a$, $c_{a+b} - c_a - c_b = dC_{n+1}(a, b)$,

$$ac_b + b^{n+1}c_a = c_{ab}$$
Now consider the elements $a - a^{n+1}, a \in A$. If $a - a^{n+1} \equiv 0 \mod \mathfrak{m}(A)$ for all $a \in A$, then $x - x^{n+1} = 0$ for all $x \in k = A/\mathfrak{m}(A)$, which would make $k$ a finite field. Hence there is an $a_0 \in A$ such that $a_0 - a_0^{n+1}$ is a unit in $A$.

Now

$$F(X, Y) \equiv X + Y + \nu(n + 1)z_{n+1}C_{n+1}(X, Y) \mod (z_2, \ldots, z_n, \text{degree } n + 2)$$

$$\rho_F(a)(X) \equiv aX + z_{n+1}(a - a^{n+1})X^{n+1} \mod (z_2, \ldots, z_n, \text{degree } n + 2)$$

Now define $\hat{\phi}(z_i) = b_i, i = 2, \ldots, n, \hat{\phi}(z_{n+1}) = (a_0 - a_0^{n+1})^{-1}c_{a_0}$. Then relations (21.4.22) guarantee that $\phi(\nu(n + 1)z_{n+1}) = d, \phi(z_{n+1}(a - a^{n+1})) = c_a$ for all $a \in A$. Moreover, $\hat{\phi}$ is clearly uniquely determined on $A[z_2, \ldots, z_{n+1}] \subset A[z]$ by (21.4.21) with $n$ replaced by $n + 1$ if $\phi$ is uniquely determined on $A[z_2, \ldots, z_n]$ by (21.4.21). By induction this concludes the proof that the formal $A$-module $(F(X, Y), \rho_F)$ constructed above is universal.

![21.4.23] Corollary Let $A$ be a discrete valuation ring with infinite residue field. Then every formal $A$-module over an $A$-algebra $B$ is isomorphic to the additive formal $A$-module $\hat{G}_a(X, Y) = X + Y, \rho_{G_a}(a)(X) = aX$.

### 21.5 A-typical formal $A$-modules

In this subsection unless explicitly stated otherwise $A$ is always a nontrivial discrete valuation ring with uniformizing parameter $\pi$ and residue field $k$ of $q$ elements; $K$ is the quotient field of $A$; $K$ may be either of characteristic zero or of characteristic $p > 0$; $\sigma$: $K[V_1, V_2, \ldots] \to K[V_1, V_2, \ldots]$ is the $K$-automorphism $V_j \mapsto V_j^q$.

![21.5.1] Constructions Let $f^\phi_\psi(X)$ be the power series defined by the functional equation

$$f^\phi_\psi(X) = X + \sum_{i=1}^\infty \pi^{-1}V_i(\sigma^i_\psi)f^\phi_\psi(X^{q^i})$$

and, using $f^\phi_\psi(X)$ we define

$$F^\phi_\psi(X, Y) = (f^\phi_\psi)^{-1}(f^\phi_\psi(X) + f^\phi_\psi(Y)), \quad \rho^\phi_\psi(a)(X) = (f^\phi_\psi)^{-1}(af^\phi_\psi(X))$$

Then, by the functional equation lemma (Chapter I, 2.2) $(F^\phi_\psi(X, Y), \rho^\phi_\psi)$ is a formal $A$-module. We also note that, identifying $V_i$ with $S_{q^i}, f^\phi_\psi(X)$ and $f^\phi_\psi(X)$ (cf. (21.4.6)) satisfy the same type of functional equation, so that again by the functional equation lemma $(F^\phi_\psi(X, Y), \rho^\phi_\psi)$ and $(F^\phi_\psi(X, Y), \rho^\phi_\psi)$ are strictly isomorphic formal $A$-modules. (The isomorphism $(f^\phi_\psi)^{-1}(f^\phi_\psi(X))$ is compatible with the given formal $A$-structures.)
If we take $A = Z_{(p)}$ and $\pi = p (= q)$. Then $f_\phi^\ast(X)$ and $F_\phi^\ast(X, Y)$ become the $f_\ast(X)$ and $F_\ast(X, Y)$ of Chapter I, 2.3 and 3.3, and the following formulas should therefore come as no surprise

\[(21.5.4) \quad f_\phi^\ast(X) = \sum_{n=0}^{\infty} a_n^\ast(V)X^n, \quad a_0^\ast(V) = 1\]

\[\pi a_n^\ast(V) = a_{n-1}^\ast(V)V_1^{q-1} + \cdots + a_1^\ast(V)V_{n-1} + V_n\]

\[a_n^\ast(V) = \sum_{i_1 + \cdots + i_r = n} \pi^{-r}V_{i_1}V_{i_2}^{q_1} \cdots V_{i_r}^{q_r} + \cdots + \]

This is proved exactly as in the special case $A = Z_{(p)}$, $p = \pi = q$ which was treated in Chapter I, Section 3.3.

**Definition** A formal $A$-module over an $A$-algebra $B$ is called $A$-typical if it is of the form $(\phi_\ast F_\phi^\ast(X, Y), \phi_\ast \rho_\phi^\ast)$ for a certain ring homomorphism $\phi: A[V] \to B$.

Note that this homomorphism is also necessarily unique, for otherwise there would also be two different homomorphisms $A[S] \to B$ both transforming $(F_\phi^\ast(X, Y), \rho_\phi^\ast)$ into the same formal $A$-module over $B$, contradicting the universality of $(F_\phi^\ast(X, Y), \rho_\phi^\ast)$ over $A[S]$. We have thus proved

**Theorem**

(i) Every formal $A$-module over an $A$-algebra $B$ is strictly isomorphic over $B$ (as a formal $A$-module) to an $A$-typical formal $A$-module.

(ii) The formal $A$-module $(F_\phi^\ast(X, Y), \rho_\phi^\ast)$ over $A[V]$ is a universal $A$-typical formal $A$-module.

To be able to use this theorem effectively we need something like a workable criterion for being $A$-typical. To this end we first discuss logarithms for formal $A$-modules.

**Logarithms** If $B$ is an $A$-algebra such that $B \to B \otimes_A K$ is injective (where $K$ is the quotient field of $A$), then every formal $A$-module $(F(X, Y), \rho_F)$ over $B$ has a logarithm (with coefficients in $B \otimes_A K$); that is, there exists a power series $f(X)$ such that $f^{-1}(f(X) + f(Y)) = F(X, Y)$, $f^{-1}(af(X)) = \rho_F(a)(X)$. This follows immediately from the fact that the universal formal $A$-module $(F_\phi^\ast(X, Y), \rho_\phi^\ast)$ has such a logarithm. Such a logarithm is also necessarily unique. Indeed, this is trivial in case $\text{char}(K) = 0$; and if $\text{char}(K) = p$, this is seen as follows. Suppose there are two logarithms, then composing one with the inverse of the other we find a strict formal $A$-module automorphism $\alpha(X): \hat{G}_a(X, Y) \to \hat{G}_a(X, Y)$ (with coefficients in $K \otimes A B$). As $B \otimes_A K$ is of characteristic $p$, this means that $\alpha(X)$ is of the form

$\alpha(X) = X + b_1 X^p + b_2 X^{p^2} + \cdots$
and being an automorphism of the additive formal $A$-module $\hat{G}_a(X, Y)$ we must also have $\alpha(aX) = a\alpha(X)$ for all $a \in A$. This gives

$$ab_n = a^n b_n$$

for all $a \in A$. Since $B$ is without $A$-torsion and $A$ is infinite, this implies that $b_n = 0$ for all $n \geq 1$.

To avoid confusion with logarithms of formal group laws, we shall (if it exists) use the appellation "$A$-logarithm" and notation "$A$-log" for a power series $f(X)$ (with coefficients in $B \otimes_A K$ if necessary) such that $F(X, Y) = f^{-1}(f(X) + f(Y)), f(\rho_F(a)(X)) = af(X)$ and $f(X) \equiv X \mod(\text{degree } 2)$.

We have then proved (the arguments above work in somewhat greater generality)

**Proposition (21.5.8)** Let $(F(X, Y), \rho_F)$ be a formal $A$-module over an $A$-algebra $B$ and suppose that $B \rightarrow B \otimes_A K$ is injective. Then an $A$-logarithm of $(F(X, Y), \rho_F)$ (if it exists) is unique if $A$ is an infinite integral domain. Moreover, if $A$ is a discrete (nontrivial) valuation ring, then $A$-logarithms exist for all formal $A$-modules defined over $A$-algebras $B$ such that $B \rightarrow B \otimes_A K$ is injective.

Now let $A$ again be a discrete valuation ring with $K, k, q, \pi$ as usual. Then, as in the case of formal group laws there is a formula for the $A$-logarithm. We have

$$A\log_F(X) = \lim_{n \rightarrow \infty} \pi^n [\pi^n]_F(X)$$

for every formal $A$-module $F(X, Y)$ over $A$-algebras $B$ such that $B \rightarrow B \otimes_A K$ is injective and $\bigcap_n \pi^n B = \{0\}$. The proof is essentially the same as in the case of one dimensional formal group laws. Cf. Proposition (5.4.5) of Chapter I, cf. also (25.4.26) below for the more dimensional case.

Still assuming that $A$ is a discrete valuation ring with finite residue field we have the following criterion for $A$-typicality.

**Criterion for $A$-typicality (21.5.9)** Let $B$ be an $A$-algebra such that $B \rightarrow B \otimes_A K$ is injective. Then a formal $A$-module over $B$ is $A$-typical if and only if its $A$-logarithm is of the form

$$(21.5.10) \quad A\log_F(X) = X + b_1 X^q + b_2 X^{q^2} + \cdots$$

with $b_1 \in B \otimes_A K$.

**Proof** This is practically a triviality. If $(F(X, Y), \rho_F)$ is $A$-typical, then it certainly satisfies the criterion because the universal $A$-typical formal $A$-module satisfies the criterion. Conversely, suppose that $(F(X, Y), \rho_F)$ is a formal $A$-module over $B$ such that $A\log_F(X)$ is of the form (21.5.10). Let $\psi: A[S] \rightarrow A[V]$ be the canonical projection $S_i \rightarrow 0$ if $i$ is not a power of $q; S_{q^i} \rightarrow T_i$. Because $(F^S(X, Y), \rho_S^S)$ over $A[S]$ is a universal formal $A$-module, there is a unique homomorphism $\chi: A[S] \rightarrow B$ taking $(F^S(X, Y), \rho_S^S)$ into $(F(X, Y), \rho_F)$.
By the uniqueness of $A$-logs we must have
\[ \chi_* f^A(X) = A\log_F(X) \]

It follows that $\chi(S_i) = 0$ for all $i$ that are not a power of $q$. Hence $\chi$ factors through $\psi$ to give a homomorphism $\phi: A[V] \rightarrow B$. Then $\phi \psi = \chi$ takes $(F^A(X, Y), \rho^A)$ to $(F(X, Y), \rho_F)$ and because $(\psi_* F^A(X, Y), \psi_* \rho^A) = (F^\psi(X, Y), \rho^\psi)$ it follows that $F(X, Y)$ is $A$-typical.

**21.5.11 Calculation of $\rho^A$ in case $A$ is of characteristic $p > 0$**  
We claim that if $A$ is of characteristic $p > 0$,

\[ (21.5.12) \quad \rho^A(a)(X) = x_0(a) + x_1(a)X^a + x_2(a)X^{a^2} + \cdots \]

\[ x_n(a) = \pi^{-1} V_1(x_{n-1}(a))^a + \cdots + \pi^{-1} V_n(x_0(a))^{a^n} - \pi^{-1} V_n a \]

To prove this it suffices to check that $f^\psi(\rho^A(a)(X)) = af^\psi(X)$, a calculation that is practically the same as the one we did to prove that $\rho(a, T)(\rho(b, T)(X)) = \rho(ab, T)(X)$ in (21.1.10). (One uses of course that if $f^\psi(X) = \sum_{n=0}^\infty a_n^A(V)X^{a^n}$, then $a_0^A(V) = 1$ and

\[ \pi a_n^A(V) = a_{n-1}^A(V)V_1^{a^n-1} + \cdots + a_1^A(V)V_{n-1}^{a^n} + V_n \]

cf. (21.5.4); the details are left to the reader.)

This, in turn, of course suggests that we should take another look at Example (21.1.10) from the functional equation point of view.

**21.6 Universal formal $A$-modules for $A$ a field of characteristic $p$. Revisited**

**21.6.1**  
For this subsection, let $A$ be a field of characteristic $p$ and, for the moment, suppose that $A$ is infinite. We "apply" functional equation type techniques in a somewhat unusual setting: $\sigma: A[T] \rightarrow A[T]$ is the endomorphism "raising to the power $p"; i.e., $a \mapsto a^p$ for $a \in A$ and $T_i \mapsto T_i^p$. Let

\[ f(X) = X + \sum_{i=1}^\infty T_i(\sigma^i_*) f(X^p) \]

(i.e., we take, so to speak, $\mathcal{A} = 0$, in functional equation lemma terms). Let $F(X, Y) = f^{-1}(f(X) + f(Y))$, $\rho_F(a) = f^{-1}(af(X))$. Then we have just as above in (21.5.11)

\[ \rho(a) = \hat{x}_0(a) + \hat{x}_1(a)X^p + \hat{x}_2(a)X^{p^2} + \cdots \]

\[ \hat{x}_n(a) = T_1(\hat{x}_{n-1}(a))^p + \cdots + T_n(\hat{x}_0(a))^{p^n} - T_n a \]

and a quick comparison with (21.1.10) shows that hence

\[ \rho_F(a)(X) = \rho(a, T)(X) \]
In particular, this shows that the universal formal $A$-module structure on $\mathcal{G}_a(X, Y)$ is isomorphic (as a formal $A$-module) to the additive one; cf. (21.4.2). This works also for finite fields $A$. Simply take $T_i = 0$ for $i$ a multiple of $r$ if $A$ has $q = p^r$ elements; cf. (21.4.5).

Further, in (21.4.6) we constructed a universal formal $A$-module for $A$ a field of characteristic $p > 0$ that as a formal $A$-module is strictly isomorphic to $\mathcal{G}_a(X, Y)$ with the $A$-module structure of (21.4.2) and (21.4.5). (The isomorphism is of course (21.4.7).) So we have proved

(21.6.2) **Theorem** Let $K$ be a field of characteristic $p$ (finite or infinite). Then every formal $K$-module over a $K$-algebra $B$ is strictly isomorphic (as a formal $K$-module) to the additive formal $K$-module $\mathcal{G}_a(X, Y) = F(X, Y)$, $\rho_F(a) = aX$.

### 21.7 Universal isomorphisms of formal $A$-modules

The assumptions of 21.5 hold, i.e., $A$ is a discrete valuation ring with quotient field $K$, residue field $k$ with $q = p^r$ elements and uniformizing parameter $\pi$.

(21.7.1) **Construction** Let $V_1, V_2, \ldots; T_1, T_2, \ldots$ be two sequences of indeterminates and $\sigma: K[V, T] \to K[V, T]$ be the $K$-endomorphism $V_i \mapsto V_i^\sigma$, $T_j \mapsto T_j^\sigma$. Let $f_{V, T}^a(X)$ be the functional equation power series

$$f_{V, T}^a(X) = X + \sum_{j=1}^{\infty} T_j X^{q^j} + \sum_{i=1}^{\infty} \pi^{-1} V_i (\sigma_i^a) f_{V, T}^a(X^{q^i})$$

and using $f_{V, T}^a(X)$ we define (as usual)

$$F_{V, T}^a(X, Y) = (f_{V, T}^a)^{-1}(f_{V, T}^a(X) + f_{V, T}^a(Y))$$

$$\rho_{V, T}^a(a)(X) = (f_{V, T}^a)^{-1}(a f_{V, T}^a(X))$$

$$\alpha_{V, T}^a(X) = (f_{V, T}^a)^{-1}(f_{V}^a(X))$$

where $f_{V}^a(X)$ is the power series of (21.5.2).

Note that if we take $A = \mathbb{Z}_{(p)}$, $\pi = p = q$, then the formulas given above for $f_{V, T}^a(X), F_{V, T}^a(X, Y), \alpha_{V, T}^a(X)$ become the ones we gave in Chapter I, 3.3 and 19.2 for $f_{V, T}(X, Y), F_{V, T}(X, Y), \alpha_{V, T}(X)$. As in the case $A = \mathbb{Z}_{(p)}$ we have a formula

$$f_{V, T}^a(X) = \sum_{n=0}^{\infty} a_n^a(V, T) X^{q^n}, \quad a_0^a(V) = 1$$

$$a_n^a(V, T) = a_{n-1}^a(V)T^{q^{n-1}} + \cdots + a_0^a(V)T_{q-1} + T_n$$

According to the criterion (21.5.9) for $A$-typicality, the formal $A$-module $(F_{V, T}^a(X, Y), \rho_{V, T}^a)$ is $A$-typical. Hence by the universality of $(F_{V}^a(X, Y), \rho_{V}^a)$ there exists a unique homomorphism $\phi: A[V] \to A[V; T]$ taking $F_{V}^a(X, Y), \rho_{V}^a$, and $f_{V}^a(X)$ into $F_{V, T}^a(X, Y), \rho_{V, T}^a$, and $f_{V, T}^a(X)$. We write $\tilde{V}_i$ for $\phi(V_i)$. Then, as in
the special case \( A = \mathbb{Z}_{(p)} \), \( p = \pi \), \( p = q \), we have the formulas

\[
\begin{align*}
\pi a_n^\pi(V, T) &= \pi T_n + \sum_{i=1}^{n-1} a_{n-i}^\pi(V, T)V_i^q^{-i} \\
&\quad + \sum_{k=2}^{n} \sum_{i+j=k \atop i,j \geq 1} a_{n-k}^\pi(V)(V_i^q^{-k}T_j^q^{-j} - T_j^q^{-k}V_i^q^{-i}) \\
\bar{V}_n - V_n &= \pi T_n + \sum_{i=1}^{n-1} a_{n-i}^\pi(V, T)(V_i^q^{-i} - \bar{V}_i^q^{-i}) \\
&\quad + \sum_{k=2}^{n} \sum_{i+j=k \atop i,j \geq 1} a_{n-k}^\pi(V)(V_i^q^{-k}T_j^q^{-j} - T_j^q^{-k}V_i^q^{-i}) \\
\bar{V}_n &= V_n + \pi T_n + \sum_{i+j=n \atop i,j \geq 1} (V_i^iT_j^j - T_j^i\bar{V}_i^j) \\
&\quad + \sum_{k=1}^{n-1} a_{n-k}^\pi(V)(V_k^q^{-k} - \bar{V}_k^q^{-k}) \\
&\quad + \sum_{k=2}^{n-1} a_{n-k}^\pi(V) \sum_{i+j=k \atop i,j \geq 1} (V_i^q^{-k}T_j^q^{-j} - T_j^q^{-k}V_i^q^{-i})
\end{align*}
\]

These are proved exactly as in the special case \( A = \mathbb{Z}_{(p)} \), \( p = \pi = q \) in 19.3. The details are left to the reader.

We have also a theorem analogous to Theorem (19.2.6) which makes these formulas useful, except that we do not have a criterion in terms of curves or similar objects for being \( A \)-typical. At first sight it seems that this would imply that we have to restrict ourselves to the case where \( A \)-logarithms exist. However, there is a way around that because we have a functorial way of making formal \( A \)-modules \( A \)-typical; cf. (21.7.17)–(21.7.18).

\section{Theorem} Let \((F(X, Y), \rho_F)\) and \((G(X, Y), \rho_G)\) be a pair of \( A \)-typical formal \( A \)-modules over \( B \) and let \( \alpha(X) : F(X, Y) \to G(X, Y) \) be a strict isomorphism of formal \( A \)-modules. Then there exists a unique homomorphism of \( A \)-algebras \( \phi : A[V, T] \to B \) such that \( \phi_\ast F_\ast V(X, Y) = F(X, Y) \), \( \phi_\ast \rho_\ast V = \rho_F \), \( \phi_\ast F_\ast V, T(X, Y) = G(X, Y) \), \( \phi_\ast \rho_\ast V, T = \rho_G \), \( \phi_\ast \alpha_\ast V, T(X) = \alpha(X) \).

In other words, the triple \(((F_\ast V(X, Y), \rho_\ast V), \alpha_\ast V, T(X), (F_\ast V, T(X, Y), \rho_\ast V, T))\) is universal for strict isomorphisms of \( A \)-typical formal \( A \)-modules.

\textbf{Proof} We shall first prove this theorem under the extra hypothesis that \( B \) is \( A \)-torsion free, i.e., that \( B \to B \otimes_A K \) is injective and then later in (21.7.17), (21.7.18) remove this hypothesis.

There are unique \( v_i \in B \) such that if \( \phi_0 : A[V, T] \to B \) is the homomorphism \( \phi_0(V_i) = v_i, \phi_0(T_i) = 0 \) then \( \phi_0_\ast F_\ast V(X, Y) = F(X, Y), \phi_0_\ast \rho_\ast V = \rho_F \) (universality
of $F^\mathcal{A}(X, Y), \rho^\mathcal{A}_\mathcal{V}$. Now suppose we have already found unique $t_1, \ldots, t_{n-1}$ such that if $\phi_{n-1} : A[V, T] \to B$ is the homomorphism $V_i \mapsto v_i, i = 1, 2, \ldots; T_i \mapsto t_i, i = 1, \ldots, n - 1; T_i \mapsto 0$ if $i \geq n$, then

$$(21.7.10) \quad (\phi_{n-1})_* \alpha^\mathcal{A}_{V, T}(X) \equiv \alpha(X) \mod(\text{degree } q^{n-1} + 1)$$

$$(\phi_{n-1})_* F^\mathcal{A}_{V, T}(X) \equiv G(X, Y) \mod(\text{degree } q^{n-1} + 1)$$

By uniqueness of $A$-logarithms (21.7.10) implies

$$(21.7.11) \quad (\phi_{n-1})_* f^\mathcal{A}_{V, T}(X) \equiv A\text{-log}_G(X) \mod(\text{degree } q^{n-1} + 1)$$

(More precisely we use here that if two formal $A$-modules with $A$-logarithms are congruent mod(degree $n$), then their $A$-logarithms are also congruent mod(degree $n$). This is proved in the same way as the uniqueness of $A$-logarithms; cf. (21.5.7).)

Because $F^\mathcal{A}_{V, T}(X, Y)$ and $G(X, Y)$ are both $A$-typical, (21.7.11) implies that

$$(21.7.12) \quad (\phi_{n-1})_* f^\mathcal{A}_{V, T}(X) \equiv A\text{-log}_G(X) \mod(\text{degree } q^n)$$

and hence that

$$(\phi_{n-1})_* F^\mathcal{A}_{V, T}(X) \equiv G(X, Y) \mod(\text{degree } q^n)$$

which in turn implies that

$$(21.7.13) \quad (\phi_{n-1})_* \alpha^\mathcal{A}_{V, T}(X) \equiv \alpha(X) \mod(\text{degree } q^n)$$

again essentially because $A$-logarithms are unique (cf. the remark just below (21.7.11)).

Now

$$(21.7.14) \quad \alpha^\mathcal{A}_{V, T}(X) \equiv X - T_n X^q$$

mod($V_1, V_2, \ldots; T_1, T_2, \ldots, T_{n-1}; \text{degree } q^n + 1$)

so that, given (21.7.13), we can find a unique $t_n \in B$ such that (21.7.10) holds with $n - 1$ replaced by $n$. By induction we thus find a unique $\phi : A[V, T] \to B$ taking $F^\mathcal{A}_{V}(X, Y), \rho^\mathcal{A}_V, \alpha^\mathcal{A}_{V, T}(X, Y)$ into $F(X, Y), \rho_F, \alpha(X), G(X, Y)$. Because $\alpha(X)$ is a strict isomorphism of formal $A$-modules and $A$-logarithms are unique, it follows that also $\phi_* \rho^\mathcal{A}_V = \rho_G$. This concludes the proof.

□ (21.7.15) Remark If $B$ is of characteristic zero, then every formal group law (strict) isomorphism over $B$ is automatically a formal $A$-module (strict) isomorphism. This holds also for (strict) isomorphisms between formal $A$-modules that admit unique $A$-logarithms.

□ (21.7.16) Remark If in Theorem (21.7.9) $\alpha(X)$ is just a strict isomorphism of formal group laws, then there still exists a unique $\phi : A[V, T] \to B$ taking $F^\mathcal{A}_{V}(X, Y), \rho^\mathcal{A}_V, \alpha^\mathcal{A}_{V, T}(X, Y), F^\mathcal{A}_{V, T}(X, Y)$ into $F(X, Y), \rho_F, \alpha(X), G(X, Y)$ and it also satisfies $\phi_* \rho^\mathcal{A}_V = \rho_G$ if and only if $\alpha(X)$ is a formal $A$-module morphism. This follows immediately from the proof.
(21.7.17) We still have to remove the unnecessary hypothesis that 
\(B \to B \otimes_A K\) is injective. To do this we first need to know something more 
about the universal way of making a formal \(A\)-module \(A\)-typical, which is 
provided by the strict isomorphism \(\alpha_{S, \nu}^A: F_S^*(X, Y) \to F^*_\nu(X, Y)\) over \(A[S]\), 
where we have identified \(V_i\) with \(S_{q^j}\). Here \(F_S^*(X, Y)\) is the universal formal 
\(A\)-module of (21.4.8) and \(F^*_\nu(X, Y)\) is the universal \(A\)-typical formal \(A\)-module 
of 21.5, and \(\alpha_{S, \nu}^A(X) = (f^*_\nu)^{-1}(f^*_S(X))\). First, we notice that (still identifying \(V_i\) 
and \(S_{q^j}\))
\[
f_S^*(X) \equiv f^*_\nu(X) \mod(\ldots, S_j, \ldots; j \text{ not a power of } q)
\]
and hence
\[
\alpha_{S, \nu}^A(X) \equiv X \mod(\ldots, S_j, \ldots; j \text{ not a power of } q)
\]
Now let \(F(X, Y)\) be a formal \(A\)-module over an \(A\)-algebra \(R\) and suppose that 
\(R \to B\) is a surjective \(A\)-algebra homomorphism with kernel \(m\) and suppose 
that the reduction \(\bar{F}(X, Y)\) over \(B\) of \(F(X, Y)\) is \(A\)-typical. Let \(\phi: A[S] \to B\) 
be the unique homomorphism such that \(\phi^*_\nu F^*_S(X, Y) = F(X, Y)\); then because 
\(\bar{F}(X, Y)\) is \(A\)-typical, we must have \(\phi(S_i) \in m\) if \(i\) is not a power of \(q\) (by 
the uniqueness part of the universality property of \(F^*_S(X, Y)\)), which in particular 
means that \(\phi^*_\nu(\alpha_{S, \nu}^A(X)) \equiv X \mod m\) so the reduction of \(\phi^*_\nu(\alpha_{S, \nu}^A(X))\) is 
the identity; i.e., in words, if \(\bar{F}(X, Y)\) is \(A\)-typical, then the \(A\)-typical version of 
\(F(X, Y)\) also reduces to \(\bar{F}(X, Y)\); we have, so to speak, a commutative diagram
\[
\begin{array}{ccc}
F(X, Y) & \xrightarrow{\alpha(X)} & \hat{F}(X, Y) \\
\downarrow & & \downarrow \\
\bar{F}(X, Y) & \xrightarrow{=} & \bar{F}(X, Y)
\end{array}
\]
where \(\alpha(X) = \phi^*_\nu(\alpha_{S, \nu}^A(X))\) and \(\hat{F}(X, Y) = \alpha F(\alpha^{-1}(X), \alpha^{-1}(Y))\) is the \(A\)-typical 
version of \(F(X, Y)\).

(21.7.18) **Removal of the hypothesis** \(B \to B \otimes_A K\) is injective from 
the proof of Theorem (21.7.9) Let \(B \in \text{Alg}_A\) and let \(R\) be any \(A\)-algebra 
such that there is a surjective \(A\)-algebra homomorphism \(R \to B\) and such that 
\(R \to R \otimes_A K\) is injective. (Such an \(R\) exists; take, e.g., \(R = A[\ldots, Z_b, \ldots; | b \in B|\), 
the \(A\)-algebra of polynomials in the indeterminates \(Z_b\), one such indeterminate 
for every \(b \in B\).)

Let \(\alpha(X): F(X, Y) \to G(X, Y)\) be a strict isomorphism of \(A\)-typical formal 
\(A\)-modules. Let \(\hat{F}(X, Y)\) be an \(A\)-typical formal \(A\)-module over \(R\) that lifts 
\(F(X, Y)\). (Note that \(\hat{F}(X, Y)\) exists because the universal \(A\)-typical formal \(A\)-module 
is defined over a free commutative \(A\)-algebra.) Let \(\hat{\alpha}(X)\) be any strict 
power series over \(R\) that lifts \(\alpha(X)\) and let \(\hat{G}(X, Y)\) be the formal \(A\)-module 
\(\hat{\alpha}(F(\hat{\alpha}^{-1}(X), \hat{\alpha}^{-1}(Y)))\). Then \(\hat{G}(X, Y)\) reduces to \(G(X, Y)\). Making \(\hat{G}(X, Y)\) \(A\)-
typical gives us an \(A\)-typical formal \(A\)-module \(\hat{G}(X, Y)\) that also reduces to 
\(G(X, Y)\) (by (21.7.17)) and a strict isomorphism
\[
\hat{\alpha}(X): F(X, Y) \to \hat{G}(X, Y) \to G(X, Y)
\]
which reduces to \( \alpha(X) \mod m \), where \( m = \text{Ker}(R \to B) \). By Theorem (21.7.9) (in the torsion free case) \( \tilde{\alpha}(X) \) is of the form \( \alpha^{\delta}_{\nu}(X) \) for suitable sequences \( \nu = (v_1, v_2, \ldots), t = (t_1, t_2, \ldots) \) of elements of \( R \). Hence \( \alpha(X) = \alpha^{\delta}_{\nu}(X) \) where \( \tilde{v}_i, \tilde{t}_i \) are the residue classes \( \mod m \) of \( v_i, t_i \). This proves the existence of a \( \phi: A[V, T] \to B \) that takes the universal triple into the given one. Uniqueness of \( \phi \) is much easier and results from the simple observation that \( \phi \) is in any case unique on \( A[V] \subseteq A[V, T] \) (by the universality of \( F^\phi_t(X, Y) \)) and from the congruence \( \alpha^{\delta}_{\nu}(X) \equiv X - T_n X^{q^n} \mod (V_1, \ldots, V_n, T_1, \ldots, T_{n-1}; \text{degree } q^n + 1) \), which has already been used (cf. (21.7.14)).

This concludes the proof of Theorem (21.7.9).

21.8  Endomorphisms and isomorphisms of formal \( A \)-modules

\( \square (21.8.1) \)  **Formal \( A \)-module height**  In this section we suppose that \( A \) is the ring of integers in some finite extension \( K \) of \( Q_p \) or \( F_p((t)) \). We write \( m \) for the degree of \( K \) over \( Q_p \) or \( F_p((t)) \) as the case may be. As usual we use \( \pi \) to denote a (fixed) uniformizing element and \( q = p^r \) to denote the number of elements of the residue field. Further, in this section \( B \) is always the ring of integers in some finite extension \( L \) of \( K \) and \( \pi_L \) a uniformizing element of \( L \). The residue field of \( L \) is denoted \( k_L \). For much of what follows, these conditions are unnecessarily restrictive, especially the completeness of \( A \) and \( B \). Note that in the setting described formal \( A \)-modules over \( B \) always have \( A \)-logarithms.

\( \bullet (21.8.2) \)  **Definition**  Let \( A \) be of characteristic zero and let \( F(X, Y) \) be a formal \( A \)-module over \( B \) (where \( B \) is as above in (21.8.1)) and suppose that \( F(X, Y) \) is of height \( h \) (cf. 18.3). We define the formal \( A \)-module height of \( F(X, Y) \), also called \( A \)-height, and denoted \( h^A \) or \( A\text{-ht} \), as the number \( h/m \) where \( m = [K : Q_p] \). We claim that \( h^A(F(X, Y)) \) is always an integer (or \( \infty \)).

This is seen as follows. We can assume that \( F(X, Y) \) is of the form \( F^\phi_v(X, Y) \) where \( v = (v_1, v_2, \ldots) \) is a sequence of elements of \( B \) and where \( F^\phi_v(X, Y) \) is obtained from the universal \( A \)-typical formal \( A \)-module \( F^\phi_t(X, Y) \) by substituting \( v_i \) for \( V_i \). Let \( t \) be the largest number in \( N \cup \{ \infty \} \) such that \( v_i \in \pi_L B \) for all \( i < t \). The coefficients of \( \rho^\phi_v(a)(X) = (f^\phi)^{-1}(af^\phi(X)) \) for all \( a \in A \) are polynomials in the \( V_1, V_2, \ldots \) with coefficients in \( A \). Also

\[
(21.8.3) \quad f^\phi_v(X) \equiv X + \pi^{-1} V_i X^{q^i} \mod (V_1, \ldots, V_{i-1}, \text{degree } q^i + 1)
\]

and since \( f^\phi_v(X) \equiv X \mod (V_1, V_2, V_3, \ldots) \), we have

\[
\rho^\phi_v(a)(X) \equiv aX \mod (V_1, V_2, V_3, \ldots)
\]

It follows that if \( t = \infty \), then \( \rho^\phi_v(\pi)(X) \equiv 0 \mod \pi \), so that \( \text{ht}(F) = \infty \); and if \( t < \infty \), then (by (21.8.3) and the formula above) \( \rho^\phi_v(\pi)(X) \equiv V_i X^{q^i} \mod(\pi, \text{degree } q^i + 1) \). Since \( p = \pi u \) for some unit \( u \in A^* \), it follows that

\[
[p]_F(X) = \rho^\phi_v(p)(X) \equiv u v_i v_i^q \cdots v_i^{q^t-1} X^{q^t} \mod(\pi, \text{degree } q^t + 1)
\]

so that \( \text{ht}(F(X, Y)) = \text{ret} \) and \( A\text{-ht}(F(X, Y)) = \text{ret}/m = t \), which is in \( N \cup \{ \infty \} \).
If char($B$) = $p$, then $\text{ht}(F(X, Y))$ is always $\infty$, giving us no information at all. However, we can still consider the power series $\rho_f(\pi(X))$ which may or may not be congruent to zero mod $\pi$. Let $\hat{i}$ be the largest element of $\mathbb{N} \cup \{\infty\}$ such that $\rho_f(\pi(X)) \equiv 0 \mod(\pi, \text{degree } \hat{i})$. Then by the arguments above (since $\hat{i}$ is clearly invariant under isomorphisms) we know that $\hat{i}$ is of the form $q^t$ for some $t \in \mathbb{N} \cup \{\infty\}$. We now define in this case $A$-$\text{ht}(F(X, Y)) = t$. In the characteristic zero case this agrees with the definition via ordinary height.

It is easy to check that also in this case isomorphic formal $A$-modules have the same $A$-height, so there exist many nonisomorphic formal $A$-modules over, e.g., $F_p[t]$ or $F_p[t^\infty]$.

(21.8.4) **Proposition** A formal $A$-module $F(X, Y)$ over $B$ is of infinite $A$-height if and only if $\pi^e f(X) \equiv 0 \mod \pi B$, where $f(X)$ is the $A$-logarithm of $F(X, Y)$ and $e$ is the ramification index of $L/K$.

**Proof** We can assume that $F(X, Y)$ is $A$-typical (Theorem (21.5.6)). Let $F(X, Y) = F_v(X, Y)$. Then $v_i \in \pi_L B$ for all $i$ iff $A$-$\text{ht}(F(X, Y)) = \infty$, cf. (21.8.2). Now assume that $v_i \in \pi_L B$ for all $i = 1, 2, \ldots$. Let $f(X) = \sum a_n X^{q^n}$ be the $A$-logarithm of $F(X, Y)$. The coefficients $a_n$, $n \geq 1$, are sums of terms of the form

$$\pi^{-r}v_i v_1^{q_1} \cdots v_{i-1}^{q_{i-1} \cdots q_1}$$

Let $v_L$ be the normalized exponential valuation on $L$. It follows that $v_L(\pi_L^{e^2-\varepsilon} a_n) \geq e^2 - e + 1 + q + \cdots + q^{r-1} - re \geq 2r - 1 - re + e^2 - e$. For fixed $r$ the minimum of this is assumed for $e = \frac{1}{2}(r + 1)$, and this minimum is equal to $2r - 1 - \frac{1}{2}(r^2 + 2r + 1)$ which is $\geq 0$ for all $r \geq 1$.

Inversely, suppose that $\pi^e f(X) \in \pi B[X]$ for some (large) $t \in \mathbb{N}$. Assume that $A$-$\text{ht}(F(X, Y)) = h < \infty$. Then $f^{-1}(\pi^e f(X)) = [\pi^e f(X)] \equiv u X^{q^h} \mod (\pi_L)$, degree $(q^{h+1})$ for some unit $u \in B^*$. Hence $\pi^e f(X) \equiv u X^{q^h} \mod (\pi_L)$, degree $(q^{h+1})$. This is a contradiction proving that $A$-$\text{ht}(F(X, Y)) = \infty$.

**Remark** The second half of the proof shows that $\lim_{n \to \infty} v_L(a_n) = -\infty$ if $A$-$\text{ht}(F(X, Y)) < \infty$.

(21.8.5) **Functional equation formal $A$-modules** We shall call a formal $A$-module $(F(X, Y), \rho_f)$ over $B$ a functional equation formal $A$-module if its $A$-logarithm $f(X)$ satisfies a functional equation

$$f(X) - \sum_{i=1}^{\infty} \pi_L^{-1} v_i(\sigma_I^i) f(X^{q_i}) \in B[X]$$

where $\pi_L$ is a uniformizing element of $L$ and where $\sigma: L \to L$ is a lift of the Frobenius automorphism in $\text{Gal}(k_L/k)$, $x \mapsto x^q$.

As an analogue to Proposition (20.1.3) we have in the formal $A$-module case

(21.8.6) **Proposition** If $L/K$ is unramified, then every formal $A$-module over $B$ is a functional equation formal $A$-module.
Proof By part (iii) of the functional equation lemma and Theorem (21.5.6) it suffices to consider the case that \((F(X, Y), \rho_F)\) is an \(A\)-typical formal \(A\)-module. \(A\)-log\(_F\)(\(X\)) = \(f(X)\) then looks like
\[
f(X) \equiv X + \pi^{-1}v_1X^q \mod(\text{degree } q + 1)
\]
for a certain \(v_1 \in B\). Now suppose we have already found \(v_1, \ldots, v_{n-1}\) such that
\[
(21.8.7) \quad f(X) \equiv X + \sum_{i=1}^{n-1} \pi^{-1}v_i(\sigma^i_\star) f(X^{q^i}) \mod(\text{degree } q^{n-1} + 1)
\]
The formal \(A\)-module \(F(X, Y)\) and the formal \(A\)-module with \(A\)-logarithm equal to
\[
f(X) = X + \sum_{i=1}^{n-1} \pi^{-1}v_i(\sigma^i_\star) f(X^{q^i})
\]
are both \(A\)-typical. It follows that the congruence (21.8.7) holds mod(\text{degree } \(q^n\)), and then via the universality of \(F^*_\phi(X, Y)\) we see that there is a \(v_n \in B\) such that
\[
f(X) \equiv f(X) - \pi^{-1}v_nX^{q^n} \mod(\text{degree } q^n + 1)
\]
which implies that
\[
f(X) \equiv X + \sum_{i=1}^{n} \pi^{-1}v_i(\sigma^i_\star) f(X^{q^i}) \mod(\text{degree } q^n + 1)
\]

(21.8.8) Homomorphisms, isomorphisms, and endomorphisms over \(B\) Let \(F(X, Y)\) and \(G(X, Y)\) be two formal \(A\)-modules over \(B\). Since \(F(X, Y)\) and \(G(X, Y)\) have \(A\)-logarithms, every homomorphism \(\alpha(X)\): \(F(X, Y) \to G(X, Y)\) must be of the form \(g^{-1}(bf(X))\) for some \(b \in B\) (because the only formal \(A\)-module endomorphisms of the additive formal \(A\)-module \(\hat{G}_s(X, Y)\) over \(L\) are of the form \(bX, b \in L\); cf. (21.5.7); this holds also if \(A\) and \(B\) are of characteristic \(p\)).

So \(g^{-1}(bf(X))\) is a homomorphism of formal \(A\)-modules if and only if the power series \(g^{-1}(bf(X))\) has its coefficients in \(B\). If the characteristic of \(B\) is \(p\), this does not mean that every formal group law homomorphism (resp. (strict) isomorphism) is automatically a formal \(A\)-module homomorphism (resp. (strict) isomorphism) because if \(\text{char}(B) = p\), there may be homomorphisms (resp. (strict) isomorphisms) of formal group laws that are not of the form \(g^{-1}(bf(X))\).

Indeed, we have seen that as a formal group law every formal \(A\)-module over \(B\) is strictly isomorphic to \(\hat{G}_s(X, Y)\), but (by the uniqueness of \(A\)-logarithms) the formal \(A\)-module \(G(X, Y)\) is strictly isomorphic to the additive formal \(A\)-module \(\hat{G}_s(X, Y)\) iff \(A\)-log\(_G\)(\(X\)) = \(g(X)\) is in \(B[\![X]\!]\) (which implies that \(A\)-ht\((G(X, Y)) = \infty\)).

If now \(F(X, Y)\) and \(G(X, Y)\) are functional equation formal \(A\)-modules
(which is always the case if $L/K$ is unramified), then we have available all the results of Section 20.3 (Honda’s noncommutative power series techniques).

It is perhaps appropriate at this point to remark that the results of 20.3 also hold if $A$ is the ring of integers of a finite extension of $F_p((t))$ and similarly for $B$ (the role of $B \otimes \mathbb{Z} \mathbb{Q}$ is then played by $B \otimes \mathcal{A} K = L$).

Of the results of 20.3 that thus acquire their formal $A$-module analogues we single out for special mention the analogue of Theorem (20.3.12).

**Theorem (21.8.9)** Let $A$, $p$, $q$, $\pi$, $K$ be as in (21.8.1), and let $L/K$ be unramified, $B$ the ring of integers of $L$, and $\sigma \in \text{Gal}(L/K)$, the Frobenius automorphism. Then the strict isomorphism classes of (one dimensional) formal $A$-modules of height $h$ over $B$ correspond bijectively to elements of $B_\sigma[[T]]$ of the form $\pi + \sum_{i=1}^{h} b_i T^i$ with $b_1, \ldots, b_{h-1} \in \pi B$ and $b_h \in B^*$, the units of $B$. The (classes of) formal $A$-modules corresponding to $\pi + \sum_{i=1}^{h} b_i T^i$ and $\pi + \sum_{i=1}^{h} b_i T^i$ are isomorphic if and only if there is a unit $c \in B^*$ such that $b_i = c b_i \sigma^i(c^{-1})$ for all $i = 1, 2, \ldots, h - 1$.

In particular, if $F(X, Y)$ is a formal $A$-module of $A$-height 1 over $A$, then there exists an element $v_1 \in U(A)$ such that the logarithm $f(X)$ of $F(X, Y)$ satisfies $f(X) - \pi^{-1} v_1 f(X^q) \in A[[X]]$ so that $F(X, Y)$ is a Lubin–Tate formal group law over $A$ (with associated uniformizing element $\pi(F) = v_1^{-1} \pi$; cf. Chapter I, (8.3.16)–(8.3.23)).

The proof of this is exactly as the proof of Theorem (20.3.12). Note that completeness of $B$ is essential for this proof.

To complete the picture we note that if $A\text{-ht}(F(X, Y)) = \infty$ (and $L/K$ is unramified), then $F(X, Y)$ is isomorphic to the additive formal $A$-module (because if $v_i \in \pi B$ for all $i \in \mathbb{N}$, then $f^+_i(X) \in B[[X]]$ as is immediately clear from the definition of $f^+_i(X)$; cf. (21.5.4) and (21.8.2)).

**Homomorphisms and endomorphisms of formal $A$-modules over the residue fields** Now let $F(X, Y)$ be a formal $A$-module over some extension $l$ of $k$. Let $L/K$ be the unramified extension of $K$ covering $l/k$. By the existence of a universal formal $A$-module $F^s_\sigma(X, Y)$ over $A[S]$ there exists a formal $A$-module $\tilde{F}(X, Y)$ over $B$ that reduces mod $\pi$ to $F(X, Y)$ and by Proposition (21.8.4) this formal $A$-module is of functional equation type, so that, up to strict isomorphism, we can assume that its $A$-logarithm $\tilde{f}(X)$ satisfies a functional equation

$$\tilde{f}(X) = X + \sum_{i=1}^{\infty} \pi^{-1} v_i (\sigma^i) f(X^q)$$

Let $\mathcal{G} \in B_\sigma[[T]]$; as in Theorem (20.4.4) we associate to $\mathcal{G}$ a power series $\alpha_{\mathcal{G}}(X) = \tilde{f}^{-1}(\mathcal{G} * \tilde{f}(X))$. We now have in this situation the following complements to Theorem (20.4.4).
(21.8.11) **Complements to Theorem (20.4.4):**

(ii) If \( \alpha_\delta(X) \) has integral coefficients, then \( \alpha_\delta(X) \), its reduction mod \( \pi \), is an endomorphism of the formal \( A \)-module \( F(X, Y) \).

(vi) Every formal \( A \)-module endomorphism of \( F(X, Y) \) arises as an \( \alpha_\delta(X) \).

(21.8.12) **Proof of (21.8.11), part (ii)\( _A \)** We already know that \( \alpha_\delta(X) \) is an endomorphism of the formal group law \( F(X, Y) \) by Theorem (20.4.4)(ii). Using Lemma (20.4.3) and the fact that \( \sigma(a) = a \) for all \( a \in A \), we have modulo \( \pi \) (just as in (20.4.6))

\[
\tilde{f}(\alpha_\delta(\rho_\delta(a)(X))) = (\mathfrak{g} \ast \tilde{f})(\rho_\delta(a)(X)) = \mathfrak{g} \ast (\tilde{f}(\rho_\delta(a)(X)))
\]

\[
= \mathfrak{g} \ast (\mathfrak{g} \ast \tilde{f}(X)) = \mathfrak{g} \ast \tilde{f}(X) = \mathfrak{g} \ast (\mathfrak{g} \ast \tilde{f}(X))
\]

\[
= \mathfrak{g} \ast (\mathfrak{g} \ast \tilde{f}(X)) = \mathfrak{g} \ast \tilde{f}(X) = a(3 \ast \tilde{f}(X))
\]

which by Lemma (20.4.2) (= part (iv) of the functional equation lemma) implies that \( \alpha_\delta(\rho_\delta(a)(X)) = \rho_\delta(a)(\alpha_\delta(X)) \). (We used \( \sigma(a) = a \) in the transition \( \mathfrak{g} \ast \mathfrak{g} \).

(21.8.13) **Proof of (28.8.11), part (vi)\( _A \)** Let \( \alpha(X) \) be an endomorphism of \( F(X, Y) \) and let \( \alpha(X) \) be any lift of \( \alpha(X) \) with coefficients in \( B \). Then \( \alpha(X) \) satisfies for all \( a \in A \),

\[
\alpha(\rho_\delta(a)(X)) = \rho_\delta(a)(\alpha(X)) \mod \pi
\]

and this in turn implies that (Lemma (20.4.2))

\[
\tilde{f}(\alpha(\rho_\delta(a)(X))) = \tilde{f}(\rho_\delta(a)(\alpha(X))) = a\tilde{f}(\alpha(X)) \mod \pi
\]

By Lemma (21.8.14) below this means that there is a \( \mathfrak{g} \in B_\delta[[T]] \) such that \( \tilde{f}(\alpha(X)) = \mathfrak{g} \ast \tilde{f}(X) \mod \pi \), which proves (vi)\( _A \).

(21.8.14) **Lemma** Let \( A, K, B, L, \tilde{f}(X) \) be as above in (21.8.7). Let \( \beta(X) \) be a power series with coefficients in \( L \) such that \( \beta(\rho_\delta(a)(X)) = a\beta(X) \mod \pi \) for all \( a \in A \). Then there is a \( \mathfrak{g} \in B_\delta[[T]] \) such that \( \beta(X) = \mathfrak{g} \ast \tilde{f}(X) \mod \pi \).

**Proof** We first observe that if \( \beta(X) = \mathfrak{g} \ast \tilde{f}(X) \) for any \( \mathfrak{g} \), then it satisfies \( \beta(\rho_\delta(a)(X)) = a\beta(X) \mod \pi \). Indeed, as in (21.8.12), using Lemma (20.4.3) and \( \sigma(a) = a \), we obtain modulo \( \pi \)

\[
\mathfrak{g} \ast (\mathfrak{g} \ast \tilde{f}(X)) = \mathfrak{g} \ast (\tilde{f}(\rho_\delta(a)(X))) = \mathfrak{g} \ast \tilde{f}(X)
\]

Now let \( \beta(X) \) be such that \( \beta(\rho_\delta(a)(X)) = a\beta(X) \mod \pi \) for all \( a \in A \). Let \( \beta(X) = b_1 X + b_2 X^2 + \cdots \) and let \( b_1 \) be the first coefficient which is not \( \equiv 0 \mod \pi \). We then have \( b_1 a \equiv ab, X' \equiv ab, X' \mod \pi \) for all \( a \in A \), which implies first that \( b_1 \in B \) and second that \( r \) is a power of \( q \), say \( r = q^t \). Now consider \( \beta(X) = \)
\[ \beta(X) - (b, T^r f(X)). \] Then \( \beta(X) \) also satisfies the condition \( \beta(\rho_X(a)(X)) = a\beta(X) \) and \( \beta(X) \equiv 0 \mod(\pi, \text{degree } r + 1) \). By induction this completes the proof.

\[ \text{(21.8.15) Calculation of a formal } A\text{-module endomorphism ring over a residue field} \]

Let \( A \) be of characteristic zero and \( F(X, Y) \) over \( A \) be the formal \( A\)-module with logarithm

\[ f(X) = X + \pi^{-1} f(X^\phi) \]

This formal \( A\)-module has \( A\)-height \( h \). Let \( \bar{F}(X, Y) \) be the reduction of \( F(X, Y) \) modulo \( \pi \). Since \( A \) is of characteristic zero, we know that \( \bar{F}(X, Y) \) has a formal group law height \( hm \). So that \( \text{End}_{\bar{F}(p\pi)}(\bar{F}(X, Y)) \) is the ring of integral elements in a division algebra over \( \mathbb{Q}_p \) of rank \( h^2 m^2 \) and invariant \( (hm)^{-1} \). Let us write \( A\text{-End}_{\bar{F}(p\pi)}(\bar{F}(X, Y)) \) for the subring of formal \( A\)-module endomorphisms of \( \bar{F}(X, Y) \). Now \( a \mapsto \rho_X(a)(X) \mapsto \rho_Y(a)(X) \) defines an embedding of \( A \) into \( \text{End}_{\bar{F}(p\pi)}(\bar{F}(X, Y)) \), and by the definition of the formal \( A\)-module structure of \( F(X, Y) \), the formal \( A\)-module endomorphisms of \( F(X, Y) \) are precisely those that commute with \( A = \text{End}_{\bar{F}(p\pi)}(\bar{F}(X, Y)) \). Using the commutant theorem of \( (20.2.16) \), we conclude that \( A\text{-End}_{\bar{F}(p\pi)}(\bar{F}(X, Y)) \) is the ring of integers of a central division algebra of rank \( h^2 \) over \( K \).

One can calculate that its invariant is \( h^{-1} \). More generally, one can repeat 20.2 in the formal \( A\)-module context (using \( (28.8.11) \)) to get hold of \( A\text{-End}_{\bar{F}(p\pi)}(\bar{F}(X, Y)) \) and to obtain (also in the characteristic \( p \) case):

\[ \text{(21.8.17) Proposition} \]

Let \( F(X, Y) \) be the formal \( A\)-module with \( A\)-logarithm \( (21.8.16) \) and let \( \bar{F}(X, Y) \) be its reduction modulo \( \pi \). Then \( A\text{-End}_{\alpha}(\bar{F}(X, Y)) = A\text{-End}_{\bar{F}(p\pi)}(\bar{F}(X, Y)) \) is the ring of integers of a central division algebra over \( K \) of rank \( h^2 \) and invariant \( h^{-1} \).

\[ \text{(21.8.18) Proposition} \]

Let \( F(X, Y) \) be a formal \( A\)-module over \( B \) such that \( A\text{-ht}(F(X, Y)) < \infty \). If \( A \) is of characteristic zero, then \( F(X, Y) \) is also of finite height as a formal group law; and if \( B \) is a local \( A\)-algebra, it follows that the reduction homomorphism \( A\text{-End}_{\mathcal{F}}(F(X, Y)) \rightarrow A\text{-End}_{\mathcal{F}}(\bar{F}(X, Y)) \) is injective (cf. \( (18.3.11) \)). If \( A \) is of characteristic \( p > 0 \), this argument breaks down. Still we have

\[ \text{(21.8.19) Proposition} \]

Let \( F(X, Y) \) be a formal \( A\)-module over \( B \) of finite \( A\)-height. Then \( A\text{-End}_{\mathcal{F}}(F(X, Y)) \rightarrow A\text{-End}_{\mathcal{F}}(\bar{F}(X, Y)) \) is injective.

\textbf{Proof} We can assume that \( F(X, Y) \) is \( A\)-typical. Let \( f(X) = \sum a_n X^n \) be the \( A\)-logarithm of \( F(X, Y) \). Let \( \alpha(X) \in A\text{-End}_{\mathcal{F}}(F(X, Y)) \) be \( \neq 0 \) and suppose that \( \alpha(X) = 0 \). Then \( \alpha(X) = f^{-1}(b f(X)) \) for a certain \( 0 \neq b \in \pi_L B \). It follows that \( \alpha(X) \circ \alpha(X) \circ \cdots \circ \alpha(X) = f^{-1}(b f(X)) \in \pi B[X] \) for large enough \( t \in \mathbb{N} \). Hence \( b f(X) \in \pi B[X] \) because \( \pi^n a_n \in B \) for all \( n \). And this would imply that \( A\text{-ht}(F(X, Y)) = \infty \) by \( (21.8.4) \). Q.E.D.
21.9 Classification of formal $A$-modules over an algebraically closed field of characteristic $p > 0$

Let $A$ be a discrete valuation ring with finite residue field $k$ of characteristic $p > 0$. Let $q$ be the number of elements of $k$ and let $\pi$ be a uniformizing element of $A$. By $\bar{k}$ we denote a separably closed extension of $k$.

\textbf{21.9.1 Theorem}

(i) Two formal $A$-modules over $\bar{k}$ are isomorphic (as formal $A$-modules) if and only if their $A$-heights are equal.

(ii) Every formal $A$-module of $A$-height $h < \infty$ over $k$ is strictly isomorphic (as a formal $A$-module) to a unique formal $A$-module of the form $F^A_\nu(X, Y)$ with $\nu = (0, \ldots, 0, x, 0, 0, \ldots)$, $x \neq 0$ in the $h$th spot, $x \in \bar{k}$.

\textbf{Proof} Since every formal $A$-module over $\bar{k}$ is strictly isomorphic to an $A$-typical one, we can assume that the formal $A$-module $F(X, Y)$ over $\bar{k}$ is of the form $F(X, Y) = F^A_\nu(X, Y)$ with $\nu = (v_1, v_2, \ldots)$, $v_i \in \bar{k}$. The formal $A$-module height of $F(X, Y)$ is then the index of the first $v_i \neq 0$. Thus if $A$-height$(F(X, Y)) = \infty$, we have $F^A_\nu(X, Y) = \mathcal{G}_a(X, Y)$.

Now suppose that $A$-height$(F(X, Y)) = h < \infty$. We shall now proceed to construct sequences of elements $v(n) = (v_1(n), v_2(n), \ldots)$ and strict $A$-module isomorphisms

\begin{equation}
\alpha_n(X): F^A_{\nu(n)}(X, Y) \to F^A_{\nu(n+1)}(X, Y)
\end{equation}

such that

\begin{equation}
\begin{cases}
v_1(n) = 0 & \text{for } i = 1, \ldots, h - 1, h + 1, \ldots, h + n - 1 \\
v_h(n) \neq 0
\end{cases}
\end{equation}

\begin{equation}
v(1) = \nu
\end{equation}

\begin{equation}
\alpha_n(X) \equiv X \mod(\text{degree } q^n)
\end{equation}

To obtain the isomorphisms $\alpha_n(X)$ we specify the universal isomorphism $\alpha_{\nu, T}(X)$ in various ways. Let $\bar{V}_1, \bar{V}_2, \ldots$ be the unique polynomials in $V_1, T_1$ such that $F^A_{\nu, T}(X, Y) = F^A_{\nu}(X, Y)$. Then one shows exactly as in (19.4.3) that

\begin{equation}
\bar{V}_n \equiv V_n \mod(V_1, \ldots, V_{n-1}, T_n)
\end{equation}

\begin{equation}
\bar{V}_{n+h} \equiv V_{n+h} - T_n V_h^q + V_h T_n^q \\
\mod(V_1, \ldots, V_{n-1}, V_{n+1}, \ldots, V_{n+h-1}, T_1, \ldots, T_{n-1}, T_n)
\end{equation}

We now proceed as in (19.4.12). Note that $v(1) = \nu$ satisfies (21.9.3). Given $v(n)$, take $t_i(n) = 0$ for $i \in \mathbb{N}\setminus\{n\}$ and let $t_n(n)$ be such that

\begin{equation}
v_{h+n}(n) - t_n(n) v_h(n)^q + v_h(n) t_n(n)^q = 0
\end{equation}
and let \( v_i(n + 1) = \tilde{v}_i(v(n), t(n)), \alpha_n(X) = \alpha_{v(n), t(n)}^A(X) \). Then (21.9.5) holds because \( \alpha_{v, t}^A(X) \equiv X \mod (T_1, \ldots, T_{n-1}, \text{degree } q^i) \). The composed isomorphisms

\[
F_{v(1)}^A(X, Y) \to F_{v(2)}^A(X, Y) \to \cdots \to F_{v(n)}^A(X, Y)
\]

converge because of (21.9.5) to a strict isomorphism \( \alpha_{v, t}^A(X) : F_{v(1)}^A(X, Y) \to F_{v(\infty)}^A(X, Y) \) with \( v_i(\infty) = 0 \) if \( i \neq h \) and \( v_h(\infty) \neq 0 \). A final isomorphism of the form \( \beta(X) = u^{-1}X, u \neq 0 \), gives an isomorphism

\[
F_{v(\infty)}^A(X, Y) \to F_{\tilde{v}(\infty)}^A(X, Y)
\]

with \( \tilde{v}_i(\infty) = 0 \) if \( i \neq h \) and \( \tilde{v}_h(\infty) = u^{\delta - 1}v_h(\infty) \), so with a suitable choice of \( u \) we can see to it that \( \tilde{v}_h(\infty) = 1 \).

To finish the proof of part (i) of the theorem it now suffices to remark that formal \( A \)-modules of different \( A \)-heights are nonisomorphic. Suppose that \( \alpha(X) : F(X, Y) \to G(X, Y) \) is an isomorphism of formal \( A \)-modules. Then we must have \( \alpha(X) \circ \rho_F(\pi) = \rho_G(\pi) \circ \alpha(X) \), and it follows that \( A \text{-ht}(F(X, Y)) = A \text{-ht}(G(X, Y)) \); cf. (21.8.2).

To finish the proof of part (ii) of the theorem we must show that two formal \( A \)-modules \( F_{\alpha_0, \Delta_0}^A(X, Y), F_{\alpha_1, \Delta_1}^A(X, Y), a, b \in \kappa, \Delta_h = (0, 0, \ldots, 0, 1, 0, \ldots) \) are strictly isomorphic if and only if \( a = b \). By Theorem (21.7.9) we know that such a strict isomorphism is necessarily of the form \( \alpha_{a, \Delta_0}^A(X) \) for a certain sequence \( t = (t_1, t_2, \ldots) \) of elements of \( \kappa \). We then have

\[
\tilde{v}_i(a\Delta_h, t) = \begin{cases} 0 & \text{if } i \neq h \\ b & \text{if } i = h \end{cases}
\]

Using (21.9.6) with \( n = h \), we see that this implies \( a = b \).

22 Lifting and Reducing Formal Group Laws. Formal Moduli

In this section we study formal group laws (and formal \( A \)-modules) over a local ring \( B \) in connection with their reductions over the residue field \( k \) of \( B \). Unless the opposite is explicitly stated, all formal group laws in this section will be one dimensional and commutative.

22.1 Formal group laws over \( \mathbb{Z}_p \)

Choose a prime number \( p \). Let \( B \) be a ring and \( v = (v_1, v_2, \ldots) \) a series of elements of \( B \). We write \( F_v(X, Y) \) for the formal group law obtained from the universal \( p \)-typical formal group law \( F_\nu(X, Y) \over \mathbb{Z}[V] \) by substituting \( v_i \) for \( V_i \) for all \( i \in \mathbb{N} \).

\(\blacksquare\) (22.1.1) Proposition Suppose that \( a^p \equiv a \mod pB \) for all \( a \in B \), and that \( B \) is of characteristic zero; let \( v = (v_1, v_2, \ldots) \), \( \delta = (\delta_1, \delta_2, \ldots) \) be two sequences of
elements of \( B \). Then the formal group laws \( F_v(X, Y) \) and \( F_v(X, Y) \) are strictly isomorphic over \( B \) if and only if \( v_i \equiv \bar{v}_i \mod (pB) \) for all \( i \in \mathbb{N} \).

**Proof** First suppose that \( F_v(X, Y) \) and \( F_v(X, Y) \) are strictly isomorphic over \( B \). By the universality of the isomorphism \( \alpha_{v, r}(X) \): \( F_v(X, Y) \to F_{v, r}(X, Y) \) this means that there are \( t_1, t_2, \ldots, \in B \) such that \( f_{v}(X) = f_{v, r}(X) \). By Corollary (19.3.6) we know that

\[
(22.1.2) \quad \bar{v}_n - v_n = pt_n + \sum_{i=1}^{n-1} a_{n-i}(v, t)(v^{p^{n-i}} - \bar{v}^{p^{n-i}}) \\
+ \sum_{i=1} a_{n-k}(v)(v^{p^{n-k}}t^{p^{n-j}} - t^{p^{n-k}}v^{p^{n-i}}).
\]

So in particular we see that \( v_i \equiv \bar{v}_i \mod (pB) \). Now suppose we have already shown that \( v_i \equiv \bar{v}_i \mod (pB) \) for all \( i < n \). Then

\[
(22.1.3) \quad v_i^{p^{n-i}} \equiv \bar{v}_i^{p^{n-i}} \mod (p^{n-i+1}B)
\]

and by the assumption on \( B \), we also have

\[
(22.1.4) \quad v_i^{p^{n-k}}t^{p^{n-j}} \equiv t^{p^{n-k}}v^{p^{n-i}} \mod (p^{n-k+1}B)
\]

So that, using \( p^{n-i}a_{n-i}(v, t) \in B \), we obtain from (22.1.2)-(22.1.4) that \( v_n \equiv \bar{v}_n \mod (pB) \).

Conversely, suppose that \( v_i \equiv \bar{v}_i \) for all \( i \in \mathbb{N} \). Calculate \( t_i \) from \( v_i \) and \( \bar{v}_i \) by means of formula (22.1.2). If we can show that \( t_i \in B \) for all \( i \), we are through because then (22.1.2) says that \( f_v(X) = f_{v, r}(X) \), so that \( F_v(X, Y) \) and \( F_v(X, Y) \) are strictly isomorphic via \( \alpha_{v, r}(X) \). We have \( t_1 = p^{-1}(v_1 - \bar{v}_1) \) so that \( t_1 \in B \).

Now suppose that we have already shown that \( t_i \in B \) for \( i < n \). It then follows from (22.1.3) and (22.1.4) that

\[
\bar{v}_n - v_n \equiv pt_n \mod (pB)
\]

and, since \( \bar{v}_n \equiv v_n \mod (pB) \), it follows that \( t_n \in B \). This concludes the proof of the proposition.

**Corollary** Under the assumptions of Proposition (22.1.1) the formal group laws \( F_v(X, Y) \) and \( F_v(X, Y) \) are isomorphic if and only if \( v_i \equiv \bar{v}_i \mod (pB) \). (The only difference between this corollary and Proposition (22.1.1) is the omission of the word *strict*.)

**Proof** We only have to show that if \( \alpha(X) = uX + u_2 X^2 + \cdots, u \in B^* \), is an isomorphism \( F_v(X, Y) \to F_{v}(X, Y) \), then \( v_i \equiv \bar{v}_i \mod pB \) for all \( i \). Now let \( \beta(X) = uX, \ G(X, Y) = \beta F_v(\beta^{-1}(X), \beta^{-1}(Y)) \). Then we have a commutative diagram of isomorphisms

\[
\begin{array}{ccc}
F_v(X, Y) & \xrightarrow{\beta(X)} & G(X, Y) \\
\downarrow{\alpha(X)} & & \downarrow{\gamma(X)} \\
F_{v}(X, Y) & & \\
\end{array}
\]


with \( \gamma(X) = u^{-1}\alpha(X) \) so that \( \gamma(X) \) is a strict isomorphism. The logarithm of \( G(X, Y) \) is easily seen to be equal to \( g(X) = uf_{\varphi}(u^{-1}X) \) so that \( g(X) = f_{\varphi}(X) \) with

\[
\hat{v}_i = u^{p^i-1}v_i
\]

(Use, e.g., formula (3.3.9) of Chapter I to see this.) Because \( u^{p^i} \equiv u \mod pB \), this gives us \( \hat{v}_i \equiv v_i \mod(pB) \), and by Proposition (22.1.1) we have that \( \hat{v}_i \equiv \tilde{v}_i \mod(pB) \); this proves the corollary.

\begin{itemize}
  \item **Corollary** Two \( p \)-typical formal group laws over \( F_p \), the field of \( p \) elements, are isomorphic if and only if they are identical.
\end{itemize}

**Proof** Let \( F(X, Y) \), \( G(X, Y) \) be two \( p \)-typical formal group laws over \( F_p \), and let \( \alpha(X) \) be an isomorphism between these. As in the proof of (22.1.5) we break up \( \alpha(X) \) into an isomorphism \( \beta(X) = uX : F(X, Y) \rightarrow H(X, Y) \) and a strict isomorphism \( \gamma(X) : H(X, Y) \rightarrow G(X, Y) \). Note that \( H(X, Y) \) is also \( p \)-typical (use (22.1.6), e.g.). By the universality of the triple \((F_{\nu}(X, Y), \alpha_{\nu}, \gamma(X), F_{\nu,T}(X, Y))\) there is over \( Z_{(p)} \) a strict isomorphism of formal group laws \( \gamma(X) : \tilde{H}(X, Y) \rightarrow \tilde{G}(X, Y) \) which reduces to \( \gamma(X) \) modulo \( p \). Lifting \( \beta(X) \) by an isomorphism \( \tilde{\beta}(X) = \tilde{u}X, u \in Z_{(p)}^* \) and setting \( \tilde{F}(X, Y) = \tilde{u}^{-1}(\tilde{H}(\tilde{u}X, \tilde{u}Y)) \), we find an isomorphism \( \tilde{\alpha}(X) : \tilde{F}(X, Y) \rightarrow \tilde{G}(X, Y) \) between \( p \)-typical formal group laws that reduces modulo \( p \) to \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \). Because \( \tilde{F}(X, Y) \) and \( \tilde{G}(X, Y) \) are \( p \)-typical isomorphic formal group laws over \( Z_{(p)} \), there are by Corollary (22.1.5) sequences of elements \( v = (v_1, v_2, \ldots) \), \( \tilde{v} = (\tilde{v}_1, \tilde{v}_2, \ldots) \) of \( Z_{(p)} \) such that \( \tilde{F}(X, Y) = F_{\varphi}(X, Y), \tilde{G}(X, Y) = F_{\varphi}(X, Y) \) and \( v_i \equiv \tilde{v}_i \mod(p) \). It follows that \( F(X, Y) = G(X, Y) \) by Lemma (22.1.8) below. This proves the corollary. (NB the isomorphism \( \alpha(X) \) need not be the identity isomorphism!)

\begin{itemize}
  \item **Lemma** Let \( v = (v_1, v_2, \ldots) \), \( \tilde{v} = (\tilde{v}_1, \tilde{v}_2, \ldots) \) be two sequences of elements of a ring \( B \). Then \( F_{\varphi}(X, Y) \equiv F_{\varphi}(X, Y) \mod(pB) \) if and only if \( v_i \equiv \tilde{v}_i \mod(pB) \).
\end{itemize}

**Proof** The coefficients of \( F_{\varphi}(X, Y) \) over \( Z[V] \) are polynomials in the \( V_{\nu} \) say \( F_{\nu}(X, Y) = \sum a_{ij}(V)X^iY^j \), and we have also

\[
F_{\nu}(X, Y) \equiv X + Y + V_nC_{\rho}(X, Y) \mod(V_1, \ldots, V_{n-1}, \text{degree } p^n + 1)
\]

Now suppose that \( v_i \equiv \tilde{v}_i \mod(pB) \) for \( i = 1, \ldots, n - 1 \). Then it follows from (22.1.8a) that

\[
F_{\nu}(X, Y) \equiv F_{\varphi}(X, Y) + (v_n - \tilde{v}_n)C_{\rho}(X, Y) \mod(pB, \text{degree } p^n + 1)
\]

which proves the lemma because \( C_{\rho}(X, Y) \) is a primitive polynomial with coefficients in \( Z \).

\begin{itemize}
  \item **Remark** There is a reason we have treated the essentially very trivial Lemma (22.1.8) so extensively. The reason is that the analogous result
for formal group laws over, e.g., $B = \mathbb{Z}_p$ constructed directly by means of a functional equation does not hold. Take for example $p = 2, B = \mathbb{Z}_2$, $\sigma$ = the identity endomorphism, $c \in B$, and let $F_c(X, Y)$ be the formal group law with logarithm

$$f_c(X) = X + \frac{c}{2} f_c(X^2)$$

A little bit of explicit calculation then gives that mod(degree 5)

$$F_c(X, Y) \equiv X + Y - cXY + c^2(XY^2 + X^2Y) - \left(\frac{5c^3}{2} + \frac{3c^2}{2}\right)X^2Y^2 - (c^2 + c^3)(XY^3 + X^3Y)$$

(Note that this is always integral because $c^3 \equiv c^2 \mod 2$ for all $c \in \mathbb{Z}_2$.) Substituting $c = 1$ and $c = -1$, we see that $F_1(X, Y) \neq F_{-1}(X, Y) \mod(2, \text{degree } 5).

\textbf{22.1.10} \textbf{Theorem} Two formal group laws $F(X, Y), G(X, Y)$ over $\mathbb{Z}_{(p)}$ or $\mathbb{Z}_p$ (or any ring between) are isomorphic if and only if their reductions modulo $p, \bar{F}(X, Y), \bar{G}(X, Y)$, over $\mathbb{F}_p$ are isomorphic.

\textbf{Proof} Suppose that $\bar{F}(X, Y)$ and $\bar{G}(X, Y)$ over $\mathbb{F}_p$ are isomorphic. Since every formal group law over $\mathbb{Z}_{(p)}$ or $\mathbb{Z}_p$ is strictly isomorphic to a $p$-typical formal group, we can assume that $F(X, Y)$ and $G(X, Y)$ are $p$-typical. Then there are sequences $v = (v_1, v_2, \ldots), \bar{v} = (\bar{v}_1, \bar{v}_2, \ldots)$ with $v_i, \bar{v}_i$ in $\mathbb{Z}_{(p)}$ or $\mathbb{Z}_p$ such that $F_v(X, Y) = F(X, Y), G(X, Y) = F_{\bar{v}}(X, Y)$. Because $\bar{F}(X, Y)$ is isomorphic to $\bar{G}(X, Y)$ over $\mathbb{F}_p$, it follows that $\bar{F}(X, Y) = \bar{G}(X, Y)$ (Corollary (22.1.7)) which implies that $v_i \equiv \bar{v}_i \mod(p)$ by Lemma (22.1.8) and this result in turn implies that $F(X, Y) = F_{\bar{v}}(X, Y)$ and $G(X, Y) = F_{\bar{v}}(X, Y)$ are strictly isomorphic by Proposition (22.1.1).

\textbf{22.1.11} \textbf{Corollary} (of the proof) Two formal group laws over $\mathbb{Z}_{(p)}$ or $\mathbb{Z}_p$ are strictly isomorphic if they are isomorphic.

We conclude this subsection with two counterexamples to imaginable generalizations of Theorem (22.1.10).

\textbf{22.1.12} \textbf{Example} Let $W_{3^2}(F_9) = \mathbb{Z}_3[i], i^2 = -1$, be the ring of integers of the unramified extension of degree 2 of $\mathbb{Q}_3$. Consider the sequences of elements $v = (0, i, 0, 0, \ldots)$ and $\bar{v} = (3i, i, 0, 0, \ldots)$, and consider the formal group laws $F_v(X, Y), F_{\bar{v}}(X, Y)$ over $\mathbb{Z}_3[i]$. The reductions mod 3 of these formal group laws over $\mathbb{F}_9$ are equal. We show that $F_v(X, Y)$ and $F_{\bar{v}}(X, Y)$ are not isomorphic over $\mathbb{Z}_3[i]$.

Indeed, suppose that $\alpha(X) = uX + u_2X^2 + \cdots$ were an isomorphism. As usual we break up $\alpha(X)$ into a composite

$$F_v(X, Y) \xrightarrow{\bar{g}(X)} G(X, Y) \xrightarrow{\gamma(X)} F_{\bar{v}}(X, Y)$$
where $\beta(X) = uX$ and $\gamma(X)$ is a strict isomorphism. Then $G(X, Y) = uF_{v}(u^{-1}X, u^{-1}Y)$, so that $\log_{e}(X) = u \log_{e}(u^{-1}X)$, which means that $G(X, Y) = F_{\hat{v}}(X, Y)$ with $\hat{v} = (0, u^{-8}i, 0, 0, \ldots)$. Now $\gamma(X)$ is a strict isomorphism between $p$-typical formal group laws. By the universality of the strict isomorphism $\alpha_{V, r}(X)$ this means that there must be elements $t_{1}, t_{2}, \ldots$ in $\mathbb{Z}_{3}[i]$ such that $f_{t_{1}}(X) = f_{t_{2}}(X)$. According to Proposition (19.3.5) this means that we must have

$$\frac{\hat{v}_{1}}{3} = \frac{v_{1}}{3} + t_{1}$$

i.e., $t_{1} = i$, and (looking at the coefficients of $X^{27}$)

$$\frac{\hat{v}_{3}}{3} + a_{1} \frac{v_{2}}{3} + a_{2} \frac{v_{1}}{3} = \frac{\hat{v}_{3}}{3} + a_{1} \frac{v_{2}}{3} + a_{2} \frac{v_{1}}{3} + \frac{\hat{v}_{1}}{3} \left(\frac{v_{3} t_{1}^{9} - t_{2}^{9} t_{1}^{3}}{3} \frac{v_{9}}{3}\right)$$

$$+ \frac{v_{1} t_{2}^{9} - t_{1} t_{2}^{9}}{3} + \frac{v_{2} t_{1}^{9} - t_{1} t_{2}^{9}}{3} + t_{3}$$

where $f_{t_{1}}(X) = \sum_{i=0}^{\infty} a_{i} X^{3i}$. Substituting the known values of $v_{1}, v_{2}, v_{3}, \ldots, v_{1}, \hat{v}_{2}, \ldots, \hat{v}_{3}, \ldots$, i.e., $v_{1} = 3i, v_{1} = 0, v_{2} = i, v_{2} = u^{-8}i, v_{3} = 3i, v_{3} = 0$, we find that we must have

$$\frac{\hat{v}_{3}}{3} + a_{1} \frac{v_{2}}{3} + a_{2} \frac{v_{1}}{3} = \frac{\hat{v}_{3}}{3} + a_{1} \frac{v_{2}}{3} + a_{2} \frac{v_{1}}{3} + \frac{\hat{v}_{1}}{3} \left(\frac{v_{3} t_{1}^{9} - t_{2}^{9} t_{1}^{3}}{3} \frac{v_{9}}{3}\right)$$

Now $a_{1} = \frac{1}{6} v_{1} = i$, and $\hat{v}_{2} = u^{-8}i \equiv i = v_{2}$ mod 3 so that $a_{1}(v_{2}/3) \equiv a_{1}(\hat{v}_{2}/3) \not{\equiv} 0 \not{\equiv} \mod(Z_{3}[i])$. Further, $\hat{v}_{1} = (3i)^{9} \equiv 0 \not{\equiv} \mod(3^{3}Z_{3}[i])$ so that $3^{-1} a_{2} v_{1}^{9} \equiv 0 \mod(Z_{3}[i])$. Hence it follows from (22.1.13) that we must have

$$\frac{\hat{v}_{2} t_{1}^{9} - t_{1} \hat{v}_{2}^{3}}{3} \equiv 0 \mod(3Z_{3}[i])$$

However $t_{1} = i$ and $\hat{v}_{2} = u^{-8}i \equiv i$ mod 3, which contradicts (22.1.14).

(22.1.15) Example Now let $F_{v}(X, Y)$ over $Z[V]$ be the two dimensional universal $p$-typical formal group of Chapter II, Section 10.3. Consider the two sequences of $2 \times 2$ matrices

$$v = \left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array}\right)$$

$$\hat{v} = \left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
p & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array}\right)$$

and let $F_{v}(X, Y)$ and $F_{\hat{v}}(X, Y)$ be the formal group laws over $Z$ that are obtained by substituting $v_{i}(j, k)$ and $\hat{v}_{i}(j, k)$ for $V_{i}(j, k)$ in $F_{v}(X, Y), i = 1, 2, \ldots, j, k = 1, 2$. Then $F_{v}(X, Y) = \bar{F}_{v}(X, Y)$ over $F_{p}$. We show that $F_{v}(X, Y)$ and $F_{\hat{v}}(X, Y)$ are not isomorphic over $Z_{p}$. Note that $F_{v}(X, Y)$ and $F_{\hat{v}}(X, Y)$ are both of height 3, hence in particular of finite height.
Suppose that $\alpha(X) : F_\xi(X, Y) \to F_\xi(X, Y)$ is an isomorphism. As usual we decompose $\alpha(X)$ into an isomorphism $\beta(X) = u^{-1}X : F_\xi(X, Y) \to G(X, Y)$ and a strict isomorphism $\gamma(X) : G(X, Y) \to F_\xi(X, Y)$. Here $u$ is an invertible (over $\mathbb{Z}_p$) $2 \times 2$ matrix. The logarithm of $G(X, Y)$ is equal to

$$\log_G(X) = u^{-1}f_\xi(uX)$$

As a rule $G(X, Y)$ is not a $p$-typical formal group law. However, by Chapter III, Theorem (15.2.9), $G(X, Y)$ is strictly isomorphic to a $p$-typical formal group law whose logarithm is obtained from $\log_G(X)$ by simply striking out all terms in $\log_G(X)$ that should not be there for a $p$-typical formal group law. This means that $G(X, Y)$ is strictly isomorphic to the $p$-typical formal group law $\hat{G}(X, Y)$ with logarithm

$$(22.1.16) \quad \log_{\hat{G}}(X) = X + u^{-1}a_1(v)u^{(p)}X^p + u^{-1}a_2(v)u^{(p^2)}X^{p^2} + \cdots$$

where $f_\xi(X) = \log_{F_\xi}(X) = \sum_{i=1}^\infty a_i(v)X^{p^i}$ and $u^{(p^i)}$ is the matrix obtained from $u$ by raising each of its entries to the power $p^i$, and where, as usual, $X^{p^i}$ denotes the column vector $(X_1^{p^i}, X_2^{p^i})$.

Composing the strict isomorphism $\hat{G}(X, Y) \to G(X, Y)$ with the strict isomorphism $\gamma(X) : G(X, Y) \to F_\xi(X, Y)$, we find a strict isomorphism $\delta(X) : \hat{G}(X, Y) \to F_\xi(X, Y)$. By the universality of the strict isomorphism $\alpha_{\nu, \tau}(X)$ (two dimensional case; cf. Section 19.2) this means that these must be $2 \times 2$ matrices $t_1, t_2, \ldots$ with coefficients in $\mathbb{Z}_p$ such that

$$(22.1.17) \quad f_{\delta, \tau}(X) = f_\xi(X)$$

where $\hat{\nu} = (\hat{\nu}_1, \hat{\nu}_2, \ldots)$ is a sequence of matrices such that $F_\xi(X, Y) = \hat{G}(X, Y)$. (Such a sequence of matrices exists because $\hat{G}(X, Y)$ is $p$-typical.) From (22.1.16) we see that

$$(22.1.18) \quad \frac{\hat{\nu}_1}{p} = u^{-1}a_1(v)u^{(p)} = u^{-1}\frac{b_1}{p}u^{(p)}$$

$$\frac{\hat{\nu}_1 \hat{\nu}_2^{(p)}}{p^2} + \frac{\hat{\nu}_2}{p} = u^{-1}a_2(v)u^{(p^2)}$$

and (22.1.17) gives us that (cf. Proposition (19.3.5))

$$(22.1.19) \quad \frac{\hat{\nu}_1}{p} + t_1 = \frac{\hat{\nu}_1}{p}$$

$$a_1(v)\frac{\hat{\nu}_2}{p} + t_2 = a_1(v)\frac{\hat{\nu}_1}{p} + \frac{\hat{\nu}_2}{p} + \frac{\hat{\nu}_1 t_1^{(p)} - t_1 \hat{\nu}_1^{(p)}}{p}$$

Suppose that $u = (b, c)$. Now $u^{(p)} \equiv u \mod p$ and by (22.1.19) $\hat{\nu}_1 \equiv \nu_1 \mod p$. Using this in (22.1.18), we find that $u$ must satisfy

$$\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} b & c \\ d & e \end{pmatrix} \equiv \begin{pmatrix} b & c \\ d & e \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \mod p$$
This gives us \( c \equiv d \equiv 0 \mod p \) so that \( u \) is of the form
\[
u = \begin{pmatrix} b & py \\ pz & e \end{pmatrix}
\]
Substituting this in (22.1.18) gives that modulo \( p^2 \)
\[
\hat{v}_1 = \det(u)^{-1} \begin{pmatrix} e & -py \\ -pz & b \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} b^p & p^p \varphi(p) \\ p^{p^2}z^p & e^p \end{pmatrix} = \begin{pmatrix} b^{p-1} & 0 \\ -pze^{-1}b^{p-1} & 0 \end{pmatrix}
\]
which by (22.1.18) and using \( p^2a_2(\nu) = (\varphi_0 p) \) gives for \( p\hat{v}_2 \) that mod \( p^2 \)
\[
p\hat{v}_2 = \det(u)^{-1} \begin{pmatrix} e & -py \\ -pz & b \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix} \begin{pmatrix} b^{p^2} & p^{p^2} \varphi(p^2) \\ p^{p^2+2}z^{p^2} & e^{p^2} \end{pmatrix} - \begin{pmatrix} b^{p^2-1} & 0 \\ -pe^{-1}zb^{p^2-1} & 0 \end{pmatrix}
\equiv (eb)^{-1} \begin{pmatrix} e & -py \\ -pz & b \end{pmatrix} \begin{pmatrix} b^{p^2} & 0 \\ 0 & pe^{p^2} \end{pmatrix} - \begin{pmatrix} b^{p^2-1} & 0 \\ -pe^{-1}zb^{p^2-1} & 0 \end{pmatrix}
\equiv \begin{pmatrix} 0 & 0 \\ 0 & pe^{p^2-1} \end{pmatrix}
\]
so that we find
\[
\hat{v}_2 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \quad \mod p, \quad \hat{v}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \mod p
\]
This means that

(22.1.20) \[\hat{v}_2 \equiv \hat{v}_2 \quad \mod p, \quad \hat{v}_1 \equiv \hat{v}_1 \quad \mod p\]

and hence

(22.1.21) \[\hat{v}_1^{[p]} \equiv \hat{v}_1^{[p]} \quad \mod p^2\]

Using (22.1.20) and (22.1.21) in the second line of (22.1.19), we must have

(22.1.22) \[\hat{v}_1 \ t_1^{[p]} - t_1 \hat{v}_1^{[p]} \equiv 0 \quad \mod p\]

But
\[
t_1 = p^{-1}(v_1 - \hat{v}_1) = p^{-1} \left( \begin{pmatrix} 1 & p \\ p & 0 \end{pmatrix} - p^{-1} \left( \begin{pmatrix} 1 + p\hat{y} \\ p\hat{z} \\ 0 \end{pmatrix} \right) = \begin{pmatrix} \hat{y} & 1 \\ 1 - \hat{z} & 0 \end{pmatrix} \right)
\]
where \( \hat{z}, \hat{y} \in \mathbb{Z}_p \) are such that \( b^{p-1} = 1 + p\hat{y}, \ -pz\zeta^{-1}b^{p-1} = p\hat{z}, \) so that modulo \( p \)
\[
\hat{v}_1 \ t_1^{[p]} \equiv \hat{v}_1 \ t_1 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \hat{y} & 1 \\ 1 - \hat{z} & 0 \end{pmatrix} = \begin{pmatrix} \hat{y} & 1 \\ 0 & 0 \end{pmatrix} \mod p
\]
\[
t_1 \hat{v}_1^{[p]} \equiv t_1 \hat{v}_1 = \begin{pmatrix} \hat{y} & 1 \\ 1 - \hat{z} & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} \hat{y} & 0 \\ 1 - \hat{z} & 0 \end{pmatrix} \mod p
\]
which is a contradiction with (22.1.22). This proves that the two
dimensional formal group laws $F_v(X, Y), F_\delta(X, Y)$ over $\mathbb{Z}_p$ are not isomorphic.

22.2 Formal $A$-modules over $A$

There is a nice generalization of Theorem (22.1.10) (in spite of the two
counterexamples (22.1.12) and (22.1.15)). It is

(22.2.1) **Theorem** Let $A$ be a discrete valuation ring with finite residue
field $k$. Then two formal $A$-modules over $A$ are (strictly) isomorphic if and only
if the reductions of these formal $A$-modules over the residue field $k$ of $A$ are
isomorphic (as formal $A$-modules over $k$).

(22.2.2) **Remark** $A$ may be either of characteristic zero or characteristic
$p > 0$.

(22.2.3) **Proof of Theorem (22.2.1)** This proof is almost completely
analogous to the proof of Theorem (22.1.10) (which is essentially the case
$A = \mathbb{Z}_p$). We outline the various steps. First, let $F^A_v(X, Y)$ be the one dimen-
sional universal $A$-typical formal $A$-module over $A[v]$. Then one proves first the
anologue of Proposition (22.1.2), viz:

(22.2.4) Let $v = (v_1, v_2, \ldots), \bar{v} = (\bar{v}_1, \bar{v}_2, \ldots)$ be two sequences of elements of
$A$. Then $F^A_v(X, Y)$ and $F^A_\bar{v}(X, Y)$ are strictly isomorphic (as formal $A$-modules)
if and only if $v_1 \equiv \bar{v}_1 \mod (\pi)$ where $\pi$ is a uniformizing element of $A$.

This is proved exactly as in the analogous statement (22.1.1) using the results
of 21.5 and 21.7 instead of those of 19.3.

(22.2.5) Then as in (22.1.5) the simple fact that $a^q \equiv a \mod \pi$ where $q$ is the
number of elements of $k$ permits the removal of the word *strict* in statement
(22.2.4).

(22.2.6) We now use a slightly different argument to finish the proof. Let
$F(X, Y)$ and $G(X, Y)$ be two formal $A$-modules over $A$ such that the reductions
$\bar{F}(X, Y)$ and $\bar{G}(X, Y)$ are isomorphic formal $A$-modules over $k$. By taking any
lift over $A$ of the isomorphism over $k$ (and transporting the formal $A$-module
structure via this lift) we are reduced to the case that $\bar{F}(X, Y) = \bar{G}(X, Y)$.

The isomorphism of formal $A$-modules (cf. (21.5.1))

$$(f^s)^{-1}(f^s)(X, Y): F^A_s(X, Y) \to F^A_s(X, Y)$$

of the universal formal $A$-module $F^A_s(X, Y)$ with the universal $A$-typical formal
$A$-module $F^A_s(X, Y)$ provides us with a universal way of making the formal
$A$-modules $F(X, Y)$ and $G(X, Y)$ $A$-typical, which in particular does not destroy
the equality $\bar{F}(X, Y) = \bar{G}(X, Y)$. Indeed, if $F(X, Y) = F^A_s(X, Y)$ for
$s = (s_1, s_2, \ldots), s_i \in A$, and $G(X, Y) = F^A_s(X, Y)$, $\bar{s} = (\bar{s}_1, \bar{s}_2, \ldots)$, then
$\bar{F}(X, Y) = \bar{G}(X, Y)$ is equivalent to $\bar{s}_i \equiv s_i \mod \pi$ (cf. Lemma (22.2.9)). Now the
A-typical version of \( F(X, Y) \) is \( F^A_t(X, Y) \) with \( v_i = s_{q_i}, \, i = 1, 2, \ldots \), obtained from \( F^*_t(X, Y) \) by substituting \( v_i \) for \( V_i, \, i = 1, 2, \ldots \), and similarly the \( A \)-typical version of \( G(X, Y) \) is \( F^A_t(X, Y) \) with \( \bar{v}_i = \bar{s}_{q_i}, \, i = 1, 2, \ldots \). Hence \( v_i \equiv \bar{v}_i \mod \pi \) so that \( \bar{F}^t_n(X, Y) = F^A_t(X, Y) \). We are thus reduced to the case that \( F(X, Y) \) and \( G(X, Y) \) are \( A \)-typical formal \( A \)-modules, \( F(X, Y) = F^A_t(X, Y), \: G(X, Y) = F^A_t(X, Y) \) with \( v_i \equiv \bar{v}_i \mod \pi \). By (22.2.4) this means that \( F(X, Y) \) and \( G(X, Y) \) are strictly isomorphic. This concludes the proof of Theorem (22.2.1).

(22.2.7) Corollaries

(i) Two formal \( A \)-modules over \( A \) are isomorphic if and only if they are strictly isomorphic.

(ii) Two \( A \)-typical formal \( A \)-modules over \( k \) are isomorphic if and only if they are identical (as formal \( A \)-modules).

Proof

(i) This follows from (22.2.5) if one first makes both formal \( A \)-modules \( A \)-typical via a strict formal \( A \)-module isomorphism.

(ii) We can find \( A \)-typical formal \( A \)-modules over \( A \) lifting the given formal \( A \)-modules over \( k \) (because \( F^*_t(X, Y) \) is universal over \( A[V] \) and \( A[V] \) is a free commutative algebra over \( A \)). These two lifts are strictly isomorphic by Theorem (22.2.1) combined with Corollary (22.2.7)(i), and hence their reductions are identical by (22.2.4). (NB this does not mean that the original isomorphism over \( k \) was the identity.)

(22.2.8) Remark Example (21.1.15) shows that Theorem (22.2.1) does not hold for higher dimensional formal \( A \)-modules.

(22.2.9) Lemma Let \( s = (s_1, s_2, \ldots), \: \bar{s} = (\bar{s}_1, \bar{s}_2, \ldots) \) be two sequences of elements of an \( A \)-algebra \( R \) and let \( \phi: R \to B \) be an \( A \)-algebra homomorphism. Then \( \phi_\ast F^s_t(X, Y) = \phi_\ast F^*_t(X, Y) \) as formal \( A \)-modules if and only if \( \phi(s_i) = \phi(\bar{s}_i) \) for all \( i \).

Proof This is an immediate consequence of the uniqueness part of the universality property of \( (F^s_t(X, Y), \rho^t_s) \) over \( A[\bar{S}] \). (This, of course, also gives a second proof of Lemma (21.1.8)).

22.3 Intermezzo concerning the universal isomorphism \( \alpha^A_{t, t}(X) \) of \( A \)-typical formal \( A \)-modules

The next topic we want to take up is that of formal moduli; i.e., given a discrete valuation ring \( A \) and an \( A \)-algebra \( B \) that is a complete local ring with residue field \( k_B \) and given a formal \( A \)-module \( F(X, Y) \) over \( k_B \), we want to describe all formal \( A \)-modules over \( B \) reducing to \( F(X, Y) \) modulo all (strict) isomorphisms that reduce to the identity over \( k_B \). To do this we need some more information concerning the universal isomorphism \( \alpha^A_{t, t}(X) \).
(22.3.1) Let $A$ be a nontrivial discrete valuation ring (not necessarily complete) with residue field $k$ of $q$ elements, $q = p^r$, and uniformizing element $\pi$. Let $F^d_{\nu, T}(X, Y)$ be the $A$-typical formal $A$-module over $A[V, T]$ constructed in (21.7.1) with $A$-logarithm $f^d_{\nu, T}(X)$. Let $\bar{V}_1, \bar{V}_2, \ldots \in A[V; T]$ be the unique polynomials such that

$$F^d_{\nu, T}(X, Y) = F^d_{\bar{V}}(X, Y)$$

where $F^d_{\bar{V}}(X, Y)$ is obtained from the universal $A$-typical formal $A$-module $F^d_{\nu}(X, Y)$ by substituting $\bar{V}_i$ for $V_i$, $i = 1, 2, \ldots$. In 21.7 we proved that

$$\bar{V}_n = V_n + T_n + \sum_{i+j=n}^{n-1} (V_i T_j - T_j \bar{V}_i) + \sum_{k=1}^{n-1} a^d_{n-k}(V)(V_k^{q^{n-k}} - \bar{V}_k^{q^{n-k}})$$

$$+ \sum_{k=2}^{n-1} a^d_{n-k}(V) \sum_{i+j=k}^{n-1} (V_i^{q^{n-k}} T_j^{q^{n-j}} - T_j^{q^{n-k}} \bar{V}_i^{q^{n-i}})$$

To discuss formal moduli we use a more manageable consequence of this formula, viz.

(22.3.4) **Theorem** Let $J$ be the ideal in $A[V, T]$ generated by the elements

$$T_i, T_j, i, j \in \mathbb{N},$$

then we have modulo $J$

$$\bar{V}_n \equiv V_n + \sum (-1)^i (B^d_{s_1} V_{n-s_1}^{q^{s_1-1}})(B^d_{s_2} V_{n-s_2}^{q^{s_2-1}}) \cdots$$

$$\times (B^d_{s_1} V_{n-s_1}^{q^{s_1-1}} \cdots) (-T_i V_i^i)$$

$$+ \sum (-1)^i (B^d_{s_1} V_{n-s_1}^{q^{s_1-1}})(B^d_{s_2} V_{n-s_2}^{q^{s_2-1}}) \cdots$$

$$\times (B^d_{s_1} V_{n-s_1}^{q^{s_1-1}} \cdots) (\pi T_i)$$

where $B^d_i = q^r a^d_i(V) \in A[V]$ and where the first sum is over all sequences $(s_1, \ldots, s_i, i, j)$ such that $s_n, i, j \in \mathbb{N}, t \in \mathbb{N} \cup \{0\}$ and $s_1 + \cdots + s_i + i + j = n$, and the second sum is over all sequences $(s_1, \ldots, s_t, i)$ such that $s_n, i \in \mathbb{N}, t \in \mathbb{N} \cup \{0\}$, and $s_1 + \cdots + s_t + i = n$.

(22.3.6) **Corollary**

(i) Suppose that $A$ is unramified and $k$ has $p$ elements (i.e., we can take $p = q = \pi$). Let $I$ be the ideal in $A[V, T]$ generated by the elements $p T_1, p T_2, \ldots$ and the ideal $J$. Then we have modulo $I$

$$\bar{V}_n \equiv V_n - T_1 V_{n-1}^p - \cdots - T_{n-1} V_{n-1}^{p^{n-1}} + \sum (-1)^i V_i^{p^{n-1}} V_{n-s_1}^{q^{s_1-1}} \cdots \times V_{n-s_1}^{p^{s_1-1}} \cdots (-T_i V_i^i)$$

where the sum is over all sequences $(s_1, s_2, \ldots, s_n, i, j)$ such that $s_n, i, j \in \mathbb{N}, t \in \mathbb{N}$, and $s_1 + \cdots + s_n + i + j = n$.

(ii) In all other cases, i.e., if $q > p$ or if $A$ is ramified, we have

$$\bar{V}_n \equiv V_n - T_1 V_{n-1}^q - \cdots - T_{n-1} V_{n-1}^{q^{n-1}}$$
modulo \( I \) where \( I \) is the ideal generated by the elements \( \pi T_1, \pi T_2, \ldots \) and the ideal \( J \).

**Proof** Both these statements follow immediately from Theorem (22.3.4) because

\[
B_s^A = q^s a_s^A(V) \equiv q^s \pi^{-s} V_1 V_1^{-1} \cdots V_{n-1}^{-1} \mod(\pi A[V])
\]

as can be seen directly from formula (21.5.4).

The first step in the proof of Theorem (22.3.4) is the following obvious lemma.

(22.3.9) **Lemma** Suppose that \( \bar{V}_i \equiv V_i + \sum_i T_i C_i \mod J \) for certain \( C_i \in A[V; T] \). Then

\[
\bar{V}_i^j \equiv V_i^j + \rho^j V_i^j \left( \sum_i T_i C_i \right) \mod J
\]

**Proof** Obvious.

(22.3.10) **Proof of Theorem (22.3.4)** We proceed by induction on \( n \), the case \( n = 1 \) being trivial (\( \bar{V}_1 = V_1 + \pi T_1 \)). So suppose Theorem (22.3.4) holds for all \( l < n \). This means in particular that \( \bar{V}_l \equiv V_l \mod(T_1, T_2, \ldots) \) (which is also directly clear), so that the hypothesis of Lemma (22.3.9) is satisfied if \( l < n \). We now use formula (22.3.3). First notice that the third sum in (22.3.3) is \( \equiv 0 \mod J \). The second sum in (22.3.3) gives us contributions of the form

\[
a_{n-k}^A(V)(V_k^{q^n-k} - \bar{V}_k^{q^n-k})
\]

Let \( \bar{V}_k \equiv V_k + \sum_i T_i C_i \), then, using Lemma (22.3.9), we find

\[
a_{n-k}^A(V)(V_k^{q^n-k} - \bar{V}_k^{q^n-k}) \equiv -a_{n-k}^A(V)q^{n-k}V_k^{q^n-k-1}(\sum_i T_i C_i)
\]

\[= -B_{n-k}^A V_k^{q^n-k-1}(\sum_i T_i C_i)
\]

Theorem (22.3.4) follows immediately from this by induction.

### 22.4 Formal moduli for formal \( A \)-modules

(22.4.1) **The setting** In this section \( A \) is a nontrivial discrete valuation ring with residue field \( k \) of \( q \) elements, \( q = p^r \), \( p \) a prime number. Let \( \pi \) be a uniformizing element of \( A \), \( K \) the quotient field of \( A \). Let \( R \) be an \( A \)-algebra that is a local ring with maximal ideal \( \mathfrak{m}_R \) such that \( \bigcap_n \mathfrak{m}_R^n = \{0\} \) such that \( R \) is complete in the \( \mathfrak{m}_R \)-adic topology, and such that \( A \to R \) maps \( \pi \) into \( \mathfrak{m}_R \). We shall use \( k_R \) to denote the residue field of \( R \).

(22.4.2) **The moduli problem** Now let \( \Phi(X, Y) \) be a formal \( A \)-module over \( k_R \). The existence of the universal formal \( A \)-module \( F_{\mathcal{A}}^S(X, Y) \) over \( A[S] \) guarantees the existence of lifts over \( R \) of \( \Phi(X, Y) \); i.e., there are formal \( A \)-modules \( F(X, Y) \) over \( R \) that reduce to \( \Phi(X, Y) \) modulo \( \mathfrak{m}_R \). We shall call two
such lifts $F(X, Y)$ and $G(X, Y)$ $\ast$-isomorphic if there exists an isomorphism of formal $A$-modules $\alpha(X): F(X, Y) \to G(X, Y)$ such that $\alpha(X) \equiv X \bmod m_R$ and the lifts $F(X, Y)$ and $G(X, Y)$ are strictly $\ast$-isomorphic if there exists a $\ast$-isomorphism $\alpha(X)$ such that $\alpha(X) \equiv X \bmod(\text{degree } 2)$. We want to describe the set of all lifts modulo (strict) $\ast$-isomorphisms. The answer is that if $\Phi(X, Y)$ is a formal $A$-module of height $h$, then $\langle \text{liftings}\rangle/(\ast$-isomorphism) $= m_R^{h-1}$ and $\langle \text{liftings}\rangle/(\text{strict } \ast$-isomorphism) $= m_R^h$. A more precise and explicit result is Theorem (22.4.4).

(22.4.3) Before we can state Theorem (22.4.4) we need some preliminaries. Let $\Phi(X, Y)$ have formal $A$-module height $h$ over $k_R$ and suppose that $\Phi(X, Y)$ is $A$-typical. (This does not restrict the generality of the problem because every formal $A$-module is strictly isomorphic to an $A$-typical one; cf. (21.5.6).) Then there are unique elements $v_1, v_2, \ldots, v_h \in k_R$ such that $\Phi(X, Y) = F_v(X, Y)$; moreover, because $A$-ht($\Phi(X, Y)$) $= h$, we know that $v_1 = v_2 = \cdots = v_{h-1} = 0$ and $v_h \neq 0$ (cf. (21.8.2)).

Choose arbitrary elements $\tilde{v}_i \in R$ for $i = h, h + 1, \ldots$ such that $\phi(\tilde{v}_i) = v_i$ where $\phi: R \to k_R$ is the natural projection. For each $h$-tuple of elements $s = (s_1, \ldots, s_h)$, $s_i \in m_R$, let $F^A_{\tilde{v}(s)}(X, Y)$ be the formal $A$-module obtained from the universal $A$-typical formal $A$-module $F^A_\phi(X, Y)$ by the substitutions

$$V_i \to s_i \quad \text{ for } i = 1, \ldots, h - 1$$

$$V_h \to \tilde{v}_h + s_h$$

$$V_i \to \tilde{v}_i \quad \text{ for } i = h + 1, h + 2, \ldots$$

The formal $A$-modules $F^A_{\tilde{v}(s)}(X, Y)$ are all lifts of $\Phi(X, Y)$.

(22.4.4) Theorem Suppose the assumptions of (22.4.3) are fulfilled and let $\Phi(X, Y)$ be an $A$-typical formal $A$-module of $A$-height $h < \infty$. Then we have in terms of the notations of (22.4.3):

(i) For every lift $F(X, Y)$ of $\Phi(X, Y)$, there is a unique $s = (s_1, \ldots, s_h)$ with $s_i \in m_B$ such that $F(X, Y)$ is strictly $\ast$-isomorphic to $F^A_{\tilde{v}(s)}(X, Y)$.

(ii) For every lift $F(X, Y)$ of $\Phi(X, Y)$, there is a unique $s = (s_1, \ldots, s_h)$ with $s_i \in m_B$ and $s_h = 0$ such that $F(X, Y)$ is $\ast$-isomorphic to $F^A_{\tilde{v}(s)}(X, Y)$.

Proof Let $F(X, Y)$ be a formal $A$-module over $R$ that lifts $\Phi(X, Y)$. We first show that $F(X, Y)$ is strictly $\ast$-isomorphic to an $A$-lift of $\Phi(X, Y)$. Indeed, let $\alpha_{\nu,s}(X) = (f^A_{\phi})^{-1}(f^A_{\phi}(X))$: $F^A_\nu(X, Y) \to F^A_s(X, Y)$ be the strict isomorphism between the universal $A$-typical formal $A$-module and the universal formal $A$-module. Identifying $V_i$ and $S_{q^r}$, $i \in \mathbb{N}$, we have that $F^A_s(X, Y) \equiv F^A_s(X, Y) \bmod(\ldots, S_i, \ldots; i \neq q^r, r \in \mathbb{N})$ and hence $\alpha_{\nu,s}(X) \equiv X \bmod(\ldots, S_i, \ldots; i \neq \text{a power of } q)$. Now let $\phi: \mathcal{A}[S] \to R$ be the unique $A$-algebra homomorphism such that $\phi(F^A_s(X, Y)) = F(X, Y)$. Then $\phi(S_i) \in m_R$ if $i$ is not a power of $q$ because $F(X, Y)$ reduces to
\( \Phi(X, Y) \mod m_R \) and \( \Phi(X, Y) \) is \( A \)-typical. It follows that \( \phi_*(\alpha_{V,S}(X)) \) is a strict \( \ast \)-isomorphism \( \phi_*(F_V(X, Y)) \to F(X, Y) \) and \( \phi_*(F_V(X, Y)) \) is \( A \)-typical (we are still identifying \( V_i \) with \( S_q \)). (Of course \( \phi_*(F_V(X, Y)) \) also reduces to \( \Phi(X, Y) \) because \( \phi_*(\alpha_{V,S}(X)) \equiv X \mod m_R \).)

We can therefore assume that the lift \( F(X, Y) \) is \( A \)-typical. Let \( w = (w_1, w_2, \ldots) \) be the unique sequence of elements such that \( F(X, Y) = F^A_w(X, Y) \). Because \( F(X, Y) \) reduces to \( \Phi(X, Y) \mod m_R \), as does \( F^A_{\delta_{(0)}}(X, Y) \), we must have (cf. Lemma (22.2.9))

\[
w_1, \ldots, w_{h-1} \in m_R, \quad w_i \equiv \bar{v}_i \mod m_R \quad \text{for} \quad i \geq h
\]

Inductively, we are now going to construct sequences \( v(n) = (v_1(n), v_2(n), \ldots) \) and power series \( \beta_n(X) \in \mathcal{R}[X] \) for \( n = 1, 2, 3, \ldots \) such that

\[\beta_n(X): F^A_{v(n)}(X, Y) \to F^A_{v(n+1)}(X, Y)\]

is a strict isomorphism of formal \( A \)-modules

\[\beta_n(X) \equiv X \mod (m_R^n)\]

\[v(1) = w, \quad v_i(n + 1) \equiv v_i(n) \mod m_R^n \quad \text{for} \quad i = 1, \ldots, h, \ldots\]

\[v_i(n) \equiv \bar{v}_i \mod m_R^n \quad \text{for} \quad i = h + 1, h + 2, \ldots\]

First assume that \( h > 1 \) or that \( A \) is ramified or that \( q > p \). Suppose we have already found \( v_i(n) \) (and \( \beta_{n-1}(X) \)). Define elements \( t_i(n) \) with induction with respect to \( i \) by means of the formula

\[t_i(n) = v_i(n)^{-q^i}(v_{i+h}(n) - \bar{v}_{i+h} - t_1(n)v_{i+h-1}(n)^q - \cdots - t_{i-1}(n)v_{h+1}(n)^{q^{i-1}}\]

(note that this is well defined because \( v_i(n) \equiv \bar{v}_h \mod (m_R^n) \) so that \( v_i(n) \) is a unit of \( \mathcal{R} \) because \( \bar{v}_h \) is). Induction with respect to \( i \) gives us that

\[t_i(n) \in m_R^n, \quad i = 1, 2, \ldots\]

Now let \( t(n) = (t_1(n), t_2(n), \ldots) \) and let

\[\beta_n(X) = \alpha_{v(n), t(n)}(X), \quad v_i(n + 1) = \bar{V}_i(v(n), t(n))\]

where the \( \bar{V}_i \) are the unique polynomials in \( V_1, \ldots, V_i; T_1, \ldots, T_i \), such that \( F^A_{\delta_{(0)}}(X, Y) \). Then \( \beta_n(X): F^A_{v(n)}(X, Y) \to F^A_{v(n+1)}(X, Y) \) is a strict isomorphism and because \( \alpha_{V_i,T}(X) \equiv X \mod (T_1, T_2, \ldots) \), we have that \( \beta_n(X) \equiv X \mod m_R^n \). This takes care of (22.4.5) and (22.4.6).

Now according to (22.3.7) and (22.3.8) we have modulo \( I \) (where \( I \) is the ideal generated by all elements \( T_i T_j, i, j \in \mathbb{N}, \pi T_i, i \in \mathbb{N} \)) that

\[\bar{V}_{i+h} \equiv V_{i+h} - T_1 V_{i+h-1} - \cdots - T_{i+h-1} V_1^{q^{i+h-1}} + V_1(\sum T_i C_i)\]
where $V_1(T_i C_i) \equiv 0 \mod I$ unless $q = p$ and $pA = \pi A$. Because $v_i(n) \in m^*_R$ for $i = 1, \ldots, h - 1$, and $t_i(n) \in m^*_R$, $\pi \in m_R$ and (22.4.8) this means that

\[ v_i(n + 1) \equiv \tilde{v}_i \mod (m^*_R)^{i+1} \quad \text{for} \quad i = h + 1, h + 2, \ldots \]

In case $h = 1$, $q = p$, $A$ unramified one proceeds similarly except that the formula for $t_i(n)$ now becomes

\[
(22.4.9) \quad t_i(n) = v_i(n)^{-p'}(v_{i+1}(n) - \tilde{v}_{i+1} - t_i(n)v_i(n) + \cdots
- t_i(n)v_i(n)^{p' - 1})
+ v_i(n)^{-p'\sum} (1)v_i(n)^{(p' - 1)^{r' + \cdots + p' + 1 - 1}}v_i^{p' - 1}
\times v_i^{p' - 1}_{i+1} - \ldots - s_i(n)(-t_jv^p(n))
\]

reflecting the fact that now formula (22.3.7) is appropriate instead of (22.3.8).

Now consider the composed isomorphisms

\[
F(X, Y) = F^*_w(X, Y) \rightarrow F^*_w(2)(X, Y) \rightarrow \cdots \rightarrow F^*_w(\infty)(X, Y)
\]

Because of (22.4.6) and the completeness of $R$, these converge to an isomorphism

\[
F(X, Y) \rightarrow F^*_w(\infty)(X, Y)
\]

and because of (22.4.7) we have that

\[
v_i(\infty) \equiv \tilde{v}_i \mod m^*_R, \quad i = h + 1, h + 2, \ldots
\]

for all $n \in \mathbb{N}$ so that we have that $v_i(\infty) = \tilde{v}_i$ because $\bigcap_n m^*_R = \{0\}$. This proves that every formal $A$-module $F(X, Y)$ over $R$ is strictly $\ast$-isomorphic to a formal $A$-module of the form $F^*_w(s)(X, Y)$ for certain $s = (s_1, \ldots, s_h)$, $s_j \in m^*_R$.

Thus to finish the proof of part (i) of the theorem it remains to prove only that two formal $A$-modules $F^*_w(s)(X, Y)$ and $F^*_w(t)(X, Y)$ are strictly $\ast$-isomorphic if and only if they are equal. So suppose that $F^*_w(s)(X, Y)$ and $F^*_w(t)(X, Y)$ are strictly $\ast$-isomorphic. By the universality of the isomorphism $\alpha^*_w(T)(X)$ this means that there are $t_1, t_2, \ldots, \in R$ such that this isomorphism is equal to $\alpha^*_w(t)(X)$.

Now $\alpha^*_w(T)(X) \equiv X - T_1T_2 \cdots \mod (T_1, \ldots, T_{n-1}; \text{degree } q^n + 1)$. So since $\alpha^*_w(t)(X)$ is a $\ast$-isomorphism, we must have $t_i \in m^*_R$ for all $i \in \mathbb{N}$. Suppose that $\alpha^*_w(t)(X) \neq X$ and let $n, r \in \mathbb{N}$ be such that

\[
t_i \in m^*_R \quad \text{if} \quad i = 1, \ldots, n - 1
\]

\[
t_n \in m^*_R \setminus m^*_R, \quad t_i \in m^*_R \quad \text{if} \quad i = n + 1, n + 2, \ldots
\]

We have that $\tilde{v}_{n+h} = \tilde{V}_{n+h}(\tilde{v}(s), t)$ for all $n \in \mathbb{N}$. However, formula (22.3.7) or (22.3.8) combined with (22.4.10) gives that

\[
\tilde{V}_{n+h}(\tilde{v}(s), t) \equiv \tilde{v}_{n+h} - t_nv^r \mod (m^*_R)^{n+1}
\]
which is a contradiction, so that indeed $\alpha_{\theta_{(s),i}}(X) = X$. This proves the first part of the theorem.

To prove the second part of the theorem we need to use more general isomorphisms than the strict isomorphisms $\alpha_{\theta, i}(X)$. The isomorphism $\gamma(X) = (1 + T_0)^{-1}(X)$ applied to $F_{A \gamma, \tau}(X, Y) = F_A^\delta(X, Y)$ changes $F_A^\delta(X, Y)$ to an $A$-typical formal group law $F_A^\delta(X, Y)$ with

$$\nu_n = (1 + T_0)^{n-1}\nu_n$$

as the logarithm of $(1 + T_0)^{-1}F_{\nu}((1 + T_0)X, (1 + T_0)Y)$ is

$$(1 + T_0)^{-1}f_{\nu}((1 + T_0)X)).$$

Now let $I_0$ be the ideal generated by all the elements $T_i T_j, i, j = 0, 1, 2, \ldots$, and $I_1$ the ideal generated by all the $\pi T_i, i = 0, 1, 2, \ldots$, and the ideal $J_0$. Then using (22.3.7) and (22.3.8) we find modulo $I_0$, respectively,

$$\nu_n = (1 - T_0)\nu_n - T_1 \nu_{n-1}^p - \cdots - T_{n-1}^p \nu_1^{p^{n-1}}$$
$$+ \sum (-1)^{i} \nu_1^{(p-1)-1(p^{p+1}+\cdots+p^{i-1})} \nu_{n-s_1}^{p^{s_1}-1} \cdots$$
$$\times \nu_{n-s_1-\cdots-s_i}^p (-T_i \nu_j^n)$$

(22.4.13) $\nu_n = (1 - T_0)\nu_n - T_1 \nu_{n-1}^q - T_2 \nu_{n-2}^q - \cdots - T_{n-1} \nu_1^{q^{n-1}}$

Of course, for all this to make sense we must be working over a ring with $T_0$ in it and moreover such that $(1 + T_0)^{-1}$ exists. All the above can, e.g., be considered to be taking place over $A[\llbracket T_0, V ; T \rrbracket]$.

The proof of the second part of the theorem now proceeds exactly as the proof of the first part; i.e., we construct sequences of elements $\hat{\nu}(n) = (\hat{\nu}_1(n), \hat{\nu}_2(n), \ldots)$ for all $n \in \mathbb{N}$, $\hat{\nu}(1) = w$, $\hat{\nu}_i(n + 1) = \hat{\nu}_i(\hat{\nu}_i(n), \hat{\nu}(n))$ where now $\hat{\nu}(n) = (\hat{\nu}_0(n), \hat{\nu}_1(n), \ldots)$ and power series $\hat{\beta}(X) = (1 + \hat{\nu}_n(0))^{-1}\alpha_{\theta_{(n),i}}(X)$ where $\hat{\nu}(n) = (\hat{\nu}_1(n), \hat{\nu}_2(n), \ldots)$ is such that

$$\hat{\beta}_n(X) : F_{A \theta_{(n),i}}(X, Y) \to F_{A \theta_{(n+1)}}(X, Y)$$

is an isomorphism of formal $A$-modules

$$\hat{\beta}_n(X) \equiv X \mod(\nu_n^k)$$
$$\hat{\nu}_i(n) \equiv \hat{\nu}_i \mod(\nu_i^k) \quad \text{for} \quad i = h, h+1, h+2$$
$$\hat{\nu}_i(n) \equiv \hat{\nu}_i(n+1) \mod(\nu_i^k) \quad \text{for} \quad i = 1, 2, \ldots$$

(Note the two changes with respect to (22.4.5)–(22.4.7).) The relevant formulas for the $\hat{\nu}_i(n)$ are

$$\hat{\nu}_i(n) = \hat{\nu}_i(n)^{-1}(\hat{\nu}_h(n) - \hat{\nu}_h(n)) \quad \text{and} \quad \hat{\nu}_i(n) = \hat{\nu}_i(n) - \hat{\nu}_0(n)\hat{\nu}_h(n)$$

for $i = 1, 2, 3, \ldots$, where $\hat{\nu}_i(n)$ is as in (22.4.8) or (22.4.9) (depending on whether $q = p = \pi$ and $h = 1$ or not. The remainder of the proof is as before and the task of filling in the last details is left to the reader (if he wishes to do so).
Now consider the special case $A = \mathbb{Z}_{(p)}$. Every formal group law over a local ring $R$ with residue field of characteristic $p$ has exactly one formal $A$-module structure. So the theorem applies in particular to this case. Suppose therefore that $R$ is any complete Hausdorff local ring with residue field $k_R$ of characteristic $p$ and let $\Phi(X, Y)$ be a formal group law over $k_R$ of height $h$. Then \{lifts\}/(*-isomorphism) $\simeq n_R^{h-1}$ and \{lifts\}/(strict *-isomorphism) $\simeq n_R^{h}$.

More precisely, we have

**Theorem** Let $R$ be a complete Hausdorff local ring with residue field $k_R$ of characteristic $p > 0$. Let $\Phi(X, Y)$ be a $p$-typical formal group law over $k_R$ and of height $h$ and let $v_1 = \cdots = v_{h-1} = 0$, $v_h \neq 0$, $v_{h+1}$, $v_{h+2}$, \ldots be such that $\Phi(X, Y) = F_{\nu}(X, Y)$ and let $\tilde{v}_i \in R$, $i = h, h + 1, \ldots$, be a lift of $v_i$. Then we have:

(i) For every lift $F(X, Y)$ over $F$ of $\Phi(X, Y)$, there is a unique $h$-tuple of elements $(s_1, \ldots, s_h)$, $s_i \in n_R$, such that $F(X, Y)$ is strictly *-isomorphic to the formal group law $F_{\tilde{v}(s)}(X, Y)$ (which is of course also a lift of $\Phi(X, Y)$) where $\tilde{v}(s) = (s_1, \ldots, s_{h-1}, \tilde{v}_h + s_h, \tilde{v}_{h+1}, \tilde{v}_{h+2}, \ldots)$.

(ii) For every lift $F(X, Y)$ over $R$ of $\Phi(X, Y)$, there is a unique $(h - 1)$-tuple of elements $(s_1, \ldots, s_{h-1})$, $s_i \in n_R$, such that $F(X, Y)$ is *-isomorphic to the formal group law $F_{\tilde{v}_{\mu_0}(s)}(X, Y)$ (which is of course also a lift of $\Phi(X, Y)$) where $\tilde{v}_{\mu_0}(s) = (s_1, \ldots, s_{h-1}, \tilde{v}_h, \tilde{v}_{h+1}, \ldots)$.

### 23 Rings of Endomorphisms of Formal Group Laws

All formal group laws and formal $A$ modules in this section are one dimensional.

#### 23.1 On the endomorphism rings of one dimensional formal group laws over finite fields

**Lemma** Let $k$ be a field of characteristic $p > 0$ and let $k_{sc}$ be a separable closure of $k$. Let $G(X, Y)$ be a one dimensional formal group law over $k$ of height $h$.

We recall that $\text{End}_{k_{sc}}(G(X, Y))$ is isomorphic to the maximal order $E_h$ in the central division algebra $D_h$ of invariant $h^{-1}$ and rank $h^2$ over $Q_p$ (cf. Corollary (20.2.14)).

**Lemma** Let $k$ be a finite field of $q$ elements, let $G(X, Y)$ be a formal group law over $k$ and let $\zeta_{G}(X) \equiv X^q$ be the "Frobenius" endomorphism of $G(X, Y)$. Then $\text{End}_{k}(G(X, Y)$ consists of those elements of $\text{End}_{k_{sc}}(G(X, Y))$ that commute with $\zeta_{G}$.

**Proof** If $\alpha(X) \in k_{sc}[X]$, then $\alpha(X)^q = \alpha(X^q)$ if and only if all coefficients of $\alpha(X)$ are in $F_q = k$. 
§ (23.1.3) This result can be used to say something about \( \text{End}_k(G(X, Y)) \). Indeed, according to the intermezzo on division algebras (20.2.16), we know that the set of all elements of \( D_n \) commuting with \( \xi_c \) is a central division algebra over \( Q_p(\xi_c) \) of rank \( h^2/m^2 \) where \( m = [Q_p(\xi_c): Q_p] \). According to the second intermezzo on division algebras (23.1.4) below, we know in addition that the invariant of \( \text{End}_k(G(X, Y)) \otimes_{\mathbb{Z}_p} Q_p \) is \( m/h \) and that \( \text{End}_k(G(X, Y)) \) is the ring of integers in \( \text{End}_k(G(X, Y)) \otimes_{\mathbb{Z}_p} Q_p \).

§ (23.1.4) **Second intermezzo on division algebras** We use the notations of (20.2.16) where \( K \) is a finite extension of \( Q_p \). Let \( D \) be a central division algebra over \( K \) and let \( L \) be a commutative subfield of \( D \) and \( D_L \) the commutant of \( L \). Let \( m = [L: K] \) and let \( i \) be the invariant of \( D \) over \( K \). Then we have

\[
\text{inv}_L(D_L) = mi
\]

where, of course, the number \( mi \) must be interpreted modulo 1.

There is a unique valuation \( v_D \) on \( D \) that extends the valuation on \( k \). The restriction of \( v_D \) to \( L \) gives a valuation on \( L \) that is (by uniqueness of extension of valuations for local fields) the valuation of the local field \( L \) (up to multiplication by a constant). Hence \( v_D \) restricts on \( D_L \) to \( v_{D_L} \), up to multiplication by a constant. It follows that the integers of \( D_L \) are precisely those elements of \( A_D \), the integers of \( D \), that commute with \( L \).

For later purposes we need one more result on central division algebras:

**Embedding theorem** Let \( D \) be central division algebra of rank \( n^2 \) over a finite extension \( K \) of \( Q_p \). Then every commutative field extension \( L/K \) of degree \( n \) can be embedded as a (maximal) commutative subfield of \( D \). For a proof, see, e.g., [73, Appendix to Chapter VI]; cf. also (23.1.7) below for a proof in case the invariant of \( D \) is \( n^{-1} \) (which is the only case that will be used below).

§ (23.1.5) **Notation** Let \( F(X, Y) \) be a formal \( A \)-module over an \( A \)-algebra \( B \). Then for every \( B \)-algebra \( C \) we shall use \( A-\text{End}_C(F(X, Y)) \) to denote the ring of \( A \)-module endomorphisms of \( F(X, Y) \) over \( C \) (more properly of \( \phi_* F(X, Y) \) over \( C \) where \( \phi: B \to C \) is the \( B \)-algebra structural homomorphism of \( C \)).

§ (23.1.6) **Proposition** Let \( A \) be the ring of integers of a finite extension \( K \) of \( Q_p \) or \( F_p((x)) \) and let \( k \) be the residue field of \( A \). Let \( F(X, Y) \) be a formal \( A \)-module over some finite extension \( l \) of \( k \) of height \( h < \infty \). Let \( k_{sc} \) be the algebraic closure of \( k \). Then \( A-\text{End}_{k_{sc}}(F(X, Y)) \) is the ring of integers of a central division algebra over \( K \) of rank \( h^2 \) and invariant \( h^{-1} \).

**Proof** This follows from Proposition (21.8.17) combined with (21.9.1). In case \( A \) is of characteristic zero, one can also argue as follows. Let \( m = [K: Q_p] \), then as a formal group law over \( k_{sc} \) we have that \( F(X, Y) \) has height \( mh \), so that \( \text{End}_{k_{sc}}(F(X, Y)) \) is the ring of integers of a central division algebra of rank \( m^2h^2 \) and invariant \( m^{-1}h^{-1} \) over \( Q_p \). Now \( A-\text{End}_{k_{sc}}(F(X, Y)) \)
consists of all elements of \( \text{End}_{k_{ac}}(F(X, Y)) \) that commute with the \( \rho_F(a) \). Now \( a \mapsto \rho_F(a) \) defines an injection \( A \to \text{End}_{k_{ac}}(F(X, Y)) \) (cf. (21.8.19)), so that \( A \cdot \text{End}_{k_{ac}}(F(X, Y)) \) is the ring of integers of the commutant of \( A \otimes Q_p = K \) in \( \text{End}_{k_{ac}}(F(X, Y)) \otimes Q_p \). Now apply (23.1.4).

\[ (23.1.7) \] Proof of the embedding theorem in a special case  Incidentally, here is a quick and amusing "formal group" proof of the embedding theorem of (23.1.4) in case the invariant of \( D \) is \( n^{-1} \). Let \([L : K] = n\). Let \( \pi_L \) be a uniformizing element of \( L \) and let \( F(X, Y) \) over \( A(L) \) be the formal group law with logarithm

\[ f(X) = X + \pi_L^{-1} f(X^{q'}) \]

where \( q' \) is the number of elements of the residue field of \( L \). Then \( F(X, Y) \) is a formal \( A(L) \)-module of \( A(L) \)-height 1, and it can also be considered as a formal \( A(K) \)-module of \( A(K) \)-height \( n \). It follows that \( A(K) \cdot \text{End}_{k_{ac}}(F(X, Y)) \otimes Q_p \) is the central division algebra \( D_n(K) \) of rank \( n^2 \) and invariant \( n^{-1} \) over \( K \); cf. Proposition (23.1.6). Now \( a \mapsto [a]_{k_{ac}}(X) \) embeds \( A(L) \) into

\[ A(K) \cdot \text{End}_{A(L)}(F(X, Y)) \]

so that by (21.8.18) we find an embedding

\[ A(L) \to A(K) \cdot \text{End}_{l}(\bar{F}(X, Y)) \]

Tensoring with \( Q_p \) now gives the desired embedding \( L \to D_n(K) \). The same argument works for \( L \) and \( K \) finite extensions of \( \mathbb{F}_p((x)) \).

23.2 On the rings of endomorphisms of (one dimensional commutative) formal group laws over a \( p \)-adic integer ring

\[ (23.2.1) \] In this subsection \( R \) or \( B \) is the ring of integers of some finite extension \( L \) of \( \mathbb{Q}_p \), and \( F(X, Y) \) is a formal group law over \( B \). Recall that the reduction homomorphism \( \text{End}_B(F(X, Y)) \to \text{End}_l(\overline{F}(X, Y)) \) is injective if \( F(X, Y) \) is of finite height (here \( l \) is the residue field of \( B \) and \( \overline{F}(X, Y) \) the reduction of \( F(X, Y) \)). Our first results exploit this injectivity of the reduction map. Later in this subsection \( F(X, Y) \) will be a formal \( A \)-module where \( A \) is the ring of integers of some subextension \( K, \mathbb{Q}_p \subset K \subset L \).

We use \( B_{nr} \) to denote the ring of integers of the maximal unramified extension \( L_{nr} \) of \( L \) and \( \hat{B}_{nr} \) is the ring of integers of the completion \( \hat{L}_{nr} \).

As usual \( q \) is the number of elements of the residue field of \( A \) and \( \pi \) or \( \pi_K \) is a uniformizing element of \( K \).

\[ (23.2.2) \] Proposition Let \( F(X, Y) \) be a formal group law of height \( h \) over \( R \), let \( S \) be the ring of integers of a finite totally ramified extension of \( L \) and let \( \alpha(X) \) be an endomorphism of \( F(X, Y) \) over \( S \). Then \( \alpha(X) \in R[[X]] \), so that \( \alpha(X) \) is in fact an endomorphism over \( R \).
Proof Let \( k \) be the residue field of \( S \) (and of \( R \)). Because \( S \) is totally ramified, we know that \( S \otimes_R S \) is also a local ring with residue field \( k \). Let \( \phi_1, \phi_2 : S \to S \otimes_R S \) be the ring homomorphisms \( s \mapsto 1 \otimes s \) and \( s \mapsto s \otimes 1 \). We claim that

\[
\text{End}_R(F(X, Y)) = \{ \alpha \in \text{End}_S(F(X, Y)) \mid (\phi_1)_* \alpha(X) = (\phi_2)_* \alpha(X) \}
\]

To see this first observe that

\[
R = \{ s \in S \mid \phi_1(s) = \phi_2(s) \}
\]

Indeed, since \( S \) is free over \( R \) with basis, say, \( x_1, \ldots, x_n, x_1 = 1 \), we know that a basis for \( S \otimes_R S \) over \( R \) is \( \{ x_i \otimes x_j, i, j = 1, \ldots, n \} \), and (23.2.4) follows. Now (23.2.3) is a formal consequence of (23.2.4) because \( R \to \text{End}_R(F(X, Y)) \) is a representable functor. In more detail: there is an \( R \)-algebra \( E_F \) such that \( \mathbf{R-Alg}(E_F, B) = \text{End}_B(F(X, Y)) \) for all \( R \)-algebras \( B \). Indeed, let \( \tilde{E}_F \) be the \( R \)-algebra \( \tilde{E}_F = R[c_1, c_2, \ldots] \), where the \( c_i \) are indeterminates. Let \( c(X) = c_1 X + c_2 X^2 + \cdots \) and consider

\[
F(c(X), c(Y)) - c(F(X, Y)) = \sum_{i,j=1}^{\infty} d_{i,j} X^i Y^j
\]

Let \( I \) be the ideal of \( \tilde{E}_F \) generated by the \( d_{i,j} \) and set \( E_F = \tilde{E}_F / I \). Under the obvious identification \( \mathbf{R-Alg}(E_F, S) \cong \text{End}_S(F(X, Y)) \) and the \( R \)-endomorphisms of \( F(X, Y) \) correspond to \( \mathbf{R-Alg}(E_F, R) \), which is the subset of \( \mathbf{R-Alg}(E_F, S) \) of homomorphisms \( E_F \to S \) whose image is in \( R \). Formul (23.2.3) now follows directly from (23.2.4).

Now both the diagrams

\[
\text{End}_S(F(X, Y)) \xrightarrow{(\phi_i)_*} \text{End}_S(\otimes_R S)(F(X, Y)) \\
\downarrow \quad \downarrow \\
\text{End}_k(F(X, Y)) = \text{End}_k(F(X, Y))
\]

\( i = 1, 2 \), commute. (Here the vertical arrows are reduction homomorphisms. Moreover, the right vertical arrow is injective by (18.3.11). It follows that \( (\phi_1)_* \alpha(X) = (\phi_2)_* \alpha(X) \) for all \( \alpha(X) \in \text{End}_S(F(X, Y)) \), so by (23.2.5) \( \text{End}_R(F(X, Y)) = \text{End}_S(F(X, Y)) \).

\( \textbf{(23.2.5)} \) As before we use \( J \) (or \( J_F \)) to denote the map that assigns to homomorphism \( \alpha(X) : F(X, Y) \to G(X, Y) \) over \( B \) the first coefficient of \( \alpha(X) \) i.e., the Jacobian "matrix" \( \alpha(X) \). We recall from (18.3.12) that

\[
J : \text{Hom}_B(F(X, Y), G(X, Y)) \to B
\]

is an injective continuous map with closed image. We shall usually identify \( \text{Hom}_B(F(X, Y), G(X, Y)) \) with this image. Also recall that the three natural topologies on \( \text{Hom}_B(F(X, Y), G(X, Y)) \), viz
(i) the topology induced via the embedding $J$,
(ii) the topology induced by the height filtration on $\text{Hom}_B(F(X, Y), G(X, Y))$, and
(iii) the topology defined by the (open) subgroups $[p^n]_c \text{Hom}_B(F(X, Y), G(X, Y))$.

all agree if $F(X, Y)$ and $G(X, Y)$ are of finite height and that $\text{Hom}_B(F(X, Y), G(X, Y))$ is complete in these topologies.

(23.2.6) **Proposition** Let $F(X, Y)$ be of finite height $h$, then $\text{End}_B(F(X, Y))$ is a commutative order over $\mathbb{Z}_p$ whose quotient field $\text{End}_B(F(X, Y)) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p$ has degree a divisor of $h$ over $\mathbb{Q}_p$.

**Proof** The reduction homomorphism gives us an embedding $\text{End}_B(F(X, Y)) \rightarrow \text{End}_{\mathbb{Z}_p}(\widetilde{F}(X, Y))$. Tensoring with $\mathbb{Q}_p$ over $\mathbb{Z}_p$ (cf. 18.3), we obtain an embedding $\text{End}_B(F(X, Y)) \otimes_{\mathbb{Z}_p} \mathbb{Q}_p \rightarrow D_h$ where $D_h$ is the division algebra over $\mathbb{Q}_p$ of rank $h^2$ and invariant $h^{-1}$ (cf. (20.2.14)). Now $\text{End}_B(F(X, Y))$ is commutative (because $J$ is injective) and the proposition follows since a commutative subfield of $D_h$ has degree a divisor of $h$ (cf. the intermezzo on division algebras (20.2.16)).

(23.2.7) **Corollary** (of Proposition (23.2.2) and Proposition (23.2.6)) Let $B_h$ be the ring of integers of the unramified extension of degree $h$ of $B$ and then let $C$ be the ring of integers of any algebraic extension of $B_h \otimes_{\mathbb{Z}_p} \mathbb{Q}_p$. Then $\text{End}_C(F(X, Y)) = \text{End}_{B_h}(F(X, Y))$.

(23.2.8) Let $\text{END}(F(X, Y))$, the absolute endomorphism ring of $F(X, Y)$, be the ring of all endomorphisms $\alpha(X)$ of $F(X, Y)$ with $\alpha(X) \in C[X]$ where $C$ is the ring of integers of some algebraic extension of $L$. (Note that $C$ may vary with $\alpha(X)$ (at least a priori).) Corollary (23.2.7) then says that $\text{END}(F(X, Y)) = \text{END}_{B_h}(F(X, Y))$.

Using Proposition (23.1.6) instead of (20.2.14), we find the formal $A$-module version of this result:

(23.2.9) **Proposition** Let $F(X, Y)$ be a formal $A$-module over $B$ of formal $A$-module height $h$ and let $B_h$ be the ring of integers of the unramified extension of degree $h$ of $L$. Then $\text{End}_{B_h}(F(X, Y)) = \text{END}(F(X, Y))$. (Recall that every endomorphism of $F(X, Y)$ over $B$ (or an extension of $B$) is automatically a formal $A$-module endomorphism since $B$ is of characteristic zero.)

(23.2.10) We have seen that $\text{END}(F(X, Y))$ is an order in some finite extension of $L$. The question arises whether this is perhaps, on occasion, the maximal order; i.e., the question is whether $\text{END}(F(X, Y))$ is (sometimes) integrally closed.

(23.2.11) **Lemma** Let $L$ be unramified over $K$ and let $F(X, Y)$ be a formal $A$-module of height $h$ defined over $B$ and let $u$ be an element in a ring of integers
C of some unramified extension of $L$. Write $[u]_F(X) = f^{-1}(uf(X)) = \sum_{i=1}^{\infty} u_i X^i$ and assume that $[u]_F(X) \notin C[[X]]$. Let $n \in \mathbb{N}$ be the smallest natural number such that $u_n \notin C$. Then $n \geq q^h$ and we have $\pi^{r+1}u_{n+r} \in C$ for all $r \in \mathbb{N} \cup \{0\}$.

**Proof** We can assume that $F(X, Y)$ is A-typical. Hence $F^{\lambda}_v(X, Y) = F(X, Y)$ for suitable $v = (v_1, v_2, \ldots)$, $v_i \in B$; and since A-height $(F(X, Y)) = h$, we know that $v_i \in \mathfrak{m}(B)$ for $i = 1, \ldots, h - 1$ and $v_h \in B^*$. Because $L/K$ is unramified, it follows that the logarithm $f(X)$ of $F(X, Y)$ satisfies

$$f(X) \in B[X] \mod(\text{degree } q^h)$$

(cf. also Lemma (23.2.15) below). This proves that $n \geq q^h$. Now we have

$$[u]_F(X) \circ [\pi]_F(X) = [\pi]_F(X) \circ [u]_F(X)$$

where $[\pi]_F(X) = \rho_F(\pi) = f^{-1}(\pi f(X))$. Looking at the coefficient of $X^n$ in (23.2.12), we have

$$u_n(\pi X)^n \equiv u_nX^n \mod C$$

proving that $u_n(\pi X) \in C$. More generally, assuming that we have proved that $\pi^{n+j}u_{n+j} \in C$ for $j = 0, 1, \ldots, r - 1$, consider the coefficient of $X^{n+r}$ in (23.2.12). We have $\mod(\pi^{-r}C, \text{degree } n + r + 1)$

$$[\pi]_F([u]_F(X))$$

$$\equiv \pi u_{n+r}X^{n+r} + [\pi]_F(uX + \cdots + u_{n-1}X^{n-1} + u_nX^n + \cdots + u_{n+r-1}X^{n+r-1})$$

$$\equiv \pi u_{n+r}X^{n+r}$$

and on the other hand

$$[u]_F(X) \circ [\pi]_F(X) = u[\pi]_F(X) + u_2([\pi]_F(X))^2 + \cdots \equiv u_{n+r}(\pi X)^{n+r}$$

so that we find

$$\pi u_{n+r} \equiv \pi^{n+r}u_{n+r} \mod(\pi^{-r}C)$$

proving that $\pi^{r+1}u_{n+r} \in C$.

**Proposition** Let $L/K$ be unramified and let $F(X, Y)$ be a formal $A$-module of finite $A$-height $h$ over $B$. Then $\text{END}(F(X, Y))$ is integrally closed in its field of fractions.

**Proof** We know that $\text{END}(F(X, Y)) = \text{End}_{B_h}(X, Y)$. We identify $\text{END}(F(X, Y))$ with its image $R \subset B_h$ under $\lambda$. Now $R$ is a local ring with maximal ideal $\pi B_h \cap R$. So to show that $R$ is a discrete valuation ring and hence integrally closed it suffices to show that $\pi B_h \cap R = \pi R$. In other words it suffices to show that if $c \in B_h$, $c \notin R$, then also $\pi c \notin R$.

By Lemma (23.2.15) below we can assume that $F(X, Y) = F^\lambda_v(X, Y)$ with $v_1 = \cdots = v_{h-1} = 0$. 


Then

\[ f_c(X) \equiv X + \pi^{-1}v_h X^{q^h} \mod (\text{degree } q^h + 1) \]
\[ [\pi]_F(X) \equiv \pi X + v_h (1 - \pi^{q^h-1}) X^{q^h} \mod (\text{degree } q^h + 1) \]

Write

\[ [\pi]_F(X) = \pi X + u X^{q^h} + u_2 X^{q^h+1} + \ldots, \quad u \in B_h^*, \quad u_2, u_3, \ldots, \in B_h \]

Let \([c]_F(X) = \sum c_i X^i\) and let \(n \in \mathbb{N}\) be the smallest natural number such that \(c_n \notin B_h\). We consider the coefficient of \(X^{nq^h}\) in \([c\pi]_F(X) = [c]_F(X) \circ [\pi]_F(X)\).

Now the coefficient of \(X^{nq^h}\) in

\[ (23.2.14) \quad c_{n+r}(\pi X + u X^{q^h} + u_2 X^{q^h+1} + u_3 X^{q^h+2} + \ldots)^n + r \]

is of the form

\[ \sum \left( \binom{n + r}{i_0, \ldots, i_k} \pi^{i_0} u_1^{i_1} u_2^{i_2} u_3^{i_3} \ldots u_k^{i_k} \right) \]

where the \(i_0, \ldots, i_k \in \mathbb{N} \cup \{0\}\) must be such that \(i_0 + i_1 + \cdots + i_k = n + r\) and \(i_0 + q^h i_1 + \cdots + (q^h + k - 1) i_k = nq^h\). This gives \(i_0 \geq q^{-h}(q^r + n + r - i_1)\).

Now \(i_1 \leq n + r\) and \(i_1 = n + r\) is possible only if \(r = 0\); using Lemma (23.2.11), it follows that the coefficient of \(X^{nq^h}\) in (23.2.14) is integral except in the case that \(r = 0\); then we have that the coefficient of \(X^{nq^h}\) in (23.2.14) is \(c_n u^n \mod 1\) which is not in \(B_h\) because \(u\) is a unit and \(c_n \notin B_h\). Further, \(c_i([\pi]_F(X)) \equiv 0 \mod 1\) for \(i = 1, \ldots, n - 1\) because \(c_i \in B_h\) for these \(i\). It follows that \([\pi c]_F(X) \notin B_h[X]\), which concludes the proof of the proposition.

**Lemma** Let \(F(X, Y)\) be a formal \(A\)-module of \(A\)-height \(h\) over \(B\) and let \(L/K\) be unramified. Then \(F(X, Y)\) is strictly isomorphic to a formal \(A\)-module of the form \(F^A_v(X, Y)\) with \(v_1 = \cdots = v_{h-1} = 0\).

**Proof** \(F(X, Y)\) is strictly isomorphic to an \(A\)-typical formal \(A\)-module \(F^A_v(X, Y)\) with \(v = (v_1, v_2, \ldots)\), \(v_i \in B\). Because \(A\)-height \((F^A_v(X, Y)) = h\) and \(L/K\) is unramified, we know that \(v_i \in \pi B\) for \(i = 1, \ldots, h - 1\). If \(h > 1\), take \(t_1 = -\pi^{-1} v_1 \in B\), \(t_i = 0\) for \(i \geq 2\). Let \(\hat{v}_i = \hat{\pi}(v, t)\), then we have \(F^A_v(X, Y)\) strictly isomorphic to \(F^A_{\hat{v}}(X, Y)\) and \(\hat{v}_i = \pi B\) for \(i = 1, \ldots, h - 1\). Suppose we have \(F^A_{\hat{w}}(X, Y)\) of \(A\)-height \(h\) and \(w_1 = \cdots = w_i = 0\), \(i < h - 1\), \(w_{i+1}, \ldots, w_{h-1} \in \pi B\). Take \(t_i = -\pi^{-1} w_i = 0\), \(t_j = 0\) for \(j \neq i\), and \(\hat{w}_i = \hat{\pi}(w, t)\). Then we find a strictly isomorphic formal \(A\)-module \(F(X, Y)\) with \(\hat{w}_j = 0\) for \(j = 1, \ldots, i + 1\) because \(V_j \equiv V_j + \pi T_j \mod (V_1, V_2, \ldots, V_{j-1})\). By induction this concludes the proof.

**Proposition** Let \(A\) be the ring of integers of a finite extension \(K\) of \(Q_p\), let \(L/K\) be unramified and \(B\) be the ring of integers of \(L\). Let \([L : K] = n\). Then for every \(r \in \mathbb{N}\), there exists a formal \(A\)-module \(F(X, Y)\) over \(A\) such that \(A\)-height \((F(X, Y)) = rn\), END\((F(X, Y)) = B\).
Proof  Let $\pi$ be a uniformizing element of $A$. Then $\pi$ is also a uniformizing
element of $B$. Now consider $F^B_\pi(X, Y)$, using this particular $\pi$ for its construction.
Take $v_i = 1 = v_{r+1}$, $v_i = 0$ for $i \neq r, r + 1$. Then $F^B_\pi(X, Y)$ is a formal
$B$-module with all its coefficients in $A$, so it is also a formal $A$-module over $A$.
Now $\text{END}(F^B_\pi(X, Y))$ is integrally closed (Proposition (23.2.13)), so it is the
ring of integers $C$ in some extension $M$ of $L$. So $F^B_\pi(X, Y)$ is also a formal
$C$-module. Let $m$ be the residue field of $C$. Then if $C \neq B$ (cf. Proposition
(23.2.9)) $[m : l] > 1$. Let $# l = q^t$, $# m = q^t$, $t > s$. But $f^C_\pi(X)$ is a sum of terms
of the form $c_i X^{q^t}$, which $f^B_\pi(X)$ is not since it involves both $X^{q^{s+1}}$ and $X^{q^{s+2}}$;
a contradiction. Therefore $C = B$.

(23.2.17) Remark  Later in Chapter VI, Section 35.5, we shall also see how
to construct formal group laws with pregiven $\text{END}$ which is not an integrally
closed order in some ring of integers. That construction uses the so-called Tate
module of a formal group law.

23.3 On the classification of formal group laws
with many endomorphisms

(23.3.1) Proposition  Let $A$ be the ring of integers of a finite extension of
$\mathbb{Q}_p$ and let $B$ be an $A$-algebra that is a characteristic zero complete discrete
valuation ring with algebraically closed residue field and such that $A \to B$ takes
$\pi A$ into the maximal ideal of $B$. Let $F(X, Y)$ and $G(X, Y)$ be two formal
$A$-modules over $B$ such that:

(i) $\bar{F}(X, Y)$ and $\bar{G}(X, Y)$ have the same height (or $A$-height).
(ii) $J(\text{END}(F(X, Y))) = J(\text{END}(G(X, Y)))$, and this ring is integrally
closed.
(iii) $J(\text{END}(F(X, Y))) \otimes \mathbb{Q}_p$ is of dimension $A$-ht$(F(X, Y))$ over $K$.

Then $F(X, Y)$ and $G(X, Y)$ are isomorphic over $B$.

(23.3.2) Remark  Conditions (iii) and (ii) say that $\text{END}(F(X, Y))$ and
$\text{END}(G(X, Y))$ are both maximally large; cf. (23.2.6).

(23.3.3) Proof of Proposition (23.3.1) Let $C = J(\text{END}(F(X, Y)))$.
Then $C$ is the ring of integers of some finite extension of $K$ by (23.2.9) and
condition (ii). Further, because $B$ has no unramified extensions (the residue
field being algebraically closed), we know that $C \subset B$ (by (23.2.2)). Hence $B$ is a
$C$-algebra, and we can regard $F(X, Y)$ and $G(X, Y)$ as formal $C$-modules over
$B$. Because of (iii) we then have that $C$-ht$(F(X, Y)) = C$-ht$(G(X, Y)) = 1$. This
means that there are no formal $C$-module moduli for $F(X, Y)$ and $G(X, Y)$, so
condition (i) says that $F(X, Y)$ and $G(X, Y)$ are isomorphic over $B$; cf. (22.4.2),
(22.4.4), and Theorem (21.9.1).
24  Classification of One Dimensional
Formal Group Laws Over Finite Fields

In this section we classify (in various ways) the one dimensional formal

group laws over finite fields. Our main tool is the theory of forms, which works
over any field. To be able to say something more explicit one needs to know
quite a bit about a certain Galois cohomology group. This knowledge is
obtainable in case \( k \) is finite. All formal group laws in this section are commuta-
tive and one dimensional.

24.1  Galois cohomology and forms of formal group laws

(24.1.1) **Definitions**  Let \( \Gamma \) and \( A \) be topological groups. We say that \( A \) is a
\( \Gamma \)-group if there is a continuous map \( \Gamma \times A \to A \), \((\sigma, a) \mapsto \sigma a\) such that:

for every \( \sigma \), \( a \mapsto \sigma a \) is an automorphism of \( A \);
for all \( \sigma, \tau \in \Gamma \), \((\sigma \tau)(a) = \sigma(\tau a)\) for all \( a \in A \);
for the unit element \( e_\Gamma \) of \( \Gamma \), \( e_\Gamma a = a \) for all \( a \in A \).

A 1-cocycle of \( \Gamma \) with values in the \( \Gamma \)-group \( A \) is a continuous map \( z : \Gamma \to A \)
such that \( z(\sigma \tau) = z(\sigma) \cdot \sigma z(\tau) \) where the dot denotes the multiplication of \( A \).
The special 1-cocycle \( \sigma \mapsto e_A \) for all \( \sigma \in \Gamma \) is called the zero cocycle. Two
cocycles \( z \) and \( \tilde{z} \) are called cohomologous if there exists an element \( a \in A \) such
that \( \tilde{z}(\sigma) = a^{-1} \cdot z(\sigma) \cdot \sigma a \). Note that this is an equivalence relation. The set of
equivalence classes—also called 1-cohomology classes—is denoted \( H^1(\Gamma, A) \).
There is a distinguished element in \( H^1(\Gamma, A) \), viz. the class of the zero cocycle.
Elements of this class are called splitting cocycles. These are of the form
\( z(\sigma) = a^{-1} \sigma a \) for some \( a \in A \).

(24.1.2) **Galois groups**  In the remainder of this section \( \Gamma \) will always be a
Galois group with the Krull topology. More precisely, let \( k \) be a field, \( K \) an
algebraic normal separable extension of \( k \), and \( \Gamma = \text{Gal}(K/k) \).

Let \( \hat{K} \) be a finite extension of \( k \). The topology of \( \Gamma \) is now given by declaring
all subgroups of the form \( \text{Gal}(K/\hat{K}) \) of \( \text{Gal}(K/k) \) to be open.

For \( A \) one can now, e.g., take the additive group \( K^+ \) underlying \( K \) or the
group of nonzero elements \( K^* \) of \( K \). Both are given the discrete topology.

In case the \( \Gamma \)-group \( A \) is commutative we can turn \( H^1(\Gamma, A) \) into an abelian
group via the addition \((z_1 + z_2)(\sigma) = z_1(\sigma) + z_2(\sigma)\) of 1-cocycles. In this case
\( H^1(\Gamma, A) \) is then but one of a whole series of cohomology groups \( H^i(\Gamma, A) \). In
fact we have already briefly encountered one of those cohomology groups, viz.
\( H^2(\Gamma, K^*) \) which, if \( K \) is the algebraic closure of \( k \), is the Brauer group of \( k \); cf.
intermezzo (20.2.16).

(24.1.3) **Lemma**  \( H^1(\Gamma, K^+) = 0 \).
Proof Let \( z: \Gamma \to K^+ \) be a 1-cocycle. Because \( \Gamma \) is compact and \( K^+ \) is discrete, there is an open subgroup \( \Gamma_0 \subset \Gamma \) such that \( z \) factors through \( \Gamma/\Gamma_0 \) giving us a 1-cocycle \( \hat{z}: \Gamma/\Gamma_0 \to K^+ \). The image of \( z \) (or \( \hat{z} \)) is finite; so we can assume that \( \hat{z}(\Gamma/\Gamma_0) \subset L^+ \) where \( L^+ \) is a finite Galois extension of \( k \) that contains the invariant field of \( \Gamma_0 \). By making \( \Gamma_0 \) smaller if necessary, we can assume that \( \Gamma_0 = \text{Gal}(K/L) \). It suffices to show that the 1-cocycle \( \hat{z}: \Gamma/\Gamma_0 = \text{Gal}(L/k) \to L^+ \) is cohomologous to the zero cocycle. Let \( \text{Gal}(L/k) = \{ \tau_1, \tau_2, \ldots, \tau_n \} \). By the normal basis theorem (cf. [205, Vol. III, Theorem 17, p. 57, and Lemma 2, p. 61]) there is an element \( a \in L \) such that \( \tau_1 a, \ldots, \tau_n a \) is a basis for \( L \) over \( k \). We write for all \( \sigma \in \text{Gal}(L/k) \)

\[
\hat{z}(\sigma) = \sum_{\tau} x_\tau(\sigma)(\tau a)
\]

with \( x_\tau(\sigma) \in k \). The cocycle relation \( \hat{z}(\rho \sigma) = \hat{z}(\rho) + \rho \hat{z}(\sigma) \) then gives

(24.1.4)

\[
x_\tau(\rho \sigma) = x_\tau(\rho) + x_{\rho^{-1} \tau}(\sigma)
\]

for all \( \tau \in \text{Gal}(L/k) \). Now let \( b \) be the element

\[
b = \sum_{\tau} x_1(\tau^{-1}) \tau a
\]

where \( 1 \) is the identity element of \( \text{Gal}(L/k) \). We claim that

\[
z(\sigma) = \sigma(b) - b
\]

for all \( \sigma \in \text{Gal}(L/k) \). Indeed

\[
\sigma(b) - b = \sum_{\tau} x_1(\tau^{-1}) \sigma \tau a - \sum_{\tau} x_1(\tau^{-1}) \tau a
\]

\[
= \sum_{\tau} x_1(\tau^{-1} \sigma) \tau a - \sum_{\tau} x_1(\tau^{-1}) \tau a
\]

Hence it suffices to show that

\[
x_1(\tau^{-1} \sigma) - x_1(\tau^{-1}) = x_\tau(\sigma)
\]

for all \( \tau \in \text{Gal}(L/k) \), which follows from (24.1.4) by taking \( \tau \mapsto 1, \rho \mapsto \tau^{-1} \).

\[\blacklozenge\]

(24.1.5) Lemma \( H^1(\Gamma, K^*) = 0 \).

Proof Let \( z: \Gamma \to K^* \) be a 1-cocycle. Arguing as in the proof of (24.1.3) we observe that \( z \) factors as \( \Gamma \to \Gamma/\Gamma_0 \xrightarrow{\hat{z}} L^* \subset K^* \) where \( L \) is a finite Galois extension of \( k \) and \( \Gamma_0 = \text{Gal}(K/L) \). And it suffices to prove that the cocycle \( \hat{z}: \text{Gal}(L/k) \to L \) is cohomologous to the zero cocycle. Let \( \text{Gal}(L/k) = \{ \tau_1, \ldots, \tau_n \} \). The automorphisms \( \tau_1, \ldots, \tau_n \) are algebraically independent (cf. [205, Vol. III, Theorem 16, p. 56]) and hence in particular linearly independent, which means in particular that there is an \( a \in L^* \) such that

\[
0 \neq b = \sum_{\tau \in \text{Gal}(L/k)} \hat{z}(\tau)(\tau(a))
\]
We then have
\[ \sigma(b) = \sum \sigma(\check{z}(\tau) \tau(a)) = \sum \check{z}(\sigma^{-1}) \check{z}(\sigma \tau) \sigma \tau(a) = \check{z}(\sigma^{-1}) b \]
because by the cocycle relation \(\sigma(\check{z}(\tau)) = \check{z}(\sigma^{-1}) \check{z}(\sigma \tau)\). So \(\check{z}(\sigma) = b \sigma(b)^{-1} = (b^{-1})^{-1} \sigma(b^{-1})\). Q.E.D.

More generally one has

**Lemma** (24.1.6) \( H^1(\Gamma, GL_n(K)) = 0 \), where \( GL_n(K) \) is the group of invertible \( n \times n \) matrices with coefficients in \( K \).

**Proof** Let \( z: \tau \mapsto \check{z}(\tau) \) be a 1-cocycle. By the compactness of \( \Gamma \) and the continuity of \( z \) we can, arguing as in the beginning of the proofs of Lemmas (24.1.3) and (24.1.5), assume that \( K/k \) is finite and Galois and \( \Gamma = \text{Gal}(K/k) \). For every \( n \)-vector \( x \in K^n \), form the vector

\[
(*) \quad b(x) = \sum_{\tau \in \Gamma} z(\tau)(\tau(x))
\]

We claim that the vectors \( b(x) \) generate \( K^n \) as a vector space over \( K \). Indeed suppose this is not the case. Then there is a nontrivial linear form \( u(X) = u_1 X_1 + \cdots + u_n X_n \), \( u_i \in K \), such that \( u(b(x)) = u_1 b(x)_1 + \cdots + u_n b(x)_n \neq 0 \) for all \( x \in K^n \), where \( b(x)_i \) is the \( i \)-th component of \( b(x) \). Substituting \((*)\) we find for all \( a \in K \).

\[
0 = u(b(ax)) = \sum_{\tau} u(z(\tau) \tau(ax)) = \sum_{\tau} \tau(a)u(z(\tau) \tau(x))
\]

By the linear independence of the \( \tau \) this can only hold if \( u(z(\tau) \tau(x)) = 0 \) for all \( x \), which because \( z(\tau) \) is invertible means that \( u = 0 \) identically.

So the \( b(x) \) generate \( K^n \) over \( K \). Let \( x_1, \ldots, x_n \in K^n \) be such that \( b(x_1), \ldots, b(x_n) \) is a basis and let \( (c_{ij}) \) be the matrix of coefficients of the \( x_1, \ldots, x_n \), i.e., \( x_i = \sum_j c_{ij} e_j \) for all \( i \) where \( \{e_1, \ldots, e_n\} \) is the standard basis of \( K^n \). Let \( B \) be the matrix

\[
B = \sum_{\tau} z(\tau) \tau(c)
\]

Then of course \( B(e_i) = \sum_{\tau} z(\tau) \tau(c)(e_i) = \sum_{\tau} z(\tau) \tau(x_i) = b(x_i) \), so the matrix \( B \) is invertible. As in the one dimensional case (Lemma (24.1.5)) we now have

\[
\sigma(B) = \sum_{\tau} \sigma(z(\tau)) \sigma(\tau(c)) = \sum_{\tau} z(\sigma)^{-1} z(\sigma) \tau(c) = z(\sigma)^{-1} B
\]

proving that \( \sigma \mapsto z(\sigma) \) is a splitting cocycle.

Given Lemmas (24.1.3) and (24.1.6) we can prove a result which has been used before in Chapter I, 8.3 (cf. Remark (8.3.15)(ii)) and in (20.1.25) (cf. Lemma (20.1.26)).

**Proposition** (24.1.7) Let \( A \) be the ring of integers of a complete discrete valuation field \( K \) with finite residue field \( k \) and uniformizing element \( \pi \). Let \( \hat{A}_{nr} \)
be the ring of integers of the completion \( \bar{K}_{nr} \) of the maximal unramified extension \( K_{nr} \) of \( K \). Then for every element \( B \in \text{GL}_n(\bar{A}_{nr}) = \{ n \times n \text{ matrices with coefficients in } \bar{A}_{nr} \text{ and determinant a unit of } \bar{A}_{nr} \} \) there is a \( C \in \text{GL}_n(\bar{A}_{nr}) \) such that \( B = C^{-1}\tau_*(C) \) where \( \tau \in \text{Gal}(\bar{K}_{nr}/K) \) is the (extension by continuity of the) Frobenius substitution (characterized by \( \tau(x) \equiv x^q \mod \pi \) if \( q = \# k \)).

**Proof** We filter \( \text{GL}_n(\bar{A}_{nr}) \) by the subgroups \( U^{(m)} = \{ D \in \text{GL}_n(\bar{A}_{nr}) | D \equiv I_n \mod \pi^m \} \). Because \( \bar{A}_{nr} \) is complete, we have that \( \text{GL}_n(\bar{A}_{nr}) \) is complete in the topology defined by the normal subgroups \( U^{(m)} \). Let \( k_{sc} \) be the residue field of \( \bar{A}_{nr} \); \( k_{sc} \) is an algebraic closure of \( k \). We have that

\[
\text{GL}_n(\bar{A}_{nr})/U^{(1)} \simeq \text{GL}_n(k_{sc})
\]

Now let \( C \) be an element of \( \text{GL}_n(\bar{A}_{nr}) \), and let \( \bar{C} \) be the image of \( C \) in \( \text{GL}_n(k_{sc}) \).

Let \( \Gamma = \text{Gal}(k_{sc}/k) \). Since \( \Gamma \simeq \hat{\mathbb{Z}} \) is topologically free on one generator \( \tau \), the Frobenius substitution, we can define a 1-cocycle \( \Gamma \to \text{GL}_n(k_{sc}) \) by \( \tau \mapsto \bar{C} \). By lemma (24.1.6) there exists a \( \bar{B}_1 \in \text{GL}_n(k_{sc}) \) such that \( \bar{B}_1^{-1}\tau(\bar{B}_1) = \bar{C} \). Let \( B_1 \in \text{GL}_n(\bar{A}_{nr}) \) be any lift of \( \bar{B}_1 \), then we have

\[
B_1^{-1}\tau(B_1) \equiv C \mod U^{(1)}
\]

Consider the element

\[
B_1 C \tau(B_1)^{-1} = I_n + \pi D_1 \in U^{(1)}
\]

where \( D_1 \) is an \( n \times n \) matrix with coefficients in \( \bar{A}_{nr} \). Because \( \tau(x) \equiv x^q \mod \pi \) and because \( k_{sc} \) is algebraically closed (so that \( x^q - x = y \) can always be solved), there exists a matrix \( E_2 \) such that \( E_2 - \tau(E_2) \equiv D_1 \mod \pi \). Let \( B_2 = I_n + \pi E_2 \), then \( B_2(I_n + \pi D_1) \tau(B_2)^{-1} \equiv I_n \mod \pi^2 \). So

\[
B_2 B_1 C \tau(B_2 B_1)^{-1} = I_n + \pi^2 D_2
\]

where \( D_2 \) is an \( n \times n \) matrix with coefficients in \( A_{nr} \). Let \( E_3 \) be such that \( E_3 - \tau(E_3) \equiv D_2 \mod \pi \), take \( B_3 = I_n + \pi^2 E_3 \), .... Continuing in this way we find a series of matrices \( B_1, B_2, B_3, \ldots \). Because \( B_i \in U^{(i+1)} \) and \( \text{GL}_n(\bar{A}_{nr}) \) is complete, we know that

\[
\lim_{i \to \infty} B_1 B_{i-1} \cdots B_1 = B
\]

exists in \( \text{GL}_n(\bar{A}_{nr}) \), and since \( \bigcap U^{(m)} = \{ I_n \} \), it follows that \( B C \tau(B)^{-1} = I_n \).

(24.1.8) Now let \( \mathcal{M} \) be the group of all power series in one variable of the form \( a_1 X + a_2 X^2 + \cdots \) with \( a_i \in K, a_1 \neq 0 \). The group operation on \( \mathcal{M} \) is composition of power series. That is, if \( \alpha(X), \beta(X) \in \mathcal{M} \), then \( \alpha(X) \cdot \beta(X) = \alpha(\beta(X)) \). The topology on \( \mathcal{M} \) is the one inherited from \( K[[X]] \). (The field \( K \) is again an algebraic normal separable extension of \( k \).) We let \( \mathcal{M}_n \) denote the subgroup
\( \mathcal{M}_n = \{ \alpha(X) \in \mathcal{M} | \alpha(X) \equiv X \mod(\text{degree } n) \} \) of \( \mathcal{M} \). These are normal sub-
groups of \( \mathcal{M} \), and we have exact sequences

\[
\{1\} \to \mathcal{M}_1 \to \mathcal{M} \to K^* \to \{1\}
\]

\[
\{1\} \to \mathcal{M}_{n+1} \to \mathcal{M}_n \to K^+ \to \{0\}, \quad n \geq 1
\]

The group \( \text{Gal}(K/k) = \Gamma \) acts on \( \mathcal{M} \) by acting on the coefficients of the\n elements of \( \mathcal{M} \), i.e., \( \sigma(\alpha(X)) = \sigma_* \alpha(X) \). This is a continuous action.

(24.1.9) **Proposition** \( H^1(\Gamma, \mathcal{M}) = 0 \).

**Proof** This is proved in a very similar manner as Proposition (24.1.7).

Indeed, let \( z: \Gamma \to \mathcal{M} \) be a 1-cocycle. We must show that there exists an \n \( \alpha(X) \in \mathcal{M} \) such that \( z(\sigma) = \alpha^{-1}(X) \cdot \sigma(\alpha(X)) = \alpha^{-1}(\sigma(\alpha(X))) \) for all \( \sigma \in \Gamma \).\n
Composing \( z \) with \( \mathcal{M} \to K^* \), \( \alpha(X) = a_1X + a_2X^2 + \cdots + a_1 \) we find a 1-
cocycle \( \hat{z}(1): \Gamma \to K^* \). By Lemma (23.1.5) there exists an element \( b \in K \) such\nthat \( \hat{z}(1)(\sigma) = b_1^{-1}\sigma(b_1) \) for all \( \sigma \in \Gamma \). Take \( \alpha_1(X) = b_1X \) and let \( z(2): \Gamma \to \mathcal{M} \)\nbe the cocycle

\[
z(2)(\sigma) = \alpha_1(X) \circ z(\sigma) \circ \sigma(\alpha_1(X))^{-1}
\]

Then we have \( z(2)(\sigma) \in \mathcal{M}_2 \) for all \( \sigma \), i.e.,

\[
z(2)(\sigma) = X + a_2(2)X^2 + \cdots
\]

so that \( \hat{z}(2): \sigma \mapsto a_2(2) \) is a 1-cocycle \( \Gamma \to K^+ \). By Lemma (23.1.3) there exists an\nelement \( b_2 \in K^+ \) such that \( \hat{z}(2)(\sigma) = -b_2 + \sigma(b_2) \). Let \( \beta_2(X) = X + b_2X^2 \) and\n\( \alpha_2(X) = \beta_2(X) \circ \alpha_1(X) \). Let \( z(3): \Gamma \to \mathcal{M} \) be the cocycle

\[
z(3)(\sigma) = \alpha_2(X) \circ z(\sigma) \circ \sigma(\alpha_2(X))^{-1} = \beta_2(X) \circ z(1)(\sigma) \circ \sigma(\beta_2(X))^{-1}
\]

with values in \( \mathcal{M}_3 \). Continuing in this way we obtain a sequence of elements \n \( \alpha_1(X), \alpha_2(X), \ldots; \alpha_n(X) = \beta_n(X) \circ \alpha_{n-1}(X); \beta_n(X) = X + b_nX^n \), such that \n \( \alpha_n(X) \equiv \alpha_{n-1}(X) \mod \mathcal{M}_n \). so that the sequence \( \alpha_1(X), \alpha_2(X), \ldots \) converges to an element \( \alpha(X) \in \mathcal{M} \). Then (since \( \mathcal{M} \) is Hausdorff) we have \( z(\sigma) = \alpha^{-1}(X) \circ \sigma(\alpha(X)) \).

(24.1.10) Let \( F(X, Y) \) be a (one dimensional commutative) formal group law\nover \( k \) and let \( K \) be a normal algebraic separable extension of \( k \). We shall use \n\( \text{Iso}_{K/k}(F) \) to denote the set of isomorphism classes of formal group laws over \( k \)\nthat become isomorphic to \( F(X, Y) \) over \( K \); the elements of \( \text{Iso}_{K/k}(F) \) are also\ncalled the \( K/k \)-forms of \( F(X, Y) \).

(24.1.11) The map \( \text{Iso}_{K/k}(F) \to H^1(\Gamma, \text{Aut}_K(F(X, Y))) \) Let \( G(X, Y) \) be a \n\( K/k \)-form of \( F(X, Y) \) and let \( \alpha(X): F(X, Y) \to G(X, Y) \) be an isomorphism over \( K \). Because \( G(X, Y) \) and \( F(X, Y) \) are defined over \( k \), we have for all \( \sigma \in \Gamma = \text{Gal}(K/k) \)

\[
(\sigma_* \alpha)(F(X, Y)) = \sigma_*(\alpha(F(X, Y))) = \sigma_*(G(\alpha(X), \alpha(Y))) = G(\sigma_* \alpha(X), \sigma_* \alpha(Y))
\]
so that $\sigma_* \alpha(X)$ is also an isomorphism over $K$ from $F(X, Y)$ to $G(X, Y)$. It follows that $z(\sigma) = \alpha^{-1}(X) \circ \sigma_* \alpha(X)$ is an automorphism of $F(X, Y)$. We claim that

$$z: \Gamma \to \text{Aut}_K(F(X, Y)), \quad \sigma \mapsto \alpha^{-1}(X) \circ \sigma_* \alpha(X)$$

is a 1-cocycle. Indeed

$$z(\sigma \tau) = \alpha^{-1}(X) \circ \sigma_* \tau_* \alpha(X)$$

$$= \alpha^{-1}(X) \circ \sigma_* \alpha(X) \circ \sigma_* \alpha^{-1}(X) \circ \sigma_* \tau_* \alpha(X) = z(\sigma) \circ \sigma z(\tau).$$

Further, we claim that $z$ is also a continuous map (where the topology on $\text{Aut}_K(F(X, Y))$ is induced from the topology of $\mathcal{M} \subset K[X]$). To see this let $k_n$ be the field obtained from $k$ by adjoining all the coefficients of $X$, $X^2$, $\ldots$, $X^n$ in $\alpha(X)$ to $k$, and let $\Gamma_n \subset \Gamma$ be the open subgroup $\text{Gal}(K/k_n)$, then if $\sigma^{-1} \tau \in \Gamma_n$ we have $\sigma_* \alpha(X) \equiv \tau_* \alpha(X) \mod(\text{degree } n + 1)$ and hence $z(\sigma) \equiv z(\tau) \mod(\text{degree } n + 1)$. This proves that $z$ is continuous.

The map (24.1.12) defined above depends on $\alpha(X)$ (and $G(X, Y)$). We claim that the cohomology class in $H^1(\Gamma, \text{Aut}_K(F(X, Y)))$ depends only on the isomorphism class over $k$ of $G(X, Y)$. To see this first observe that any other isomorphism $\beta(X): F(X, Y) \to G(X, Y)$ is of the form $\beta(X) = \alpha(X) \circ \gamma(X)$ for a certain $\gamma(X) \in \text{Aut}_K(F(X, Y))$. So that

$$\hat{z}(\sigma) = \beta^{-1}(X) \circ \sigma_* \beta(X) = \gamma^{-1}(X) \circ z(\sigma) \circ \sigma_* \gamma(X)$$

which is cohomologous to $z(\sigma)$. Next if $\delta(X): G(X, Y) \to H(X, Y)$ is an isomorphism over $k$. Then $\delta(X) \circ \alpha(X): F(X, Y) \to H(X, Y)$ is an isomorphism over $K$ and

$$(\delta(X) \circ \alpha(X))^{-1} \circ \sigma_* (\delta(X) \circ \alpha(X)) = \alpha^{-1}(X) \circ \delta^{-1}(X) \circ \sigma_* \delta(X) \circ \sigma \alpha(X)$$

$$= \alpha^{-1}(X) \circ \sigma_* \alpha(X)$$

because $\sigma_* \delta(X) = \delta(X)$. We have therefore a well-defined map

$$\Theta: \text{Iso}_{K/k}(F(X, Y)) \to H^1(\Gamma, \text{Aut}_K(F(X, Y)))$$

(24.1.13) \textbf{Theorem} \hspace{1em} The map $\Theta$ of (24.1.13) is a bijection.

\textbf{Proof} \hspace{1em} First we show that $\Theta$ is injective. Suppose therefore that $G(X, Y)$, $H(X, Y)$ are formal group laws over $k$ and that there are isomorphisms $\alpha(X)$: $F(X, Y) \to G(X, Y)$, $\beta(X)$: $F(X, Y) \to H(X, Y)$ over $K$ such that the associated 1-cocycles (defined as in (24.1.11) are cohomologous. That is, there exists an element $\gamma(X) \in \text{Aut}_K(F(X, Y))$ such that

$$\alpha^{-1}(X) \circ \sigma_* \alpha(X) = \gamma^{-1}(X) \circ \beta^{-1}(X) \circ \sigma_* \beta(X) \circ \sigma_*(\gamma(X))$$

(24.1.15)
Composing both sides of (23.1.15) with $\beta(X) \circ \gamma(X)$ on the left and $\sigma_*(\alpha^{-1}(X))$ on the right, we obtain

$$\beta(X) \circ \gamma(X) \circ \alpha^{-1}(X) = \sigma_*(\beta(X) \circ \gamma(X) \circ \alpha^{-1}(X))$$

so that

$$\beta(X) \circ \gamma(X) \circ \alpha^{-1}(X): G(X, Y) \rightarrow F(X, Y) \rightarrow F(X, Y) \rightarrow H(X, Y)$$

is an isomorphism over $k$.

To prove that $\Theta$ is surjective consider a cocycle $z: \Gamma \rightarrow \text{Aut}_k(F(X, Y))$. Now $\text{Aut}_k(F(X, Y))$ is a (topological) subgroup of $\mathscr{N}$, so that by Proposition (23.1.7) there exists a power series $\alpha(X) \in \mathscr{N}$ such that $z(\sigma) = \alpha^{-1}(X) \circ \sigma_\ast \alpha(X)$ for all $\sigma \in \Gamma$. We now define a formal group law $G(X, Y)$ by

$$G(X, Y) = \alpha(F(\alpha^{-1}(X), \alpha^{-1}(Y)))$$

A priori $G(X, Y)$ is a formal group law over $K$ which is isomorphic over $K$ to $F(X, Y)$ via $\alpha(X)$. However because $\sigma_\ast \alpha(X) = \alpha(X) \circ z(\sigma)$, we have

$$\sigma_\ast G(X, Y) = \sigma_\ast \alpha(F(F_\ast (\alpha^{-1}(X), \sigma_\ast (\alpha^{-1}(Y))))$$

$$= \alpha(X) \circ z(\sigma)F(z(\sigma)^{-1} \circ \alpha^{-1}(X), z(\sigma)^{-1} \circ \alpha^{-1}(Y))$$

$$= \alpha(F(\alpha^{-1}(X), \alpha^{-1}(Y)))$$

$$= G(X, Y)$$

so that in fact $G(X, Y)$ has all its coefficients in $k$ and hence is a formal group law over $k$. Q.E.D.

24.2 Classification of one dimensional formal group laws over finite fields: characteristic polynomials

(24.2.1) Some notation and a construction Choose a prime number $p$ and a number $h \in \mathbb{N}$. Let $F_h(X, Y)$ denote the formal group law over $\mathbb{Z}$ with logarithm $f_h(X) = X + p^{-1}f_h(X^{p^h})$, and let $\tilde{F}_h(X, Y)$ denotes its reduction over $\mathbb{Z}/(p) = \mathbb{F}_p$; we shall also consider $\tilde{F}_h(X, Y)$ over algebraic extensions of $\mathbb{F}_p$ without changing notation to call attention to this fact.

Let $\mathbb{F}_q$ be some fixed finite extension of $\mathbb{F}_p$, $q = p^r$, and $G(X, Y)$ be a formal group law over $\mathbb{F}_q$ of height $h$ (same $h$ as above; so that $G(X, Y)$ is an $\mathbb{F}(\mathbb{F}_q)$-form of $\tilde{F}_h(X, Y)$). We write $\xi_G(X)$ for the Frobenius endomorphism of $G(X, Y)$ over $\mathbb{F}_q$; i.e., $\xi_G(X) = X^q$.

We shall write $\text{End}(G(X, Y))$ for the ring of endomorphisms of $G(X, Y)$ over $\mathbb{F}(\mathbb{F}_q)$. Then $\text{End}(G(X, Y))$ is isomorphic to the ring of integers of $D_h$, and $\xi_G$ generates a commutative subfield $Q_p(\xi_G)$ of $D_h$. Let $\Lambda = \Lambda(G)$ be the ring of integers of the maximal unramified subfield of $Q_p(\xi_G)$. We use $\Phi_G$ to denote the irreducible polynomial over $\Lambda(G) \otimes \mathbb{Q}_p$ of which $\xi_G$ is a root.
We write \( e \) for \( e(Q_p(\xi_G)/Q_p) \), the ramification index of \( Q_p(\xi_G) \) and \( f \) for \( f(Q_p(\xi_G)/Q_p) \), the residue extension degree of \( Q_p(\xi_G) \). By restriction to \( \Lambda \) of \( J: \text{End}_{F_q}(G(X, Y)) \to F_q \) we find a natural homomorphism \( J: \Lambda \to W_{p^r}(F_{p^f}) \) and we let \( \lambda: \Lambda \to W_{p^r}(F_{p^f}) \) be the unique isomorphism such that the diagram

\[
\begin{array}{ccc}
\Lambda & \xrightarrow{\lambda} & W_{p^r}(F_{p^f}) \\
J \downarrow & & \downarrow w_1 \\
F_{p^f} & & F_{p^f}
\end{array}
\]

commutes. (Here \( w_1 \) is the projection on the first component.) Applying \( \lambda \) to the coefficients of \( \Phi_G \), we find a polynomial \( \Psi_G(x) = x^e + b_1 x^{e-1} + \cdots + b_e \) with coefficients in \( W_{p^r}(F_{p^f}) \). This polynomial will be called the characteristic polynomials of \( G(X, Y) \).

**Remarks** We note that the “normalization” that the introduction of \( \lambda \) accomplishes sees to it that isomorphic formal group laws have the same characteristic polynomial.

(24.2.3) Over \( Q_p(b_1, \ldots, b_e) \) the field \( Q_p(\xi_G) \) (more properly an isomorphic field) is generated by a root of \( \Psi_G(x) \). It follows for degree reasons that

\[
[Q_p(b_1, \ldots, b_e) : Q_p] = f
\]

We also note that since \( Q_p(\xi_G) \subset \text{End}_{F_q}(G(X, Y)) \), we have that \( \Lambda \) is contained in \( \text{End}_{F_q}(G(X, Y)) \) so that \( J(\Lambda) = F_{p^f} \subset F_q \) so that \( q \) is a power of \( p^f \), i.e.,

\[
f \text{ divides } r
\]

We shall from now on in Section 24 use \( A_r \) to denote \( W_{p^r}(F_q) \) and \( K_r \) to denote the quotient field \( A_r \otimes Q_p \), where \( q = p^r \).

**Theorem** The characteristic polynomial \( \Psi_G(x) \) of a formal group law \( G(X, Y) \) over \( F_q \), \( q = p^r \), of height \( h \) has the following properties:

1. \( \Psi_G(x) = x^e + b_1 x^{e-1} + \cdots + b_e \) is an irreducible polynomial over \( K_r \) with coefficients in \( A_r \).
2. If \( \xi \) is a root of \( \Psi_G(x) \), then \( K_r(\xi)/K_r \) is totally ramified.
3. \( f = [Q_p(b_1, \ldots, b_e) : Q_p] \) and \( fe | h \).
4. \( v_p(b_e) = h^{-1}r(e) \) (where \( q = p^r \) and \( v_p \) is the normalized exponential valuation on \( A_r \)).

**Proof** (iii) According to the construction of \( \Psi_G(x) \) we know that \( fe = [Q_p(\xi_G) : Q_p] \), but \( Q_p(\xi_G) \) is (isomorphic to) a commutative subfield of \( D_h \), the division algebra of rank \( h^2 \) and invariant \( h^{-1} \). It follows that \( [Q_p(\xi_G) : Q_p] \) divides \( h \). (Cf. the intermezzo on division algebras (20.2.16).)

(iv) Let \( D_h \) be the field of quotients of \( E_h = \text{End}(\bar{F}_h(X, Y)) \) and let \( v_p \) be the unique extension to \( D_h \) of the \( p \)-adic valuation on \( Q_p \). We know (cf. (20.2.23)-(20.2.25)) that \( v_p \) is discrete on \( D_h \) and that \( \xi(X) = X^p \) is a prime
element and that \( v_p(\xi(X)) = h^{-1} \). Now let \( \alpha(X) \) be an isomorphism over \( F(p^\infty) \) of \( G(X, Y) \) with \( F(X, Y) \). This induces an isomorphism \( \text{End}(G(X, Y)) \rightarrow \text{End}(\bar{F}_h(X, Y)) \), \( \beta(X) \rightarrow \alpha^{-1}(X) \circ \beta(X) \circ \alpha(X) \). Under this isomorphism \( \xi_g(X) \) is taken into \( \alpha^{-1}(X) \circ \xi(X) \circ \alpha(X) = \alpha^{-1}(X) \circ \alpha(X)^e = \alpha^{-1}(X) \circ \sigma \circ \alpha(X) \circ X^e \) where \( \sigma \in \text{Gal}(F(p^\infty)/F_q) \) is the Frobenius automorphism. Now \( \chi^{-1}(X) \circ \sigma \circ \alpha(X) \) is an automorphism of \( \bar{F}_h(X, Y) \) and \( v_p(X^e) = r \). So we have

\[ v_p(\alpha^{-1}(X) \circ \xi_g(X) \circ \alpha(X)) = h^{-1}r \]

Since \( Q_p(\xi) / K_f \) is totally ramified of degree \( e \) it follows that \( v_p(b_e) = h^{-1}e \).

(i) and (ii) We have already remarked (cf. (24.2.3)) that \( f \) is a divisor of \( r \), i.e., \( K_r \supseteq Q_p(b_1, \ldots, b_e) = W_{p^e}(F_p) \). Let \( K_f \) be the quotient field of \( W_{p^e}(F_p) \), then \( K_f(\xi) / K_f \) is totally ramified and \( K_r / K_f \) is unramified. So (i) and (ii) follow. (Remark: note that (iii) and (iv) together also imply that \( f \) divides \( r \).)

**24.2.7 Remarks** In the course of the proof of part (iv) of Theorem (24.2.4) we saw that \( v_p(\xi_g) = h^{-1}r > 0 \). It follows that all the coefficients \( b_1, \ldots, b_e \) have valuation \( > 0 \) (i.e., are divisible by \( p \)). We note also that if \( q = p \), i.e., \( r = 1 \), then also \( f = 1 \) and (iii) and (iv) together give \( e = h \) so that then \( v_p(b_e) = 1 \). That is, in the case of formal group laws \( G(X, Y) \) over \( F_p \) we have that \( \Psi_g(x) \) is an Eisenstein polynomial.

**24.2.8 Proposition** Let \( \Psi(x) = x^e + b_1 x^{e-1} + \cdots + b_e \) be a polynomial over \( A_r \) and \( h \in \mathbb{N} \) a natural number such that (i)–(iv) of (24.2.6) hold. Then there exists a formal group law \( G(X, Y) \) over \( F_q \) of height \( h \) such that \( \Psi_g(x) = \Psi(x) \).

**Proof** Let \( \xi \) be a root of \( \Psi(x) \) in some suitable extension of \( Q_p \). Let \( K_f \) be the maximal unramified subextension of \( Q_p(\xi) / Q_p \). Then because of (i) and (ii), we have that \( [Q_p(\xi) : K_f] = e \) and hence \( Q_p(b_1, \ldots, b_e) = K_f \). Using (iii) this gives us that \( [Q_p(\xi) : Q] = ef \) is a divisor of \( h \). Now by the second intermezzo on division algebras (23.1.4) we can embed in \( D_h \) every field of degree a divisor of \( h \). So there exists an element \( \beta \in D_h \) that satisfies over \( Q_p \) (as a subfield of \( D_h \)) the same equation as \( \xi \). Write \( \beta = \alpha \xi^t \) where \( \xi \in D_h \) is the endomorphism \( \xi(X) = X^e \) of \( \text{End}(\bar{F}_h(X, Y)) \) and \( \alpha \) is a unit of \( D_h \). We note that we must have \( t = r \) because \( v(\beta) = v(\xi) = e^{-1}v(b_e) \).

Now

\[ \text{Gal}(F(p^\infty)/F_q) = \hat{Z} = \lim_{\rightarrow} Z/(n) \]

with as free topological generator the Frobenius substitution \( \sigma: a \mapsto a^q \), \( a \in F(p^\infty) \). Then \( \sigma \mapsto \alpha \) defines a continuous 1-cocycle, and according to Theorem (24.1) there exists a formal group law \( G(X, Y) \) of height \( h \) over \( F_q \) together with an isomorphism \( \gamma(X): \bar{F}_h(X, Y) \rightarrow G(X, Y) \) over \( F(p^\infty) \) such that

\[ \gamma(X) = F(X, Y) \]
\[ \alpha = \gamma^{-1}(X) \circ \sigma_\ast \gamma(X). \] The isomorphism \( \gamma(X) \) gives us an isomorphism \( D_h \cong \text{End}(G(X, Y)) \), and composing this with the embedding \( Q_p(\xi) \to D_h \) given by \( \xi \mapsto \beta \), we thus find an embedding \( \mu: Q_p(\xi) \to \text{End}(G(X, Y)) \) under which \( \xi \) goes to \( \xi_G \) because

\[ \beta = \alpha \xi^r = \gamma^{-1}(X) \circ \sigma_\ast \gamma(X) \circ \xi^r = \gamma^{-1}(X) \circ \xi_G(X) \circ \gamma(X) \]

The embedding \( \mu \) identifies the unramified subfield \( K_f \) of \( Q_p(\xi) \) with the unramified subfield \( \Lambda_G \otimes Q_p \) of \( Q_p(\xi_G) \) so that

\[ \mu = \tau \circ (\lambda^{-1} \otimes \mathbb{Z}_p \otimes Q_p) \]

for some \( \tau \in \text{Gal}(\Lambda_G \otimes Q_p / \mathbb{Q}_p) \) where \( \lambda \) is as in (24.2.1). Now let \( \tilde{G}(X, Y) \) be obtained from \( G(X, Y) \) by applying \( \tau^{-1} \) to the coefficients of \( G(X, Y) \). Then \( \Psi_{\tilde{G}}(x) = \Psi(x) \).

**Proposition** Let \( G(X, Y) \) and \( H(X, Y) \) be two formal group laws of height \( h \) over \( F_q \) and suppose that \( \Psi_{\tilde{G}}(x) = \Psi_H(x) \). Then \( G(X, Y) \) and \( H(X, Y) \) are isomorphic over \( F_q \).

**Proof** Choose isomorphisms over \( F(p^\infty) \)

\[ \gamma(X): \tilde{F}_h(X, Y) \to G(X, Y), \quad \delta(X): \tilde{F}_h(X, Y) \to H(X, Y) \]

According to Theorem (24.1.14) we must show that the automorphisms

\[ \alpha_\gamma(X) = \gamma^{-1}(X) \circ \sigma_\ast \gamma(X), \quad \alpha_\delta(X) = \delta^{-1}(X) \circ \sigma_\ast \delta(X) \]

generate cohomologous 1-cocycles \( \text{Gal}(F(p^\infty) / F_q) = \hat{Z} \to \text{Aut}_{F(p^\infty)}(\tilde{F}_h(X, Y)) \) (The corresponding cocycles are defined by \( \sigma \mapsto \alpha_\gamma \) and \( \sigma \mapsto \alpha_\delta \), where \( \sigma \) is the Frobenius substitution in \( \text{Gal}(F(p^\infty) / F_q) \). In other words we must find a \( \beta(X) \in \text{Aut}(\tilde{F}_h(X, Y)) \) such that

\[ \alpha_\delta = \beta^{-1} \alpha_\gamma (\sigma_\ast \beta) \]

Let \( \zeta \in \text{End}(\tilde{F}_h(X, Y)) \subset D_h \) be the element \( \zeta(X) = X^p \). Then (24.2.10) holds if and only if

\[ \alpha_\delta \zeta^r = \beta^{-1} \alpha_\gamma \zeta^r \beta \]

because \( D_h \) is a division ring and \( (\sigma_\ast \beta) \zeta^r = \zeta^r \beta \) because \( q = p^r \). Now by hypothesis the subfields \( Q_p(\alpha_\gamma \zeta^r) \) and \( Q_p(\alpha_\delta \zeta^r) \) of \( D_h \) are isomorphic (because \( \Psi_{\tilde{G}}(x) = \Psi_H(x) \)), so there exists by the Skolem–Noether theorem (cf. the first intermezzo on division algebras (20.2.16)) an element \( \varepsilon \in D_h \) such that

\[ \alpha_\delta \zeta^r = \varepsilon^{-1} \alpha_\gamma \zeta^r \varepsilon \]

Let \( \lambda_G \) and \( \lambda_H \) be the isomorphisms \( \Lambda(G) \to W_{p^\infty}(F_{p^\infty}) = A_f \) and \( \Lambda(H) \to A_f \). The elements \( \alpha_\gamma \zeta^r \) and \( \alpha_\delta \zeta^r \) are roots of polynomials

\[ x^\varepsilon + a_1 x^{\varepsilon - 1} + \cdots + a_v, \quad x^\varepsilon + \tilde{a}_1 x^{\varepsilon - 1} + \cdots + \tilde{a}_v \]
with \( a_i \in \Lambda(G) \) and \( \hat{a}_i \in \Lambda(H) \) and the polynomials \( \Psi_G(x) \) and \( \Psi_H(x) \) are then respectively

\[
\Psi_G(x) = x^e + \lambda_G a_1 x^{e-1} + \cdots + \lambda_G a_e \\
\Psi_H(x) = x^e + \lambda_H \hat{a}_1 x^{e-1} + \cdots + \lambda_H \hat{a}_e
\]

By (24.2.12) and (24.2.13) we have that

\[
\hat{a}_i = \varepsilon^{-1} a_i \varepsilon, \quad i = 1, \ldots, e
\]

and writing \( \varepsilon = \zeta^m \beta_1 \) where \( \beta_1 \) is a unit of \( D_h \) (recall that \( \zeta \) is a prime element of \( D_h \)), we obtain

\[
\hat{a}_i = \beta_1^{-1} \zeta^{-m} a_i \zeta^m \beta_1
\]

(By interchanging \( \gamma \) and \( \delta \) if necessary, one can assume that \( m \geq 0 \).) As usual \( J: \text{End}(\bar{F}_h(X, Y)) \to F(p^m) \) assigns to an endomorphism \( \alpha(X) \) the coefficient of \( X \). Write \( a_i = \zeta^m b_i, \hat{a}_i = \zeta^m \hat{b}_i \), where \( b_i \) and \( \hat{b}_i \) are units of \( D_h \). Then \( r \mid s \) because \( a_i \) and \( \hat{a}_i \) are unramified over \( Q_p \). A simple calculation using \( \zeta^m \beta_1 \hat{a}_i = a_i \zeta^m \beta_1 \) then shows that

\[
J(\hat{b}_i)^p m = J(b_i)
\]

Now \( \Psi_G(x) = \Psi_H(x) \) and \( Q_p(\lambda_G a_1, \ldots, \lambda_G a_e) = K_f = Q_p(\lambda_H a_1, \ldots, \lambda_H a_e) \). By the definition of \( \lambda_G \) and \( \lambda_H \), cf. (24.2.1), it follows that raising to the power \( p^m \) is the identity on the residue field of \( K_f \), so that \( f \) divides \( m \). Set \( m = fn \).

Let \( K \subset D_h \) be a maximal commutative subfield of \( D_h \) that contains \( Q_p(\alpha, \zeta^r) \) and such that \( K/Q_p(\alpha, \zeta^r) \) is totally ramified. Such a subfield exists; it has degree \( h \) over \( Q_p \); and since \( K/Q_p(\alpha, \zeta^r) \) is totally ramified and \( f(Q_p(\alpha, \zeta^r)/Q_p) = f \), it follows that a prime element of \( K \) is of the form \( \zeta^f \beta_2^{-1} \) for some unit \( \beta_2 \) of \( D_h \). The \( n \)th power of \( \zeta^f \beta_2^{-1} \) is of the form \( \zeta^m \beta_3^{-1} \) for some unit \( \beta_3 \) of \( D_h \) (we use repeatedly that \( \zeta \) is a uniformizing element of \( D_h \) and that the units of \( D_h \) are precisely the elements of valuation \( 0 \) in \( D_h \)). Now since \( \alpha, \zeta^r \) and \( \zeta^m \beta_3^{-1} \) are both elements of \( K \), they commute so that we have (since \( \varepsilon = \zeta^m \beta_1 \))

\[
\alpha_\delta \zeta^r = \varepsilon^{-1} \alpha_\gamma \zeta^r \varepsilon = (\beta_1^{-1} \zeta^{-m})(\zeta^m \beta_3^{-1})(\alpha_\gamma \zeta^r)(\zeta^m \beta_3^{-1})^{-1} \zeta^m \beta_1 = (\beta_3 \beta_1)^{-1}(\alpha_\gamma \zeta^r)(\beta_3 \beta_1)
\]

with \( \beta_3 \beta_1 \) a unit of \( D_h \). This proves the existence of a \( \beta \) such that (24.2.11) holds and hence proves the proposition.

**Exercise (24.2.15)** We notice that if \( \Psi(x) \) is a polynomial over \( A_r \), such that conditions (i)-(iv) of Theorem (24.2.6) hold for a certain \( h \in \mathbb{N} \), then \( h \) is determined by \( \Psi(x) \). Thus putting together Theorem (24.2.6), Proposition (24.2.8) and Proposition (24.2.9) we obtain the classification theorem:

**Theorem** One dimensional commutative formal group laws \( G(X, Y) \) over \( F_q \), the finite field of \( q = p^r \) elements are classified up to isomor-
phism by polynomials \( \Psi(x) \) over \( A_r = W_{p^r}(F_q) \) that satisfy:

(i) \( \Psi(x) = x^e + a_1 x^{e-1} + \cdots + a_e \) is irreducible over \( K_r = A_r \otimes \mathbb{Q}_p \).

(ii) If \( \xi \) is a root of \( \Psi(x) \), then \( K_r(\xi)/K_r \) is totally ramified.

(iii) \( [Q_p(a_1, \ldots, a_e) : Q_p] v(a_e)^{-1} \) divides \( r \).

The polynomial associated to \( G(X, Y) \) is the characteristic polynomial of the Frobenius endomorphism \( \xi_G(X) = X^q \) of \( G(X, Y) \) as constructed in (24.2.1) and the height of the formal group law over \( F_q \), \( q = p^r \), corresponding to \( \Psi(x) = x^e + a_1 x^{e-1} + \cdots + a_e \) is \( v(a_e)^{-1} re \).

In the special case \( q = p \) we have that the formal group laws over \( F_p \) are classified by Eisenstein polynomials \( \Psi(x) = x^e + b_1 x^{e-1} + \cdots + b_e \) over \( \mathbb{Z}_p \) and the height of the formal group corresponding to \( \Psi(x) \) is then equal to \( e \).

### 24.3 Lifting Frobenius

**Lemma 24.3.1** Let \( G(X, Y) \) over \( F_q \) be a formal group law of height \( h \) and let \( \xi_G(x) = X^q \) be the Frobenius endomorphism. The problem of this subsection is, Does there exist a characteristic zero discrete valuation ring \( A \) and a formal group law \( \tilde{G}(X, Y) \) over \( A \) with an endomorphism \( \tilde{\xi}_G(X) \) over \( A \) of \( \tilde{G}(X, Y) \) such that \( \tilde{G}(X, Y) \) reduces to \( G(X, Y) \) mod \( m(A) \) and such that \( \tilde{\xi}_G(X) \) reduces to \( \xi_G(X) \mod m(A) \)? That is, we want to lift \( G(X, Y) \) together with its Frobenius endomorphism.

**Lemma 24.3.2** If \( h = \infty \), then \( G(X, Y) \simeq \tilde{G}_a(X, Y) = X + Y \). Now suppose \( A \) is a discrete valuation ring and \( \tilde{G}(X, Y) \) and \( \tilde{\xi}_G(X) \) are lifts of \( \tilde{G}_a(X, Y) \) and \( \xi_G(X) \), respectively. Let \( g(X) \) be the logarithm of \( \tilde{G}(X, Y) \). Then \( \tilde{\xi}_G(X) = g^{-1}(ag(X)) \) for some \( a \in m(A) \). Then \( \tilde{\xi}_G(X) \circ \cdots \circ \tilde{\xi}_G(X) = g^{-1}(a^t g(X)) \equiv X^{aq^t} \mod m(A) \) and hence \( a^t g(X) \equiv X^{aq^t} \not\equiv 0 \mod (m(A), \text{deg}(q^t + 1)) \) for all \( t \in \mathbb{N} \). But this contradicts (21.8.4) which says that \( p^e \) \( g(X) \equiv 0 \mod pA \) because \( ht(G(X, Y)) = \infty \). (Here \( e \) is the absolute ramification index of \( A \).) We would need, so to speak, infinite ramification to lift \( \tilde{G}_a(X, Y) \) together with its Frobenius endomorphism.

**Lemma 24.3.3** Now suppose that \( ht(G(X, Y)) = h < \infty \). In that case we claim that we can lift \( G(X, Y) \) together with its Frobenius endomorphism to characteristic zero. Indeed, we have seen in 24.2 that \( Q_p(\xi_G) \) is a totally ramified extension of \( W_{p^r}(F_p) \) where \( F_p \) is a subfield of \( F_q \). Let \( A \) be the ring of integers of \( Q_p(\xi_G) \), then \( A = Q_p(\xi_G) \cap \text{End}_{F_{p^{r+1}}}(G(X, Y)) \). Also \( \text{End}_{F_{p^{r+1}}}(G(X, Y)) \) is the ring of integers of \( \text{End}_{F_{p^{r+1}}}(G(X, Y)) \otimes Q_p \cong D_h \). It follows (because all elements of \( A \) commute with \( \xi_G \)) that \( A \subset \text{End}_{F_q}(G(X, Y)) \); cf. Lemma (23.1.2).

So we can consider \( G(X, Y) \) as a formal \( A \)-module where \( A \) is the ring of integers of \( Q_p(\xi_G) \). By the existence of a universal formal \( A \)-module over \( A[S] \) (cf. Section 21.4) it follows that there exists lifts of \( G(X, Y) \) together with \( \xi_G(X) \) over every discrete valuation ring \( B \) with residue field \( F_q \) that is also an \( A- \)
algebra. One such ring $B$ is the ring of integers of the composite field $Q_p(\zeta_K)K = L$ (because $K_f = W_{p, \infty}(F_{p, f}) \otimes Q_p \subset W_{p, \infty}(F_q)$ and $K_f$ is the unramified subfield of $Q_p(\zeta_K)$. More generally, we can take for $B$ the ring of integers of any ramified extension of $L$. We have proved

(2.3.4) **Theorem** Let $G(X, Y)$ be a formal group law of height $h < \infty$ over $F_q$, and let $A$ be the ring of integers of $Q_p(\zeta_K)K$. Then the residue field of $A$ is $F_q$ and there exists a formal group law $\tilde{G}(X, Y)$ over $A$ that reduces to $G(X, Y) \mod \mathfrak{m}(A)$ and which admits an endomorphism $\tilde{\xi}(X)$ such that $\tilde{\xi}(X) = X^q \mod \mathfrak{m}(A)$.

(2.3.5) Conversely, suppose that $B$ is a characteristic zero discrete valuation ring with residue field $k$ such that there exist over $B$ a lift $\tilde{G}(X, Y)$ of $G(X, Y)$ and an endomorphism $\tilde{\xi}(X)$ of $\tilde{G}(X, Y)$ that reduces to $\xi_G(X) \mod \mathfrak{m}(B)$. Now $\text{End}_B(\tilde{G}(X, Y)) \to \text{End}_k(G(X, Y))$ is injective and $J: \text{End}(\tilde{G}(X, Y)) \to B$ identifies $\text{End}_B(\tilde{G}(X, Y))$ with the subring of those $b \in B$ for which $[b]_G(X) = \tilde{g}^{-1}(b\tilde{g}(X))$ happens to be integral (where $\tilde{g}(X)$ is the logarithm of $\tilde{G}(X, Y)$). Let $a = J(\tilde{\xi}(X))$. Then the reduction homomorphism induces an embedding $Q_p(a) \to Q_p(\zeta_K)$ under which $a \mapsto \xi_G$, i.e., an isomorphism. It follows that there exists an embedding $Q_p(\zeta_K) \to B \otimes Q_p$ under which $\xi_G$ goes to $a \in B$, and we see that $A$, the ring of integers of $Q_p(\zeta_K)$ is embeddable in $B$ because $B$ is integrally closed. Moreover, $Q_p(\zeta_K) \to B \otimes Q_p$ induces the inclusion $F_{p, f} \to F_q$ where $F_{p, f}$ is the residue field of $Q_p(\zeta_K)$, given by $J: A \to F_q$. So we have

(2.3.6) **Theorem** Let $G(X, Y)$ be a formal group law of height $h < \infty$ over $F_q$, let $A$ be the ring of integers of $Q_p(\zeta_K)$ where $\zeta_K(X)$ is the Frobenius endomorphism of $G(X, Y)$. Let $B$ be a discrete valuation ring with residue field $F_q$. Then there exists a lift $G(X, Y)$ together with an endomorphism $\tilde{\xi}(X)$ of $\tilde{G}(X, Y)$ over $B$ which reduces to $\xi_G \mod \mathfrak{m}(B)$ if and only if there is an embedding $A \to B$ that reduces to the embedding $F_{p, f} \to F_q$ given by $J: A \to F_q$.

24.4 Classification of formal group laws over finite fields: conjugacy classes of elements in $D_h$

(24.4.1) Consider again $\tilde{F}_h(X, Y)$ over $F_q$, and identify $\text{End}_{F_{p, \infty}}(\tilde{F}_h(X, Y))$ with the ring of integers $E_h$ of $D_h$. For each element $\alpha \in E_h$ let $\text{cl}(\alpha)$ be the conjugacy class of $\alpha$ (under the automorphisms $\beta \mapsto \gamma^{-1}(\beta)\gamma$, $\gamma \in U(E_h)$ of $E_h$). Let $\zeta$ be a prime element of $E_h$, i.e., we can, e.g., take the endomorphism $X \mapsto X^p$ for $\zeta$; cf. (20.2.25). Let $\nu$ be the unique extension of the valuation $\nu = v_p$ on $Z_p \subset E_h$ and let $T_{\nu}$ be the set of conjugacy classes of elements of $E_h$ of valuation $h^{-1}\nu$. Now let $G(X, Y)$ be any other formal group law of height $h$ over $F_q$. Choose any isomorphism $\gamma(X): \tilde{F}_h(X, Y) \to G(X, Y)$ and assign to $G$ the conjugacy class of the element $\gamma^{-1}(X) \circ \xi(X) \circ \gamma(X)$ of $E_h$. This defines a map

$$\psi: \text{Iso}(F_q, h) \to T_{\nu}$$
where \( \text{Iso}(F_q, h) \) is the set of isomorphism classes of formal group laws of height \( h \) over \( F_q \).

**Theorem** (24.4.2) The map \( \psi \) is a bijection.

**Proof** Because \( \Gamma = \text{Gal}(F(p^\infty)/F_q) \) is topologically free on one generator \( \sigma: a \mapsto a^q, a \in F(p^\infty) \), we have that the 1-cocycles of \( \Gamma \) with values in \( \text{Aut}_{F(p^\infty)}(F_h(X, Y)) = U(E_h) = \text{units of } E_h \) can be identified with elements of \( E_h \). Let \( Z^1(\Gamma, U(E_h)) \) be the set of 1-cocycles, then in view of the remark just made

\[
(24.4.3) \quad \phi: Z^1(\Gamma, U(E_h)) \to \{ \alpha \in E_h | \psi(\alpha) = h^{-1}r \}, \quad z \mapsto z(\sigma)\zeta^r
\]

is a bijection. Let \( z_1, z_2 \) be two 1-cocycles and suppose that they are cohomologous. Then there is an element \( \beta \in U(E) \) such that \( z_2(\sigma) = \beta^{-1}z_1(\sigma)(\sigma_\beta) \). Now \( \zeta^r = (\sigma_\beta)\zeta^r \), so that \( z_2(\sigma)\zeta^r = \beta^{-1}z_1(\sigma)(\sigma_\beta)\zeta^r = \beta^{-1}z_1(\sigma)\zeta^r \) and we see that \( \phi \) takes cohomologous 1-cocycles into conjugate elements and conversely. So \( \phi \) induces an isomorphism

\[
(24.4.4) \quad H^1(\Gamma, U(E_h)) \to T_r
\]

The map \( \psi: \text{Iso}(F_q, h) \to T_r \) can be seen as the composite (Isomorphism class of \( G(X, Y) \)) \( \to \) (element of \( H^1(\Gamma, U(E_h)) \)) \( \to \) (element of \( T_r \)) defined by

\[
\sigma \mapsto \gamma^{-1}(X) \circ \sigma_\gamma(X) \mapsto \gamma^{-1}(X) \circ \sigma_\gamma(X) \circ \zeta^r(X)
\]

\[
= \gamma^{-1}(X) \circ \zeta^r(X) \circ \gamma(X) = \gamma^{-1}(X) \circ \zeta_\gamma(X) \circ \gamma(X)
\]

so that \( \psi \) decomposes as \( \text{Iso}(F_q, h) \to H^1(\Gamma, U(E_h)) \to T_r \), where the first arrow is the bijection of Theorem (24.1.14) and the second arrow is the bijection (24.4.4). This proves the theorem.

**Remark** (24.4.5) The classification theorem (24.4.2) is essentially the same as the classification theorem (24.2.16) by means of the polynomials \( \Psi_G(x) \). Indeed, the proof of Proposition (24.2.9) consists of a proof that the two elements \( \alpha_\gamma \zeta^r \) and \( \alpha_\delta \zeta^r \) are conjugate if (and only if) the polynomials \( \Psi_G(x) \) and \( \Psi_H(x) \) are equal.

**Lemma** (24.4.6) With notations as in (24.4.1) let \( \alpha_\gamma \) be the element \( \gamma^{-1}(X) \circ \zeta_\gamma(X) \circ \gamma(X) \) of \( E_h \). Then \( \beta \mapsto \gamma^{-1}(X) \circ \zeta_\gamma(X) \circ \gamma(X) \) is an isomorphism of \( \text{End}_{F_q}(G(X, Y)) \) with the subring of \( E_h \) of elements commuting with \( \alpha_\gamma \).

**Proof** \( \text{End}_{F_q}(G(X, Y)) = \{ \delta \in \text{End}_{F(p^\infty)}(G(X, Y)) | \delta \zeta_\gamma = \zeta_\gamma \delta \} \) by Lemma (23.1.2).

**Corollary** (24.4.7) \( \text{End}_{F_q}(G(X, Y)) \) is the ring of integers of \( \text{End}_{F_q}(G(X, Y)) \otimes \mathbb{Q}_p \).

**Proof** \( \delta \in \text{End}_{F_q}(G(X, Y)) \Leftrightarrow \delta \in \text{End}(G(X, Y)) \) and \( \delta \zeta_\gamma = \zeta_\gamma \delta \).

**Corollary** (24.4.8) There exists a formal group law \( G(X, Y) \) over \( F_q, q = p^r \) of height \( h \) such that \( \text{End}_{F_q}(G(X, Y)) = \text{End}(G(X, Y)) \) if and only if \( h \) divides \( r \).
Proof If \( \text{End}_{\mathbb{F}_q}(G(X, Y)) = \text{End}(G(X, Y)) \), then \( \gamma^{-1} \xi_g \gamma = \alpha_\gamma \) must be in the center of \( E_h \), which is \( \mathbb{Z}_p \), hence \( \nu(\xi_g) = \nu(\alpha_\gamma) \in \mathbb{N} \); and since \( \nu(\zeta) = h^{-1} \), we must have \( h | r \). Conversely, if \( h | r \), then \( \mathbb{Z}_p \) contains elements of valuation \( h^{-1} r \) which by Theorem (24.4.2) (and the constructions of (24.4.1)) give us formal group laws \( G(X, Y) \) over \( \mathbb{F}_q \) with \( \alpha_\gamma \in \mathbb{Z}_p \subset E_h \). (Alternatively, we note that \( \tilde{F}_h(X, Y) \) over \( \mathbb{F}_q \) works if \( h | r \) because we have seen that all endomorphism of \( \tilde{F}_h(X, Y) \) are defined over \( \mathbb{F}_{p^n} \) in (20.2.5).)

(24.4.9) Corollary If \( q = p \), i.e., \( r = 1 \), then \( \text{End}_{\mathbb{F}_q}(G(X, Y)) \) is commutative and its field of quotients is totally ramified of degree \( h \) over \( \mathbb{Q}_p \).

Proof The element \( \alpha_\gamma = \gamma^{-1} \xi_g \gamma \) has valuation \( h^{-1} \) in this case (because \( \nu(\zeta) = h^{-1} \)). It follows that \( \mathbb{Q}_p(\xi_g) \) has ramification index at least \( h \) over \( \mathbb{Q}_p \). But \( \mathbb{Q}_p(\xi_g) \) is embeddable in \( D_h \) and is commutative. Thus \( [\mathbb{Q}_p(\xi_g) : \mathbb{Q}_p] \leq h \). Hence \( [\mathbb{Q}_p(\xi_g) : \mathbb{Q}_p] = h \), and \( \mathbb{Q}_p(\xi_g)/\mathbb{Q}_p \) is totally \( v \) ramified. The commutant of \( \mathbb{Q}_p(\xi_g) \) in \( D_h \) is \( \mathbb{Q}_p(\xi_g) \) itself (being a division algebra of rank \( 1 \) over \( \mathbb{Q}_p(\xi_g) \) by the first intermezzo on division algebras (20.2.16)). This also proves the first statement of (24.4.9) because of (24.4.6).

24.5 Classification of formal \( A \)-modules over finite fields

(24.5.1) In this section \( A \) is a complete discrete valuation ring of characteristic zero with finite residue field \( k \) of \( q \) elements and uniformizing element \( \pi \). Let \( K \) be the quotient field of \( A \). We fix a maximal unramified extension \( K_{nr} \) of \( K \) and let \( A_{nr} \subset K_{nr} \) be its ring of integers.

Let \( k' \) be any finite extension of \( k \) and let \( A' \) be the ring of integers of the unique unramified extension \( K' \subset K_{nr} \) with residue field \( k' \). It is now possible to give a classification theory for formal \( A \)-modules over \( k' \) in terms of characteristic polynomials with coefficients in \( A' \) which is completely analogous to the theory given in 24.2 for formal group laws (i.e., formal \( \mathbb{Z}_p \)-modules). Below we quickly give the constructions and results. Details of the proofs will be left to the reader.

(24.5.2) Some notation and construction of the characteristic polynomial The role of \( F_h(X, Y) \) in 24.2 is now played by the formal \( A \)-module \( F^A_h(X, Y) \) of \( A \)-height \( h \) which has logarithm

\[
f_h^A(X) = X + \pi^{-1} X^{q^h} + \pi^{-2} X^{q^{2h}} + \cdots
\]

Let \( F^A_h(X, Y) \) over \( k \) be the reduction mod \( \pi \) of \( F^A_h(X, Y) \). This formal \( A \)-module over \( k \) has as endomorphism ring the ring of integers of the central division algebra \( A' \) of degree \( h \) over \( k \). This division algebra will be denoted \( D_h^A \) and its ring of integers is \( E_h^A \). A prime element of \( E_h^A \) is the element \( \zeta^A(X) = X^q \), this element plays the role of \( \zeta(X) = X^p \) in 24.2; cf. Proposition (21.3.17).
Let $k'$ be some fixed extension of $k$ with $q' = q^e$ elements and $G(X, Y)$ be a formal $A$-module over $k'$ of $A$-height $h$. Let $k_{sc}$ be the algebraic closure of $k$, then, according to Theorem (21.8.18), we know that $G(X, Y)$ and $F^A_h(X, Y)$ are isomorphic as formal $A$-modules over $k_{sc}$. We shall write $A\text{-End}(G(X, Y))$ for the ring of formal $A$-module endomorphisms of $G(X, Y)$ over $k_{sc}$. Let $\xi_G^A(X) = X^e$ be the Frobenius formal $A$-module endomorphism of $G(X, Y)$. (Note that this is indeed a formal $A$-module endomorphism!) Now $A\text{-End}(G(X, Y))$ is isomorphic to $E^A_h$ and $\xi_G^A(X)$ generates a commutative subfield $K(\xi_G^A)$ of $A\text{-End}(G(X, Y)) \otimes_A K$. Let $\Lambda^A(G)$ be the ring of integers of the maximal unramified subextension of $K$ in $K(\xi_G^A)/K$ and let $\Phi^A_G(x)$ be the irreducible polynomial with coefficients in $\Lambda^A(G) \otimes K$ of which $\xi_G^A$ is a root. Then $\Phi^A_G$ has its coefficients in $\Lambda^A(G)$ of course. We note that $A\text{-End}_{k_{sc}}(G(X, Y))$ consists precisely of the elements of $A\text{-End}(G(X, Y))$ which commute with $\xi_G^A$. Thus $\Lambda^A(G) \subset A\text{-End}_{k_{sc}}(G(X, Y))$. Let $e = e(K(\xi_G^A)/K)$ and $f = f(K(\xi_G^A)/K)$. By restriction to $\Lambda^A(G)$ of $J: A\text{-End}_{k}(G(X, Y)) \rightarrow k'$ we obtain a homomorphism $J: \Lambda^A(G) \rightarrow k'$. Let $A_f$ be the ring of integers of the unique unramified extension of degree $f$, $K_f \subset K_{nr}$. Then there is a unique isomorphism $\lambda$ such that the diagram

$$
\begin{array}{c}
\Lambda^A(G) \\
\downarrow \lambda \\
A_f
\end{array}
$$

commutes, where the right arrow is a restriction of the canonical projection $A_{nr} \rightarrow k_{sc}$. Applying $\lambda$ to the coefficients of $\Phi^A_G(x)$ we find a polynomial $\Psi^A_G(x) = x^e + b_1 x^{e-1} + \cdots + b_e$ with coefficients in $A_f$, which will be called the characteristic $A$-polynomial of the formal $A$-module $G(X, Y)$.

The formal $A$-module version of Theorem (24.2.16) is now

\textbf{(24.5.3) Theorem} One dimensional formal $A$-modules over finite extensions $k'$ of $k$, the residue field of $A$, are classified (up to $A$-isomorphism) by polynomials $\Psi^A(x)$ over $A'$ satisfying:

(i) $\Psi^A(x) = x^e + a_1 x^{e-1} + \cdots + a_e$ is irreducible over $K' = A' \otimes K$.
(ii) If $\xi$ is a root of $\Psi^A(x)$, then $K'(\xi)/K'$ is totally ramified.
(iii) $[K(a_1, \ldots, a_e): K]\nu_K(a_e)$ divides $[k': k]$.

The polynomial associated to the formal $A$-module $G(X, Y)$ over $k'$ is the characteristic $A$-polynomial $\Psi^A_G(x)$ of the Frobenius endomorphism $\xi_G^A$ of $G(X, Y)$ as constructed in (24.5.2), and the $A$-height of the formal $A$-module corresponding to a given $\Psi^A(x)$ such that (i)–(iii) hold is equal to $i_{k'}(a_e)^{-1} \times [k': k]$. In the special case that $k' = k$ we have that the formal $A$-modules over $A$ of $A$-height $h$ are classified by Eisenstein polynomials $\Psi^A(x) = x^h + b_1 x^{h-1} + \cdots + b_e$ over $A$ of degree $h$. 
25 Rings of Curves and Artin–Hasse-like Exponential Mappings

25.1 The Witt-vector-like group functor \( W^F \) attached to a one dimensional formal group law \( F(X, Y) \)

(25.1.1) Let \( A \) be a characteristic zero ring and let \( F(X, Y) \) be a one dimensional formal group law over \( A \). Let \( f(X) = X + a_2 X^2 + a_3 X^3 + \cdots \) be the logarithm of \( F(X, Y) \), \( a_i \in A \otimes \mathbb{Q} \). We define polynomials \( \tilde{w}_n^F(Z_1, \ldots, Z_n) \) in the indeterminates \( Z_1, Z_2, \ldots \) by the formula

\[
\tilde{w}_n^F(Z_1, Z_2, \ldots, Z_n) = \sum_{d|n} a_{n/d} Z_d^{n/d}
\]

(25.1.2)

Let \( \Sigma_1^F(X, Y_1), \Sigma_2^F(X_1, X_2, Y_1, Y_2), \ldots, \Sigma_n^F(X_1, \ldots, X_n; Y_1, \ldots, Y_n) \) be the polynomials defined by the equations

\[
\tilde{w}_n^F(\Sigma_1^F, \Sigma_2^F, \ldots, \Sigma_n^F) = \tilde{w}_n^F(X) + \tilde{w}_n^F(Y)
\]

(25.1.3)

A priori the \( \Sigma_i^F \) have their coefficients in \( A \otimes \mathbb{Q} \). But in fact

(25.1.4) Lemma The \( \Sigma_i^F(X_1, \ldots, X_i; Y_1, \ldots, Y_i) \) are polynomials with their coefficients in \( A \).

(25.1.5) To prove this directly is a not completely trivial matter. Instead, we look at the most general situation possible, i.e., take \( F(X, Y) \) to be the universal one dimensional formal group law \( F_U(X, Y) \) over \( \mathbb{Z}[U] \). The logarithm \( f_U(X) \) of \( F_U(X, Y) \) then satisfies functional equations

\[
f_U(X) - \sum_{i=1}^\infty p^{-1} U_{pi} f_U^{(p^i)}(X^{p^i}) \in \mathbb{Z}[U][[X]]
\]

for all prime numbers \( p \). Now let \( \tilde{w}(Z_1, Z_2, \ldots) \) be the series of polynomials \( \tilde{w}_n^F(Z) \) of (25.1.2) for the case \( F(X, Y) = F_U(X, Y) \). We claim that \( \tilde{w}(Z) \) satisfies the functional equations

\[
\tilde{w}(Z) - \sum_{i=1}^\infty p^{-1} U_{pi} Q_p^i \tilde{w}_i^{(p^i)}(Z^{p^i}) \in \mathbb{Z}(p)[U][[Z]]
\]

(25.1.7)

Here \( Q_p \) is the operator that maps a vector \((b_1, b_2, \ldots)\) to \((c_1, c_2, c_3, \ldots)\) where \( c_i = 0 \) unless \( p \mid i \) and \( c_{pj} = b_j \) for all \( j \in \mathbb{N} \).

Indeed, let \( n \in \mathbb{N} \) and \( n = p^m m \) with \((m, p) = 1 \). The \( n \)th component of the left-hand side of (25.1.7) is then equal to

\[
\tilde{w}_n(Z) - p^{-1} U_p \tilde{w}_n^{(p)}(Z^p) - p^{-1} U_{p^2} \tilde{w}_n^{(p^2)}(Z^{p^2}) - \cdots - p^{-1} U_{p^m} \tilde{w}_n^{(p^m)}(Z^{p^m})
\]

\[
= \sum_{d|n} a_{n/d} Z_d^{n/d} - p^{-1} U_p \sum_{d_1|p^{-1}n} a_{p^{-1}n/d_1} (U^p) Z_{d_1}^{n/d_1} - \cdots
\]

\[
- p^{-1} U_{p^m} \sum_{d_r|m/d} a_{m/d} (U^{p^r}) Z_{d_r}^{n/d_r}
\]

(25.1.8)
Fix some divisor $d$ of $n$, and let $p^j$ be the highest power of $p$ dividing $n/d$. The terms of (25.1.8) that involve $Z_d$ are then

(i) if $i = 0$, $a_{n/d}Z_d^{n/d}$

(ii) if $i > 0$, $a_{n/d}Z_d^{n/d} - p^{-1}U_p a_{p^{-1}n/d}(U^p)Z_d^{n/d} - \cdots - p^{-1}U_p a_{p^{-1}n/d}(U^p)Z_d^{n/d}$

and these expressions are integral by (25.1.6). It follows that the $N$-tuple of polynomials $\tilde{w}(Z)$ satisfies an (infinite dimensional) functional equation, and by the infinite dimensional version of the functional equation lemma it follows that

\[
\begin{pmatrix}
\Sigma^U_1(X_1, Y_1) \\
\Sigma^U_2(X_1, X_2; Y_1, Y_2) \\
\vdots \\
\Sigma^n(X_1, \ldots, X_n; Y_1, \ldots, Y_n)
\end{pmatrix} = \tilde{w}^{-1}(\tilde{w}(X) + \tilde{w}(Y))
\]

is a vector of polynomials with coefficients in $\mathbb{Z}[U]$. This proves the lemma for the special case $F(X, Y) = F_U(X, Y)$. Now let $F(X, Y)$ be any one dimensional formal group law over a ring $A$ of characteristic zero and let $\phi: \mathbb{Z}[U] \rightarrow A$ be the unique homomorphism such that $\phi_\ast F_U(X, Y) = F(X, Y)$. Then, since $\phi$ is a ring homomorphism, $\phi_\ast \Sigma_i^U(X; Y) = \Sigma_i^F$ because obviously $\phi_\ast \tilde{w}_n(Z) = \tilde{w}_n^F(Z)$. This proves the lemma. (Cf. E.3.9 for a remark pertaining to this proof.)

(25.1.10) We have proved more however. Let $F(X, Y)$ be a one dimensional formal group law over any ring $A$ (not necessarily of characteristic zero) and $\phi: \mathbb{Z}[U] \rightarrow A$ be the unique ring homomorphism taking $F_U(X, Y)$ into $F(X, Y)$. Then we can define $\Sigma_i^F(X_1, \ldots, X_n; Y_1, \ldots, Y_n)$ as $\phi_\ast \Sigma_i^U(X; Y)$. Let $B$ be any $A$-algebra, then the polynomials $\Sigma_i^F(X; Y)$ define an addition on $B^N = \{(b_1, b_2, b_3, \ldots) | b_i \in B\}$ which gives us a (new) commutative group structure on $B^N$. We shall denote this abelian group by $W^F(B)$. Then $W^F(-)$ is a functor $\text{Alg}_A \rightarrow \text{Ab}$; the group homomorphism $W^F(B) \rightarrow W^F(C)$ associated to an $A$-algebra homomorphism $\phi: B \rightarrow C$ is

\[
(b_1, b_2, b_3, \ldots) \mapsto (\phi(b_1), \phi(b_2), \phi(b_3), \ldots).
\]

(25.1.11) If $F(X, Y)$ is again a one dimensional formal group law over a characteristic zero ring, we define $\tilde{w}_n^F(Z) = n\tilde{w}_n^F(Z)$. The coefficients of $\tilde{w}_n^F(Z)$ are then always in $A$ (because $i a_i \in A$ for all $i$ if $f(X) = \sum a_i X^i$ is the logarithm of $F(X, Y)$). Now $(d/dX)f(X) \cdot (\partial F/\partial X)(0, X) = 1$, so that $\sum_{i=1}^{\infty} i a_i X^{i-1}$ is always defined also if $A$ is not necessarily of characteristic zero; it follows that $\tilde{w}_n^F(Z)$ is defined for all formal group laws $F(X, Y)$. Putting everything together we have

(25.1.12) Theorem For every one dimensional formal group law $F(X, Y)$ over a ring $A$, there exists a functor $W^F: \text{Alg}_A \rightarrow \text{Ab}$ such that the following
properties hold:

(i) As a set-valued functor we have
\[ \mathcal{W}^F(B) = B^\mathbb{N} = \{(b_1, b_2, b_3, \ldots) | b_i \in B\} \]
and \( \mathcal{W}^F(\phi)(b_1, b_2, \ldots) = (\phi(b_1), \phi(b_2), \ldots) \) for \( \phi: B \to C \in \text{Alg}_A \).

(ii) The \( \hat{w}_n^F: \mathcal{W}^F(B) \to B \) are functorial group homomorphisms for all \( n \in \mathbb{N} \).

(iii) If \( \phi: A_1 \to A_2 \) is a homomorphism of rings and \( F_1(X, Y) \) over \( A_1 \), \( F_2(X, Y) \) over \( A_2 \) are formal group laws such that \( \phi_* F_1(X, Y) = F_2(X, Y) \), then
\[ \mathcal{W}^{F_2} = \mathcal{W}^{F_1} \circ \psi \]
where \( \psi: \text{Alg}_{A_2} \to \text{Alg}_{A_1} \) is the obvious forgetful functor associated to \( \phi: A_1 \to A_2 \).

The functors \( \mathcal{W}^F \) are uniquely characterized by (i)–(iii); and for a fixed ring \( A \) of characteristic zero, the functors \( \mathcal{W}^F \), with \( F(X, Y) \) a given fixed formal group law over \( A \), are uniquely characterized by (i) and (ii) alone.

\( \text{(25.1.13)} \) **Addendum** The polynomials \( \Sigma_f^T(X; Y) \) of (25.1.9) also define an infinite dimensional formal group law in the sense of Chapter II, Section 9.6. Thus we have for every one dimensional formal group law \( F(X, Y) \) over a ring \( A \) an infinite dimensional formal group law defined by the polynomials \( \Sigma_f^T(X; Y) \). This formal group law will be denoted \( \hat{W}^F \).

\( \text{(25.1.14)} \) **Remark** If we take \( F(X, Y) = \hat{G}_m^-(X, Y) = X + Y - XY \), then \( \log_{G_m^{-}}(X) = \sum_{n=1}^{\infty} n^{-1} X^n \) so that \( \hat{w}_n^{G_m^{-}}(X) = w_n^f(X) \) where the \( w_n(X) \) are the usual (generalized) Witt polynomials defined in Chapter III, Section 17. Thus if \( F(X, Y) = \hat{G}_m^-(X, Y) \), we recover the underlying abelian group functor of the ring functor of Witt vectors \( W \).

\( \text{(25.1.15)} \) There is a second functor \( \text{Alg}_A \to \text{Ab} \) associated to a one dimensional formal group law \( F(X, Y) \) over a ring \( A \), viz. the functor of curves \( B \mapsto \mathcal{O}(F; B) \). We show that these functors are isomorphic in a way that is compatible with the base changes \( F(X, Y) \to \phi_* F(X, Y) \).

To this end define the universal isomorphism \( E^U: W^U(-) \to \mathcal{O}(F_U; -) \) as follows:
\[ E^U_B(b_1, b_2, \ldots) = \Sigma^F b_i t^i, \quad (b_1, b_2, \ldots) \in W^U(B) \]
this is clearly a bijection. It remains to show that it respects addition, zero elements, and inverses. To see this compose with the homomorphism \( f_U \). We have
\[ f_U(\Sigma^F b_i t^i) = \sum_{i=1}^{\infty} f_U(b_i t^i) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} a_j(U)(b_i t^i)^j \]
\[ = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} a_j(U)b_{ij} t^i = \sum_{i=1}^{\infty} \hat{w}_i(b)t^i \]
Because the addition in \( W^U(-) \) is uniquely characterized by the requirement that the \( \bar{w}_n \) are group homomorphisms (functorially), it follows that \( E^U_b \) is indeed a homomorphism of abelian groups. Now for an arbitrary formal group law \( F(X, Y) \) over a ring \( A \), let \( \bar{E}^F_b(b_1, b_2, \ldots ) = \Sigma^F b_i t^i \); then if \( \phi : \mathbb{Z}[U] \to A \) is such that \( \phi \circ F(X, Y) = F(X, Y) \), we have for every \( A \)-algebra \( B \)

\[
\phi(\phi \circ F_U(b); B) = \phi(F; B), \quad W^U(B) = W^F(B), \quad \text{and} \quad \bar{E}^U_b = \bar{E}^F_b
\]

so \( \bar{E}^F_b \) is a homomorphism of abelian groups.

Note that if \( F(X, Y) \) admits a logarithm, we have

\[
\bar{E}^F_b(b_1, b_2, \ldots ) = f^{-1} \left( \sum_{i=1}^{\infty} \bar{w}^F_i(b) t^i \right)
\]

which is Artin–Hasse like; more precisely this map is the analogue of the isomorphism \( \bar{E}_b \) of Chapter III (17.2.7).

25.2 \( q \)-typical curves and \( q \)-typification

(25.2.1) Let \( A \) be a discrete valuation ring with residue field of \( q \) elements and uniformizing element \( \pi \). Let \( F^*_q(X, Y) \) over \( A[S] \) be the universal formal \( A \)-module (cf. (21.4.8)). Let \( C_1, C_2, \ldots \) be another set of indeterminates and consider \( F^*_q(X, Y) \) over \( A[S]; C \). Let \( \gamma(t) = \sum_{i=1}^{\infty} C_i t^i \) and consider

\[
g(t) = f^*_q(\gamma(t)) = \sum_{j=1}^{\infty} b_j(S, C) t^j
\]

By the functional equation lemma, this power series \( g(t) \) over \( K[S]; C \) (where \( K \) is the quotient field of \( A \)) satisfies a functional equation

(25.2.2)

\[
g(t) - \sum \pi^{-1} S_q^i g^{(q^i)}(t^q) \in A[S; C]
\]

Now define \( \epsilon_q g(t) \) as

\[
\epsilon_q g(t) = \sum_{i=0}^{\infty} b_{q^i}(S, C) t^{q^i} = \hat{g}(t)
\]

Then, we claim \( \hat{g}(t) \) also satisfies a functional equation

(25.2.3)

\[
\hat{g}(t) - \sum \pi^{-1} S_q^i \hat{g}^{(q^i)}(t^q) \in A[S; C]
\]

This follows immediately by writing out what (25.2.2) means in terms of the coefficients of \( g(t) \). (The reason that this works is of course that the functional equation (25.2.2) gives "feed forward relations with degrees multiplied by powers of \( q \"; note that, e.g., \( \hat{g}(t) = \sum_{i=0}^{\infty} b_{q^2i}(S, C) t^{q^2i} \) need not satisfy a functional equation like (25.2.3).)

Now let

\[
\epsilon_q \gamma(t) = (f^*_q)^{-1}(\hat{g}(t))
\]
then again by the functional equation lemma we know that \( \varepsilon_q \gamma(t) \) has its coefficients in \( A[S; C] \). Let

\[
\varepsilon_q \gamma(t) = \sum_{i=1}^{\infty} Q_i(S; C)t^i
\]

This defines for us certain universal polynomials \( Q_i(S; C) \), \( i = 1, 2, \ldots \).

Now let \( B \in \text{Alg} \) and let \( F(X, Y) \) be any formal \( A \)-module over \( B \) and let \( \gamma(t) \) be any curve in \( F(X, Y) \) over \( B \). Let \( \phi: A[S; C] \to B \) be the unique \( A \)-algebra homomorphism such that \( \phi_\ast F^2(X, Y) = F(X, Y) \) (and \( \phi_\ast \rho^2 = \rho_F \)) and such that \( \phi_\ast(\sum_{i=1}^{\infty} C_i t^i) = \gamma(t) \). Let \( \phi(S_i) = s_i \) and \( \phi(C_i) = c_i \). We now define

\[
\varepsilon_q^F \gamma(t) = \sum_{i=1}^{\infty} Q_i(s; c)t^i
\]

and we shall call \( \varepsilon_q^F \gamma(t) \) the \( q \)-typification of \( \gamma(t) \). Note that \( \varepsilon_q^F \) does depend on \( F \).

(25.2.6) Definition A curve \( \gamma(t) \in \mathcal{C}(F; B) \) is called \( q \)-typical if \( \varepsilon_q^F \gamma(t) = \gamma(t) \). Let \( \mathcal{C}_q(F; B) \) denote the set of \( q \)-typical curves in \( \mathcal{C}(F; B) \).

(25.2.7) Proposition \( \mathcal{C}_q(F; B) \) is a (complete Hausdorff) filtered subgroup of \( \mathcal{C}(F; B) \), \( \varepsilon_q^F: \mathcal{C}(F, B) \to \mathcal{C}(F, B) \) is a homomorphism of abelian groups with image \( \mathcal{C}_q(F, B) \), and \( \varepsilon_q^F \varepsilon_q^F = \varepsilon_q^F \) (i.e., \( \varepsilon_q^F \) is a projector).

Before proving this we first give an alternative description of \( \varepsilon_q^F \) that works in case \( F(X, Y) \) has an \( A \)-logarithm.

(25.2.8) Suppose that \( F(X, Y) \) has an \( A \)-logarithm \( f(X) \) and let \( \phi: A[S] \to B \) be the unique homomorphism that takes the formal \( A \)-module \( F^2(X, Y) \) into the formal \( A \)-module \( F(X, Y) \). Then \( f(X) = \phi_\ast f^2(X, Y) \). It follows that if \( \gamma(t) \in \mathcal{C}(F; B) \), then \( \varepsilon_q^F \gamma(t) \) can be obtained as follows: form \( f(\gamma(t)) \); remove all terms of the form \( c_i t^i \) of \( f(\gamma(t)) \) for which \( i \) is not a power of \( q \); let the sum of the remaining terms be \( \tilde{\gamma}(t) \); then \( \varepsilon_q^F \gamma(t) = f^{-1}(\tilde{\gamma}(t)) \). This obviously works because this is precisely what one does in the universal case described in (25.2.1).

(25.2.9) Proof of Proposition (25.2.7) A particular formal \( A \)-module \( F(X, Y) \) which has an \( A \)-logarithm is \( F^2(X, Y) \) over \( A[S; C; D] \) where \( D \) is yet another set of indeterminates. Let \( \tilde{\gamma}(t) = \sum C_i t^i \), \( \tilde{\delta}(t) = \sum D_i t^i \). Then using the description of \( \varepsilon_q \) given in (25.2.8), we see that

\[
(25.2.10) \quad \varepsilon_q(\tilde{\gamma}(t) + F^2 \tilde{\delta}(t)) = \varepsilon_q \tilde{\gamma}(t) + F^2 \varepsilon_q \tilde{\delta}(t) \\
\varepsilon_q(\varepsilon_q(\tilde{\gamma}(t))) = \varepsilon_q(\tilde{\gamma}(t))
\]

Now let \( F(X, Y) \) be any formal \( A \)-module over an \( A \)-algebra \( B \) and let \( \gamma(t) \), \( \delta(t) \in \mathcal{C}(F; B) \). Let \( \phi: A[S; C; D] \to B \) be the unique homomorphism such that \( \phi_\ast(F^2(X, Y)) = F(X, Y) \) (as formal \( A \)-modules), \( \phi_\ast(\tilde{\gamma}(t)) = \gamma(t) \), \( \phi_\ast(\tilde{\delta}(t)) = \delta(t) \). Then \( \varepsilon_q^F \gamma(t) = \varepsilon_q^F \varepsilon_q^F \gamma(t) \) and \( \varepsilon_q^F \gamma(t) + F \delta(t) = \varepsilon_q^F \gamma(t) + F \varepsilon_q^F \delta(t) \) follow by applying \( \phi_\ast \) to (25.2.10).
(25.2.11) Remarks

(i) If $F(X, Y)$ over $B$ has an $A$-logarithm $f(X)$ then $\gamma(t) \in \mathfrak{G}(F; B)$ is in $\mathfrak{G}_q(F; B)$ if and only if $f(\gamma(t))$ involves only $q$th powers of $t$. This follows from (25.2.8).

(ii) One can similarly define $\hat{q}$-typification and $\hat{q}$-typical curves for all $\hat{q}$ that divide $q$, but as a rule $\hat{q}$-typification is not defined for $\hat{q} = q^i$, $i \geq 2$.

(iii) Of course one can quite generally define what a $\hat{q}$-typical curve is for any power $\hat{q}$ of $q$ whatever: if $F(X, Y)$ admits an $A$-logarithm, these are the curves $\gamma(t)$ such that $f(\gamma(t))$ is a sum of $\hat{q}$-powers of $t$ (with coefficients); and if $F(X, Y)$ does not admit an $A$-logarithm, these are all curves $\gamma(t)$ for which there exists a covering $\psi: \tilde{B} \rightarrow B$, a lift $\tilde{F}(X, Y)$ of $F(X, Y)$, and a $\hat{q}$-typical curve $\tilde{\gamma}(t)$ in $\mathfrak{G}(\tilde{F}; \tilde{B})$ that reduces to $\gamma(t)$ under $\psi$.

(25.2.12) Definition Let $\mathcal{F}: W^F(-) \rightarrow \mathfrak{G}(F; -)$ be the isomorphism of (25.1.15), then the projector $e^F_q$ of $\mathfrak{G}(F; -)$ yields a projector of $W^F(-)$ which we shall also denote $e^F_q$. The image functor $e^F_q W^F(-)$ will also be denoted $W^F_{q, \infty}(-)$. Note that with this notation

$$W^G_{p, \infty}(-) = W_p(-)$$

where $W_{p, \infty}(-)$ is the Witt vector functor discussed at length in Chapter III, Section 17.4.

For later purposes, we shall need a universality result on curves in $\mathfrak{G}_q(F; B)$.

(25.2.13) Lemma Let $\gamma_c(t) \in C_q(F_U; A[S; C])$ be the $q$-typical curve

$$\gamma_c(t) = e^F_q \left( \sum_{i=0}^{\infty} F_U C_i t^{q^i} \right)$$

then for every $A$-algebra $B$, every formal $A$-module $F(X, Y)$ over $B$, and every curve $\gamma(t) \in \mathfrak{G}_q(F; B)$, there exists a unique homomorphism $\phi: A[S; C] \rightarrow B$ such that $\phi_\ast \gamma_c(t) = \gamma(t)$ and $\phi_\ast F_U(X, Y) = F(X, Y)$.

Proof First uniqueness; $\phi$ is in any case unique on $A[S]$. Suppose that there are two extensions $\phi, \psi$, both taking $\gamma_c(t)$ into $\gamma(t)$, and suppose $\phi \neq \psi$. Let $i$ be the smallest element of $N$ such that $\phi(C_i) \neq \psi(C_i)$. Then we have modulo degree $(q^i + 1)$

$$\sum_{n=0}^{\infty} F(C_n) t^{q^n} - \sum_{n=0}^{\infty} \psi(C_n) t^{q^n} = \sum_{n=0}^{i-1} F(C_n) t^{q^n} - \sum_{n=0}^{i-1} \psi(C_n) t^{q^n} + F(C_i) t^{q^i} - \psi(C_i) t^{q^i} = (\phi(C_i) - \psi(C_i)) t^{q^i}$$

which contradicts

$$e^F_q \phi_\ast(\gamma_c(t)) = \phi_\ast(e^F_q \gamma_c(t)) = \gamma(t) = \psi_\ast(e^F_q \gamma_c(t)) = e^F_q \psi_\ast(\gamma_c(t))$$
because \( \varepsilon_q^F \) is a group homomorphism and if \( \delta(t) \equiv bt^j \) mod(degree \( j + 1 \)) and \( j \) is a power of \( q \), then \( \varepsilon_q^F(\delta(r)) \equiv bt^j \) mod(degree \( j + 1 \)).

To prove existence it suffices to do this in the case that \( B \) is \( A \)-torsion free because \( \mathcal{G}_q(F; \psi): \mathcal{G}_q(F; B_1) \rightarrow \mathcal{G}_q(F; B_2) \) is surjective if \( \psi: B_1 \rightarrow B_2 \) is surjective as follows from the commutativity of the diagram

\[
\begin{array}{ccc}
\mathcal{G}(F; B_1) & \xrightarrow{\varepsilon_q^F} & \mathcal{G}(F; B_1) \\
\downarrow{\mathcal{G}(F; \psi)} & & \downarrow{\mathcal{G}(F; \psi)} \\
\mathcal{G}(F; B_2) & \xrightarrow{\varepsilon_q^F} & \mathcal{G}(F; B_2)
\end{array}
\]

and the surjectivity of \( \varepsilon_q^F, \mathcal{G}(F; \psi) \) and \( \varepsilon_q^F \). So suppose that \( \gamma(t) \in \mathcal{G}_q(F; B) \) and that \( B \) is \( A \)-torsion free. Suppose we have already found \( b_0, b_1, b_2, \ldots, b_n \in B \) such that

\[
25. (25.2.14) \quad \varepsilon_q^F \left( \sum_{i=0}^{n} b_i t^q^i \right) \equiv \gamma(t) \mod(\text{degree } q^n + 1)
\]

Let

\[
26. (25.2.15) \quad f \left( \varepsilon_q^F \sum_{i=0}^{n} b_i t^q^i \right) = \sum_{i=0}^{\infty} x_i t^q^i, \quad f(\gamma(t)) = \sum_{i=0}^{\infty} y_i t^q^i
\]

It then follows from (25.2.14) that \( x_i = y_i \) for \( i \leq n \) in (25.2.15) which then (\( q \)-typicality!) implies that

\[
\varepsilon_q^F \left( \sum_{i=0}^{n} b_i t^q^i \right) \equiv \gamma(t) \mod(\text{degree } q^{n+1})
\]

which in turn implies the existence of a \( b_{n+1} \in B \) such that (25.2.14) holds with \( n \) replaced by \( n + 1 \).

An immediate corollary is a second, very similar representability result:

\[
27. (25.2.16) \quad \text{Lemma} \quad \text{Let } F(X, Y) \text{ be a formal } A \text{-module over an } A \text{-algebra } B. \text{ Then for every } B \text{-algebra } B' \text{ and every } q \text{-typical curve } \gamma(t) \in \mathcal{G}_q(F; B'), \text{ there is a unique homomorphism } \phi: B[C_0, C_1, C_2, \ldots] \rightarrow B' \text{ such that}
\]

\[
\phi_* (\varepsilon_q^F(\sum F C_i t^q)) = \gamma(t)
\]

(I.e., the \( B \)-algebra \( B[C] \) represents the functor \( B' \mapsto \mathcal{G}_q(F; B') \).)

\[
\text{Proof} \quad \text{There is a one–one correspondence between homomorphisms } \psi: A[S; C] \rightarrow B' \text{ such that } \psi_* F A^q(X, Y) = F(X, Y) \text{ and homomorphisms } \phi: B[C] \rightarrow B'. \text{ This correspondence is given by } \phi(C_i) = \psi(C_i). \text{ Now apply Lemma (25.2.13).}
\]

\[
28. (25.2.17) \quad \text{Notation and remark} \quad \text{It follows from (25.2.16) and the definition (25.2.12) that as a set functor}
\]

\[
W_q^{F, \infty}(B') = \{(b_0, b_1, b_2, \ldots) | b_i \in B'\}
\]
We shall (as a rule) also use $\bar{E}^f$ to denote the isomorphism $W_{q, \infty}^F(-) \rightarrow \mathcal{C}_q(F; -)$ induced by $\bar{E}^f: W_{F}^F(-) \rightarrow \mathcal{C}(F; -)$. Thus we have for $(b_0, b_1, b_2, \ldots) \in W_{q, \infty}^F(B')$:

$$\bar{E}^f(b_0, b_1, b_2, \ldots) = e_q^f \left( \sum_{i=0}^{\infty} b_i t^{q^i} \right)$$

and we have a commutative diagram

$$
\begin{array}{ccc}
W_{F}^F(-) & \xrightarrow{E^f} & \mathcal{C}(F; -) \\
\downarrow e_q^f & & \downarrow e_q^f \\
W_{q, \infty}^F(-) & \xrightarrow{E^f} & \mathcal{C}_q(F; -)
\end{array}
$$

25.3 "Ramified Witt vectors" (local case)

(25.3.1) In this subsection $A$ is a complete discrete valuation ring with quotient field $K$ and residue field $k$ of $q$ elements. Let $F(X, Y)$ be a formal $A$-module over $A$ of $A$-height 1. According to Theorem (24.5.3), Theorem (21.8.9), or Proposition (8.3.22) of Chapter I, there is then a unique uniformizing element $\pi(F)$ of $A$ such that the characteristic polynomial of $F(X, Y)$ is equal to $\Psi_A^f(\chi) = x - \pi(F)$. The element $\pi(F)$ is also the unique element of $A$ such that the logarithm $f(X)$ of $F(X, Y)$ satisfies $f(X) - \pi(F)^{-1}f(X^q) \in A[[X]]$.

(25.3.2) We now define the Witt polynomials $w_{q, n}^F(Z_0, \ldots, Z_n)$ associated to $F(X, Y)$ as

$$w_{q, n}^F(Z_0, \ldots, Z_n) = \pi(F)^n Z_n + \pi(F)^{n-1} a_{q^n} Z_{n-1} + \cdots + \pi(F)^{n} a_{q^n} Z_0$$

where the $a_{q^n}$ are the coefficients of $X^{q^n}$ in $f(X) = \sum_{i=1}^{\infty} a_i X^i$. Note that $f(X) - \pi(F)^{-1}f(X^q) \in A[[X]]$ implies that $v(a_{q^n}) = -i$ where $v$ is the normalized exponential valuation on $K$, so the coefficients of $w_{q, n}^F(Z)$ are all in $A$; in fact modulo $\pi(F)$ we have $w_{q, n}^F(Z) \equiv \pi(F)^n a_{q^n} Z_0^n$.

(25.3.4) Let $B$ be an $A$-algebra that is $A$-torsion free and let $\pi$ be a uniformizing element of $A$. Let $R_q(B \otimes_A K)$ be the abelian group of all power series in $t$ with coefficients in $B \otimes_A K$ of the form $\sum_{i=0}^{\infty} x_i t^{q^i}$ (with the obvious coefficentwise addition). We define a multiplication and an $A$-module structure on $R_q(B \otimes_A K)$ as follows:

$$\left( \sum_{i=0}^{\infty} x_i t^{q^i} \right) \ast_{\pi} \left( \sum_{i=0}^{\infty} y_i t^{q^i} \right) = \sum_{i=0}^{\infty} \pi^i x_i y_i t^{q^i}$$

$$a \left( \sum_{i=0}^{\infty} x_i t^{q^i} \right) = \sum_{i=0}^{\infty} ax_i t^{q^i}$$

One checks trivially that these definitions turn $R_q(B \otimes_A K)$ into an $A$-algebra with unit element $\sum_{i=0}^{\infty} \pi^{-i} X^{q^i}$. We shall denote this $A$-algebra by $R_{q, \pi}(B \otimes_A K)$.
(25.3.5) The $A$-algebra functors $\mathcal{C}_q(F; -)$ Let $F(X, Y)$ be as in (25.3.1).
We are going to define an $A$-algebra structure on $\mathcal{C}_q(F; B)$ for all $A$-algebras $B$.
Recall that the logarithm $f(X)$ of $F(X, Y)$ satisfies

$$f(X) = \sum_{i=1}^{\infty} a_i X^i, \quad a_q = \pi(F)^{-1} a_i \in A \quad \text{for all} \quad i \in \mathbb{N}$$

$$v(a_i) = -r \quad \text{if} \quad q \mid i \quad \text{but} \quad q^{r+1} \nmid i$$

To define the $A$-algebra structure on $\mathcal{C}_q(F; B)$ for all $A$-algebras $B$ we first do a
special case, viz. $B = A[C_0, C_1, \ldots; D_0, D_2, \ldots]$ where the $C_i$ and $D_i$ are in-
determinates. Let $\sigma : B \otimes_A K \rightarrow B \otimes_A K$ be the $K$-endomorphism $C_i \mapsto C_i^q, D_i \mapsto D_i^q$. Note that $\sigma(b) \equiv b^q \mod \pi(F)B$ for all $b \in B$. Now let $\gamma(t)$ and $\delta(t)$ be
two elements of $\mathcal{C}_q(F; B)$ and consider

$$f(\gamma(t)) = \sum_{i=0}^{\infty} x_i t^q, \quad f(\delta(t)) = \sum_{i=0}^{\infty} y_i t^q$$

$(f(\gamma(t)), f(\delta(t)))$ are of the form indicated because $\gamma(t), \delta(t) \in \mathcal{C}_q(F; B).$ Here the
$x_i$ and $y_i$ are certain polynomials (with coefficients in $K$) in the $C_i$ and $D_i$. By
the functional equation lemma these coefficients satisfy

(25.3.7)

$$x_0, y_0 \in B; \quad x_i - \pi(F)^{-1} \sigma(x_{i-1}) \in B$$

$$y_i - \pi(F)^{-1} \sigma(y_{i-1}) \in B \quad \text{for} \quad i \in \mathbb{N}$$

Now consider

$$\epsilon(t) = f(\gamma(t)) *_{\pi(F)} f(\delta(t)) = \sum_{i=0}^{\infty} \pi(F)^i x_i y_i t^q$$

We claim that this power series also satisfies a functional equation $\epsilon(t) - \pi(F)^{-1} \epsilon(t^q) \in B[[t]]$. Indeed, we have $\pi(F)^0 x_0 y_0 = x_0 y_0 \in B$, and writing

$$x_i = \pi(F)^{-1} \sigma(x_{i-1}) + b_i(x), \quad y_i = \pi(F)^{-1} \sigma(y_{i-1}) + b_i(y), \quad b_i(x), b_i(y) \in B,$$

we have

$$\pi(F)^i x_i y_i - \pi(F)^{-1} \sigma(\pi(F)^{i-1} x_{i-1} y_{i-1})$$

$$= \pi(F)^i \pi(F)^{-1} \sigma(x_{i-1}) b_i(y) + \pi(F)^i \pi(F)^{-1} \sigma(y_{i-1}) b_i(x) + \pi(F)^i b_i(x) b_i(y)$$

$$\equiv 0 \quad \text{mod} \quad B$$

because $\pi(F)^i x_i, \pi(F)^i y_i \in B$ for all $i \in \mathbb{N} \cup \{0\}$ by (25.3.7). It follows from the
functional equation lemma that $f^{-1}(\epsilon(t))$ has its coefficients in $B$ and hence is
an element of $\mathcal{C}_q(F; B)$. The formula

(25.3.8)

$$\gamma(t) *_{F} \delta(t) = f^{-1}(f(\gamma(t)) *_{\pi(F)} f(\delta(t)))$$
therefore defines a multiplication on \( \mathcal{C}_q(F; B) \). The element \( \sum \pi(F)^{-i}t^q \) of \( R_{q,\pi(F)}(B \otimes_A K) \) also satisfies a functional equation (25.3.7) and hence

\[
(25.3.9) \quad e_F(t) = f^{-1} \left( \sum_{i=0}^{\infty} \pi(F)^{-i}t^q \right) \in \mathcal{C}_q(F; A)
\]

is in \( \mathcal{C}_q(F; A) \subset \mathcal{C}_q(F; B) \) and is the unit element of \( \mathcal{C}_q(F; B) \). Finally,

\[
af(\gamma(t)) = \sum_{i=0}^{\infty} ax_i t^q
\]

also satisfies a functional equation (25.3.7), so \( f^{-1}(af(t)) \) is in \( \mathcal{C}_q(F; B) \), so

\[
(25.3.10) \quad ay(t) = f^{-1}(af(\gamma(t))) = [a]_F \gamma(t)
\]

where \([a]_F\) is the endomorphism of \( \mathcal{C}(F; B) \) induced by the endomorphism \([a]_F = \rho_F(a)\) of \( F(X, Y) \), defines an \( A \)-module structure on \( \mathcal{C}_q(F; B) \). It is now easy to check that (25.3.8)-(25.3.10) do indeed define an \( A \)-algebra structure on \( \mathcal{C}_q(F; B) \). Note that this \( A \)-algebra structure is such that \( \gamma(t) \mapsto f(\gamma(t)) \) is an \( A \)-algebra homomorphism \( \mathcal{C}_q(F; B) \to R_{q,\pi(F)}(B \otimes_A K) \).

To define the \( A \)-algebra structure on all \( A \)-algebras \( B \), especially \( A \)-algebras that have \( A \)-torsion, we take the universal example of two \( q \)-typical curves in \( F(X, Y) \). Consider the following two elements of \( \mathcal{C}_q(F; A[C; D]) \):

\[
\gamma_c(t) = e_q^F \left( \sum_{i=0}^{\infty} C_i t^q \right), \quad \gamma_d(t) = e_q^F \left( \sum_{i=0}^{\infty} D_i t^q \right)
\]

We claim that they satisfy the following universality property:

\[
(25.3.11) \quad \text{For any } A \text{-algebra } B \text{ and any two elements } \gamma(t), \delta(t) \in \mathcal{C}_q(F; B) \text{ there is a unique homomorphism } \phi: A[C; D] \to B \text{ such that } \phi_\gamma \gamma_c(t) = \gamma(t), \phi_\delta \gamma_d(t) = \delta(t).
\]

This is of course an immediate and trivial corollary of Lemma (25.2.13). Now let \( \gamma(t), \delta(t) \) be any two elements in \( \mathcal{C}_q(F; B) \), \( B \) any \( A \)-algebra. Let \( \phi \) be the unique homomorphism \( A[C; D] \to B \) such that \( \phi_\gamma \gamma_c(t) = \gamma(t), \phi_\delta \gamma_d(t) = \delta(t) \).

We now define

\[
(25.3.12) \quad \gamma(t) *_F \delta(t) = \phi_\gamma(\gamma_c(t) *_F \gamma_d(t))
\]

\[
(25.3.13) \quad ay(t) = \phi_\gamma(ax_0(t))
\]

It follows immediately from the uniqueness of \( \phi \) that for \( A \)-algebras \( B \) that are \( A \)-torsion free we always have

\[
(25.3.14) \quad \gamma(t) *_F \delta(t) = f^{-1}(f(\gamma(t)) *_{\pi(F)} f(\delta(t)) \quad ay(t) = f^{-1}(af(\gamma(t))) = [a]_F(\gamma(t))
\]

which proves that \( \mathcal{C}_q(F; B) \) is an \( A \)-algebra if \( B \) is \( A \)-torsion free (and also shows that this definition agrees with (25.3.8)). The general case follows, because by
construction, \( \psi_* = \mathcal{C}_q(F; \psi) \) for \( \psi : B_1 \to B_2 \in \text{Alg}_A \), is a multiplication preserving, addition preserving, \( A \)-module structure preserving surjective map if \( \psi : B_1 \to B_2 \) is surjective. The unit element of \( \mathcal{C}_q(F; B) \) is \( 1_e e_F(t) \) where \( 1 : A \to B \) is the \( A \)-algebra structure homomorphism of the \( A \)-algebra \( B \). Because \( \psi_* = \mathcal{C}_q(F; \psi) \) is (by definition) \( A \)-algebra structure preserving, we have defined a functor \( \mathcal{C}_q(F; -) : \text{Alg}_A \to \text{Alg}_A \) for every formal \( A \)-module over \( A \) of \( A \)-height 1.

**Isomorphisms** Let \( \alpha(X) : F(X, Y) \to G(X, Y) \) be a strict isomorphism of formal \( A \)-modules over \( A \). Then \( \pi(F) = \pi(G) = \pi \) (Proposition (8.3.22) of Chapter I or Theorem (24.5.3)) and \( f(X) = g(\alpha(X)) \), so the commutative diagram

\[
\begin{array}{ccc}
\mathcal{C}_q(F; -) & \xrightarrow{f} & R_q,\pi(- \otimes_A K) \\
\alpha_* & \downarrow & \\
\mathcal{C}_q(G; -) & \xrightarrow{g} & \\
\end{array}
\]

shows that \( \alpha_* \) is an isomorphism of \( A \)-algebra functors.

If \( \alpha(X) \) is an isomorphism but not a strict isomorphism, then also \( \pi(F) = \pi(G) = \pi \) and we have a commutative diagram

\[
\begin{array}{ccc}
C_q(F; -) & \xrightarrow{f} & R_q,\pi(- \otimes_A K) \\
\alpha_* & \downarrow & \\
C_q(G; -) & \xrightarrow{g} & R_q,\pi(- \otimes_A K) \\
\end{array}
\]

where \( u_* \) is multiplication with some unit \( u \neq 1 \) of \( A \); \( u_* \) is not an \( A \)-algebra homomorphism and so neither is \( \alpha_* \).

However, the algebra functors \( \mathcal{C}_q(F; -) \) and \( \mathcal{C}_q(G; -) \) are still isomorphic (in this case also because two formal \( A \)-modules of \( A \)-height 1 over \( A \) are isomorphic iff they are strictly isomorphic) essentially because there is a distinct lack of necessity of defining the \( A \)-algebra structure as we did and a concomitant plethora of isomorphisms.

Indeed, let \( G(X, Y) \) be any other formal \( A \)-module over \( A \) of \( A \)-height 1 with corresponding prime element \( \pi(G) \). Then if \( B \) is \( A \)-torsion free consider the following diagram

\[
\begin{array}{ccc}
\mathcal{C}_q(F; B) & \xrightarrow{f} & R_{q,\pi(F)}(B \otimes_A K) \\
\vartheta & \downarrow & \\
\mathcal{C}_q(G; B) & \xrightarrow{g} & R_{q,\pi(G)}(B \otimes_A K) \\
\end{array}
\]

where \( \vartheta \) takes \( \sum x_i t^{q^i} \) into \( \sum \pi(G)^{-1} \pi(F)^{q} x_i t^{q^i} \). One quickly checks (via the universal example and using functional equation arguments) that \( \vartheta \) takes \( f(\mathcal{C}_q(F; B)) \) bijectively onto \( g(\mathcal{C}_q(G; B)) \) and that \( \vartheta \) is an \( A \)-algebra homomorphism. It follows that \( \vartheta \) induces a functor isomorphism of the functors.
\( \mathcal{C}_q(F; -) \), \( \mathcal{C}_q(G; -) \): \( \text{Alg}_A \rightarrow \text{Alg}_A \). (Of course this isomorphism need not be of the form \( \alpha_* \) for any homomorphism \( \alpha(X): F(X, Y) \rightarrow G(X, Y) \).) Even more is true. Let \( c = (c_0, c_1, c_2, \ldots) \) be any series of elements of \( K \) such that \( c_0 \in U(A) \) and \( c_i \equiv \pi(F)^{-1}c_{i-1} \) mod \( B \) for \( i \in \mathbb{N} \). Define a multiplication \( \ast_c \) on \( R_q(B \otimes_A K) \) by

\[
\sum x_it^{q^i} \ast_c \sum y_it^{q^i} = \sum c_i^{-1}x_iy_it^{q^i}
\]

then

\( \gamma(t) \ast_{F, c} \delta(t) = f^{-1}(f(\gamma(t)) \ast_c f(\delta(t))) \)

defines an \( A \)-algebra structure on \( \mathcal{C}_q(F; B) \) and the resulting functor is again isomorphic to \( \mathcal{C}_q(F; -) \) as defined in (25.3.5). A somewhat tempting choice for the \( c_i \) might be the sequence \( (a_{q^0}, a_{q^1}, a_{q^2}, \ldots) \) of coefficients of \( X, X^q, X^{q^2}, \ldots \) in the logarithm \( f(X) \) of \( F(X, Y) \). This choice leads to difficulties later when dealing with Frobenius operators; but on the other hand appears to have certain advantages in the global case; cf. Section 25.11 for some more details.

**25.3.16** A special case Choose a uniformizing element \( \pi \) of \( A \). Then there is one particular formal \( A \)-module \( G_\pi(X, Y) \) with \( \pi(G_\pi) = \pi \) that gives especially pleasing formulas. It is the formal group law \( G_\pi(X, Y) \) with logarithm

\[
g_\pi(X) = X + \pi^{-1}X^q + \pi^{-2}X^{q^2} + \cdots = X + \pi^{-1}g_\pi(X^q)
\]

In this case the unit element \( e_{G_\pi}(t) \) of \( \mathcal{C}_q(G_\pi; B) \) is the curve \( \gamma_0(t) = t \), the curves \( (\sum_{i=0}^{\infty} b_i t^{q^i}) \) are automatically in \( \mathcal{C}_q(G_\pi; B) \) (without applying \( e_q \)) and the Witt polynomials associated to \( G_\pi(X, Y) \) are

(25.3.17) \( w_{q, n}^\pi(Z) = \pi^nZ_n + \pi^{n-1}Z_{n-1}^q + \cdots + \pi Z_{q^{n-1}}^q + Z_0^q = w_q^\pi(Z) \)

We shall from now on write \( w_q^\pi(Z) \) for these polynomials; the dependence on \( \pi \) being understood.

**25.3.18** The \( A \)-algebra functor \( W_{q, \pi}(-) \) associated to the formal \( A \)-module \( F(X, Y) \) We have seen that the functor \( \mathcal{C}_q(F; -) \) is representable by \( A[X_0, X_1, X_2, \ldots] = A[X] \) the isomorphism of functors being

(25.3.19) \( \text{Alg}_A(A[Z], B) \cong \mathcal{C}_q(F; B), \quad \phi \mapsto e_q^F \left( \sum_{i=0}^{\infty} \phi(Z_i)t^{q^i} \right) \)

Now \( \mathcal{C}_q(F; -) \) has a functorial addition and multiplication and these induce a coaddition and comultiplication on \( A[Z] \).

\[
\]

Let \( \Sigma_i^F(S; T) \) (resp. \( \Pi_i^F(S; T) \)) be the polynomials in \( S_0, S_1, \ldots; T_0, T_1, \ldots \) such that

\[
\Sigma_i^F(Z_0 \otimes 1, Z_1 \otimes 1, \ldots; 1 \otimes Z_0, 1 \otimes Z_1, \ldots) = c_\xi^F(Z_i)
\]
(resp. $\Pi^F_i(Z_0 \otimes 1, Z_1 \otimes 1, \ldots; 1 \otimes Z_0, 1 \otimes Z_1, \ldots) = c^F_i(Z_i)$). According to (25.3.19) these polynomials must satisfy

\[
\varepsilon^F_q \left( \sum_{i=0}^{\infty} \Sigma^F_i(S; T) t^{q^i} \right) = \varepsilon^F_q \left( \sum_{i=0}^{\infty} S_i t^{q^i} \right) + \varepsilon^F_q \left( \sum_{i=0}^{\infty} T_i t^{q^i} \right)
\]

\[
\varepsilon^F_q \left( \sum_{i=0}^{\infty} \Pi^F_i(S; T) t^{q^i} \right) = \varepsilon^F_q \left( \sum_{i=0}^{\infty} S_i t^{q^i} \right) \ast \varepsilon^F_q \left( \sum_{i=0}^{\infty} T_i t^{q^i} \right)
\]

Now, by the definition of $\varepsilon^F_q$ we have $f(\varepsilon^F_q(\sum c_i i^i)) = \sum_{i=0}^{\infty} x_{q^i} t^{q^i}$ if $f(\sum c_i i^i) = \sum x_i i^i$ for $\sum x_i i^i \in \mathcal{C}(F; B)$, if $B$ is $A$-torsion free. Hence (25.3.20) gives us

\[
w^F_{q,n}(\Sigma^F_0, \Sigma^F_1, \ldots, \Sigma^F_n) = w^F_{q,n}(S_0, S_1, \ldots, S_n) + w^F_{q,n}(T_0, T_1, \ldots, T_n)
\]

\[
w^F_{q,n}(\Pi^F_0, \Pi^F_1, \ldots, \Pi^F_n) = w^F_{q,n}(S_0, S_1, \ldots, S_n) w^F_{q,n}(T_0, T_1, \ldots, T_n)
\]

Of course the polynomials $\Sigma^F_i$ and $\Pi^F_i$ are uniquely determined by these conditions, and from the way in which they were obtained we know that the coefficients of the $\Sigma^F_i$ and $\Pi^F_i$ are in $A$; a fact that does not immediately follow from (25.3.21).

The polynomials $\Sigma^F_i$ and $\Pi^F_i$ describe the ring structure of $\mathcal{C}_q(F; -)$. What about the $A$-module structure? The ring homomorphism $A \rightarrow \mathcal{C}_q(F; A)$ satisfies, according to (25.3.14),

\[
a \mapsto [a]_F(\varepsilon_F(t)) = f^{-1} \left( \sum_{i=0}^{\infty} a \pi(F)^{-i} t^{q^i} \right)
\]

Write

\[
f^{-1} \left( \sum_{i=0}^{\infty} a \pi(F)^{-i} t^{q^i} \right) = \varepsilon^F_q \left( \sum_{i=0}^{\infty} \Omega^F_i(a) t^{q^i} \right), \quad \Omega^F_i(a) \in A
\]

By applying $f$ to this equality we obtain that

\[
w^F_{q,i}(\Omega^F_0(a), \Omega^F_1(a), \ldots) = a
\]

which of course determines the elements $\Omega^F_i(a)$ of $A$ uniquely.

In case $F(X, Y) = G_\pi(X, Y)$ we shall write $\Sigma^A_i, \Pi^A_i, \Omega^A_i(a)$ instead of $\Sigma^G_i, \Pi^G_i, \Omega^G_i(a)$ where again the dependence on $\pi$ is understood. We note that the $\Sigma^F_i, \Pi^F_i$ are polynomials with coefficients in $A$, but that the elements $\Omega^F_i(a)$ are given by polynomials $\Omega^F_i$ with coefficients in $K$ which happen to be such that $\Omega^F_i(a) \in A$ for all $a \in A$. For example, the first three $\Omega^F_i(a)$ are

\[
\begin{align*}
\Omega^F_0(a) &= a, \\
\Omega^F_1(a) &= \pi^{-1}(a - a^2) \\
\Omega^F_2(a) &= \pi^{-2}(a^2 - a^2^2) - \pi^{-1}\{\pi^{-q}(a - a^2^2) - \pi^{-1}(a - a^2)^2}\)
\end{align*}
\]
All this ((25.3.19)–(25.3.24)) amounts to the following alternative description of \( \mathcal{C}_q(F; -) \).

**Theorem** For every formal \( A \)-module of \( A \)-height 1 over \( A \), there exists a unique functor \( W_{q, \infty}^F : \text{Alg}_A \to \text{Alg}_A \) with the following properties:

(i) As set-valued functors \( W_{q, \infty}^F (B) = \{(b_0, b_1, b_2, \ldots) \mid b_i \in B\} \) and \( W_{q, \infty}^F (\phi) (b_0, b_1, b_2, \ldots) = (\phi(b_0), \phi(b_1), \phi(b_2), \ldots) \) for \( \phi : B \to C \) in \( \text{Alg}_A \).

(ii) The polynomials \( w_{q,i}^F (Z) \) of (25.3.3) induce functorial \( A \)-algebra homomorphisms \( W_{q, \infty}^F (B) \to B, b = (b_0, b_1, b_2, \ldots) \mapsto w_{q,i}^F (b) \) for all \( i \in \mathbb{N} \cup \{0\} \).

Addition and multiplication in the \( W_{q, \infty}^F (B) \) are given by the universal polynomials \( \Sigma_i^F \) and \( \Pi_i^F \) and the \( A \)-algebra structure is given by the universal sequences \( (\Omega_0(a), \Omega_1(a), \ldots) \) of elements of \( A \).

The functors \( W_{q, \infty}^F (-), \mathcal{C}_q(F; -) : \text{Alg}_A \to \text{Alg}_A \) are isomorphic under the functor transformation \( \eta : (b_0, b_1, b_2, \ldots) \to \mathcal{C}_q(\Sigma_i^F b_i t^i) \), and we have a commutative (functorial) diagram

\[
\begin{array}{ccc}
W_{q, \infty}^F (B) & \xrightarrow{\eta} & \mathcal{C}_q(F; B) \\
\downarrow{w_{q, \infty}^F} \downarrow{w_{q,i}^F} & & \downarrow{s_{q,i}^F} \\
B & & \end{array}
\]

where \( s_{q,i}^F \) is the \( A \)-algebra functor homomorphism \( s_{q,i}^F (\eta(t)) = \pi(F)^i \) times the coefficient of \( t^i \) in \( f(\eta(t)) \).

**Remarks**

(i) We shall write \( W_{q, \infty}^A (-) \) for \( W_{q, \infty}^G (-) \).

(ii) If \( F(X, Y) = G_n(X, Y) \), then the unit element of \( \mathcal{C}_q(F; B) \) is the curve \( t \), and it follows that the unit element of \( W_{q, \infty}^A (B) \) is the vector \((1, 0, 0, 0, \ldots)\).

(iii) If \( \alpha(X) : F(X, Y) \to G(X, Y) \) is a strict isomorphism over \( A \) of formal \( A \)-modules of \( A \)-height 1, then \( \alpha(X) \) induces an isomorphism of functors \( W_{q, \infty}^A : W_{q, \infty}^F (-) \to W_{q, \infty}^G (-) \) such that \( W_{q,i}^F W_{q, \infty}^G = w_{q,i}^F \) for all \( i \in \mathbb{N} \cup \{0\} \). More generally, if \( F(X, Y) \) and \( G(X, Y) \) are any two formal \( A \)-modules over \( A \) of \( A \)-height 1, then the isomorphism \( \eta \) of (25.3.15) gives us via \( \eta^F \) and \( \eta^G \) (cf. Theorem (25.3.25)) an isomorphism \( W_{q, \infty}^F (-) \to W_{q, \infty}^G (-) \) which changes \( w_{q,i}^F \) into \( w_{q,i}^G \) for all \( i \).

**Remark** (25.3.26)(iii) above tells us that the functors \( W_{q, \infty}^F \) together with the functor transformations \( w_{q,i}^F \) do not yet possess sufficient structure to distinguish between nonisomorphic formal \( A \)-modules of \( A \)-height 1 over \( A \). The introduction of Frobenius operators in 25.5 will remedy this. But first we want to prove the theorem that justifies to some extent the appellation "ramified Witt vectors" for \( W_{q, \infty}^F (-) \) or \( \mathcal{C}_q(F; -) \).

**A construction** Let \( A_n \) be the ring of integers of the unramified extension \( K_n \) of degree \( n \) of \( K \) and let \( k_n \) be the residue field of \( K_n \). We use \( \sigma \) to
denote the Frobenius substitution in $\text{Gal}(K_n/K)$, i.e., $\sigma(x) \equiv x^q \mod m(A_n)$ for all $x \in A_n$. Let $F(X, Y)$ be a formal $A$-module of $A$-height $1$ over $A$. For each $y \in A_n$, consider the power series

$$\sum_{i=0}^{\infty} \pi(F)^{-i} \sigma^i(y) t^q$$

This satisfies a functional equation

$$\pi(F)^{-i} \sigma^i(y) - \pi(F)^{-i+1} \sigma^{i-1}(y) \in A_n$$

so that by the functional equation lemma

$$E^F(y) = f^{-1} \left( \sum_{i=0}^{\infty} \pi(F)^{-i} \sigma^i(y) t^q \right) \in \mathcal{C}_q(F; A_n)$$

It is trivial to check that $E^F: A_n \to \mathcal{C}_q(F; A_n)$ is in fact an homomorphism of $A$-algebras (use the characterization (25.3.14)).

Also if $\alpha(X): F(X, Y) \to G(X, Y)$ is a strict isomorphism over $A$, then we have a commutative diagram

$$\begin{array}{ccc}
A_n & \xrightarrow{E^F} & \mathcal{C}_q(F; A_n) \\
\downarrow{\alpha} & & \downarrow{f} \\
\mathcal{C}_q(G; A_n) & \xrightarrow{E^G} & \mathcal{C}_q(F; A_n) \\
\end{array}$$

(More generally, if $F(X, Y)$ and $G(X, Y)$ are any two $A$-height $1$ formal $A$-modules over $A$, then the isomorphism $\theta$ of (25.3.15) takes $E^F$ into $E^G$.)

\[25.3.30\] **Theorem** Let $F(X, Y)$ be a formal $A$-module of $A$-height $1$ over $A$. Then the composed map $A_n \to \mathcal{C}_q(F; A_n) \to \mathcal{C}_q(F; \mathbb{A}_n)$ is an isomorphism of $A$-algebras.

In particular, $W_{q, \infty}^F(\mathbb{A}_n) \simeq A_n$ generalizing a well-known property of the usual Witt vectors $W_{p, \infty}(-)$.

**Proof** Let $\pi = \pi(F)$. The map $E^F: A_n \to \mathcal{C}_q(F; A_n)$ is an $A$-algebra homomorphism, and multiplication with $a \in A$ in $\mathcal{C}_q(F; A_n)$ is the same thing as applying the endomorphism of $\mathcal{C}_q(F; A_n)$ induced by $[a]_F(X): F(X, Y) \to F(X, Y)$. It follows that for all $a \in A$ and $y \in A_n$,

$$E^F(ay) = [a]_F(E^F(y))$$

Now because $F(X, Y)$ is of $A$-height $1$, we have that $[\pi]_F(t) \equiv t^q \mod (\pi, \text{ degree } q + 1)$, so that

$$[\pi^i]_F(t) \equiv t^{q^i} \mod (\pi, \text{ degree } q^i + 1)$$

Now let $y \in A_n$ and write $y = \pi^m u$, with $u$ a unit of $A_n$. Then (25.3.31) and (25.3.32) together give us

$$E^F(y) \equiv u^q t^{q^m} \mod (\pi, \text{ degree } q^m + 1)$$
which proves that $E^F(y) \not\equiv 0 \mod \pi$, so the composed homomorphism $A_n \to \mathcal{G}_q(F; A_n) \to \mathcal{G}_q(F; k_n)$ is injective.

Let $\mathcal{G}_q^{(m)}(F; B)$ be the subgroup of all elements of $\mathcal{G}_q(F; B)$ of the form $\varepsilon_q^{(\sum_{i=m}^{\infty} b_i t^q)}, b_i \in B$. These subgroups are functorial and define a complete Hausdorff topology on the $\mathcal{G}_q(F; B)$. This is easily checked. Now we have just proved that

$$\rho E^F(\pi^m A_n) \subseteq \mathcal{G}_q^{(m)}(F; k_n)$$

where $\rho$ is the reduction map $\mathcal{G}_q(F; A_n) \to \mathcal{G}_q(F; k_n)$, and we have shown that the induced maps

$$\pi^m A_n \to \mathcal{G}_q^{(m)}(F; k_n) / \mathcal{G}_q^{(m+1)}(F; k_n) \simeq k_n$$

are surjective (cf. (25.3.33)). Since $A$ is complete in the topology defined by the $\pi^m A_n$ and $\mathcal{G}_q(F; k_n)$ is Hausdorff, we have that $E^F$ is surjective.

Alternatively, one can prove the surjectivity of $E^F$ as follows. First, because diagram (25.3.29) is commutative, it suffices to prove the theorem for $F(X, Y) = G_x(X, Y)$. Let

$$y(t) = \sum_{i=0}^{\infty} g_x X_i t^q_i$$

be any element of $\mathcal{G}_q(G_x; k_n)$. (Because $G_x(X, Y)$ is $A$-typical, all elements of $\mathcal{G}_q(G_x; k_n)$ are of this form.) Choose elements $y_i \in A_n$ that reduce to $x_i \in k_n$ modulo $\pi$. Now define elements $z_i$ by the equations

$$z_0 = y_0$$
$$z_1 = \sigma^{-1} y_1 + \pi^{-1} (\sigma^{-1} (y_8) - y_0)$$
$$z_2 = \sigma^{-2} y_2 + \pi^{-1} \sigma^{-1} (\sigma^{-1} (y_9) - y_1)$$
$$z_3 = \sigma^{-3} y_3 + \pi^{-1} \sigma^{-2} (\sigma^{-1} (y_9) - y_2) + \pi^{-2} \sigma^{-1} (\sigma^{-2} (y_9^2) - \sigma^{-1} (y_8^2))$$
$$z_i = \sigma^{-i} y_i + \pi^{-i} \sigma^{-2} (\sigma^{-1} (y_9^i) - y_{i-1}) + \pi^{-i} \sigma^{-1} (\sigma^{-2} (y_9^{i-1}) - \sigma^{-2} (y_8^{i-1}))$$

(Note that the $z_i$ are in $A_n$ because $\sigma^{-i} (y_9^i) - \sigma^{-i+1} (y_9^{i-1}) \equiv 0 \mod \pi^i$.) Then we have for all $i \in \mathbb{N} \cup \{0\}$

$$\sigma^i (z_i + \pi^{-1} z_{i-1} + \cdots + \pi^{-i} z_0) = \pi^{-i} y_8^i + \pi^{-i+1} y_9^{i-1} + \cdots + y_i$$

and

$$g_x \left( E^{G_x} \left( \sum_{i=0}^{\infty} z_i \pi^i \right) \right) = z_0 t + \pi^{-1} \sigma (z_0) t^q + \pi^{-2} \sigma^2 (z_0) t^q^2 + \cdots$$
$$+ \pi \sigma z_1 t + \sigma (z_1) t^q + \pi^{-1} \sigma^2 (z_1) t^q^2 + \cdots$$
$$+ \pi^2 z_2 t + \pi \sigma (z_2) t^q + \sigma^2 (z_2) t^q^2 + \cdots$$
$$+ \cdots$$
On the other hand
\[ g_\pi \left( \sum_{i=0}^{\infty} y_i t^i \right) = y_0 t + (\pi^{-1} y_0 + y_1) t^q + (\pi^{-2} y_0^2 + \pi^{-1} y_1 + y_2) t^{q^2} + \cdots \]
so we have
\[ g_\pi \left( E^F \left( \sum_{i=0}^{\infty} z_i \pi^i \right) \right) \equiv g_\pi \left( \sum_{i=0}^{\infty} y_i t^i \right) \mod(\pi) \]
which by part (iv) of the functional equation lemma implies that
\[ E^F \left( \sum_{i=0}^{\infty} z_i \pi^i \right) \equiv \sum_{i=0}^{\infty} y_i t^i \mod(\pi) \]
proving the surjectivity of \( A_n \to \mathcal{G}_q(G_\pi; A_n) \to \mathcal{G}_q(G_\pi; k_n) \).

(25.3.35) Remarks

(i) We have encountered formulas like (25.3.34) before; cf., e.g., (21.1.10).

(ii) Identifying \( \mathcal{G}_q(F; k_n) \) and \( A_n \), we see that \( E^F \) gives us an algebra homomorphism \( \mathcal{G}_q(F; k_n) \to \mathcal{G}_q(F; \mathcal{G}_q(F; k_n)) \); or in terms of the Witt functors \( W_{q, \infty} \), we have \( A \)-algebra homomorphisms (Artin–Hasse exponentials) \( W_{q, \infty}(k_n) \to W_{q, \infty}(W_{q, \infty}(k_n)) \) which are clearly reminiscent of the ring homomorphisms \( W_{p, \infty}(-) \to W_{p, \infty}(W_{p, \infty}(-)) \) which we discussed at length in Chapter III, 17.5 and 17.6.

(iii) We can therefore recover \( A_n \) from \( \mathcal{G}_q(F; k_n) \), an object which is at first sight completely determined by the reduction of \( F(X, Y) \mod \pi \). This is not quite true because the definition of the multiplication on \( \mathcal{G}_q(F; k_n) \) uses \( \pi(F) = \pi \) without some good reason! Still it seems worthwhile to figure out which formal group laws over \( k_n \) are reductions of formal \( A \)-modules over \( A \) of \( A \)-height 1 where \( A \) is a characteristic zero complete discrete valuation ring with residue field \( k \). First suppose that \( F(X, Y) \) over \( k \) is the reduction of an \( \bar{F}(X, Y) \) over \( A \) that is a formal \( A \)-module of \( A \)-height 1. Let \( \pi = \pi(\bar{F}) \) and let \( R \subset A \) be the ring of integers of the maximal unramified subextension of \( K = A \otimes \mathbb{Q} \). Now the logarithm \( \tilde{f}(X) \) of \( \bar{F}(X, Y) \) satisfies \( \tilde{f}(X) = \pi^{-1} \tilde{f}(X^q) \in A[[X]] \) and it follows that \( [\pi]_F(X) \equiv X^q \mod \pi \). Let
\[ \pi^e + b_1 \pi^{e-1} + \cdots + b_{e-1} \pi + b_e = 0 \]
be the irreducible equation of \( \pi \) over \( R \otimes \mathbb{Q} \). Since \( \bar{F}(X, Y) \) is a formal \( A \)-module, we deduce a relation
\[ [\pi]_F + [b_1]_F [\pi]_F^{e-1} + \cdots + [b_{e-1}]_F [\pi]_F + [b_e]_F = 0 \]
Now reduction mod \( \pi \) gives us (because \( \bar{F}(X, Y) \) has finite height!) an embedding \( A \otimes \mathbb{Q} \to \text{End}_{k}(F(X, Y)) \), and using this we see that the characteristic polynomial \( \Psi_F(x) \) of \( F(X, Y) \) is
\[ \Psi_F(x) = x^e + \lambda(b_1)x^{e-1} + \cdots + \lambda(b_{e-1})x + \lambda(b_e) \]
where \( \lambda: R \to W_{p^\infty}(k) \) is the canonical identification which reduces to the identity mod \( p \). So the characteristic polynomial of a formal group law \( F(X, Y) \) that can be lifted to a formal \( A \)-module over \( A \) of \( A \)-height 1 is necessarily an Eisenstein polynomial.

Conversely suppose that \( \Psi_F(x) \) is Eisenstein. Let \( \pi \) be any root of \( \Psi_F(x) \) considered as a polynomial over \( W_{p^\infty}(k) \). Let \( \tilde{G}(X, Y) \) be the formal group law over \( A = W_{p^\infty}(k)[\pi] \) with logarithm \( \tilde{g}(X) = X + \pi^{-1} \tilde{g}(X^p) \). Then \( \tilde{G}(X, Y) \) is a formal \( A \)-module over \( A \) of \( A \)-height 1 and by the argument above if \( G(X, Y) \) is the reduction of \( \tilde{G}(X, Y) \), then \( \Psi_g(x) = \Psi_F(x) \). It follows that \( G(X, Y) \) and \( F(X, Y) \) are isomorphic. Taking any lift of the isomorphism, we find a lift \( \tilde{F}(X, Y) \) over \( A \) of \( F(X, Y) \) which being isomorphic to \( \tilde{G}(X, Y) \) is also a formal \( A \)-module of \( A \)-height 1.

(iv) A corollary of the above is that every formal group law \( F(X, Y) \) over \( \mathbb{F}_p \) is the reduction of some Lubin–Tate formal group law; cf. Theorem (24.2.16).

25.4 Higher dimensional universal formal \( A \)-modules

(25.4.1) Let \( A \) be a discrete valuation ring with finite residue field \( k \). (Both characteristic zero and characteristic \( p > 0 \) for \( A \) are allowed.) In the next section we shall construct Frobenius operators and Verschiebung operators which are peculiar to formal \( A \)-modules. These constructions go—as so often before—via the universal example. In order to be able to discuss also Frobenius and Verschiebung on higher dimensional formal \( A \)-modules we take time out to discuss higher dimensional universal formal \( A \)-modules in this section. Let us remark in passing that the case "\( k \) is infinite" is of little interest. A mixture of the arguments below and the ones used in (21.4.20) shows that in that case also every higher dimensional formal \( A \)-module is strictly isomorphic to an additive one.

(25.4.2) Some notation Choose \( m \in \mathbb{N} \). Let \( \pi \) be a uniformizing element of \( A \) and let \( q \) be the number of elements of \( k \). For each \( n \in \mathbb{N} \) let \( V_n \) be a matrix of indeterminates \( V_n(i, j) \), \( i, j \in \{1, 2, \ldots, m\} \). For each multi-index \( n = (n_1, \ldots, n_m) \) of length \( m \) with \( n_i \in \mathbb{N} \cup \{0\} \) such that \( \sum n_i \geq 2 \) and such that \( n \neq ie(j) \) for all \( i \in \mathbb{N}, j \in \{1, \ldots, m\} \), let \( S_n \) be a column vector \( S_n = (S(n, 1), \ldots, S(n, m)) \) of indeterminates; for each \( n \in \mathbb{N}\setminus\{1\} \), let \( S_n \) be the matrix of indeterminates \( S_n(i, j) \), \( i, j \in \{1, 2, \ldots, n\} \). We write \( A[V] \) and \( A[S] \) for the rings of polynomials over \( A \) in the \( V_n \)'s and \( S_n \)'s. Identifying \( V_n \) with \( S_{q^n} \), we have a natural embedding \( A[V] \to A[S] \) and there is also a natural projection \( A[S] \to A[V] \), viz. \( S_{q^n}(i, j) \mapsto V_n(i, j) \), all other \( S_n \mapsto 0 \). Let \( K \) be the quotient field of \( A \) and let \( \sigma: K[V] \to K[V] \) and \( \sigma: K[S] \to K[S] \) be the \( K \)-algebra endomorphism that raises each indeterminate to its \( q \)-th power. Then \( \sigma(b) \equiv b^q \mod \pi \) for all \( b \in A[V] \) or \( A[S] \).
(25.4.3) Construction of some $m$-dimensional formal $A$-modules
Now let $f^\dagger(X)$ be the $m$-tuple of power series in $X = (X_1, X_2, \ldots, X_m)$
defined by the equation

$$f^\dagger(X) = X + \sum_{i=1}^{\infty} \pi^{-1} V_i(\sigma_i f^\dagger(X^q^i))$$

and let $F^\dagger(X, Y)$ and $\rho^\dagger(a)(X)$ for all $a \in A$ be respectively equal to

$$F^\dagger(X, Y) = (f^\dagger)^{-1}(f^\dagger(X) + f^\dagger(Y))$$
$$\rho^\dagger(a)(X) = (f^\dagger)^{-1}(af^\dagger(X))$$

Further, let $\beta(X)$ be the $m$-tuple of power series

$$\beta(X) = X + \sum_{n \neq |n| \in \{i\}}^{|n| \geq 2} S_n X^n$$

where the sum is over all multi-indices $n$ such that $|n| \geq 2$ and such that
$n \neq \ell e(i)$ for all $\ell \in \mathbb{N}$ and $i \in \{1, \ldots, m\}$, and where $X^n$, as usual, is equal to
$X_1^{n_1}X_2^{n_2} \ldots X_m^{n_m}$.

Let $f^\ddagger(X)$ be the $m$-tuple of power series defined by

$$f^\ddagger(X) = X + \sum_{n \neq q^i} S_n X^n + \sum_{i=1}^{\infty} \pi^{-1} S_q(\sigma_i f^\ddagger(X^q^i))$$

and we define further

$$f^\ddagger(X) = f^\ddagger(\beta(X)),$$
$$F^\ddagger(X, Y) = (f^\ddagger)^{-1}(f^\ddagger(X) + f^\ddagger(Y))$$
$$\rho^\ddagger(a)(X) = (f^\ddagger)^{-1}(af^\ddagger(X)) \quad \text{for all} \quad a \in A$$

(25.4.11) Proposition The power series $F^\ddagger(X, Y)$, $\rho^\ddagger(a)(X)$, $F^\ddagger_s(X, Y)$, $\rho^\ddagger_s(a)(X)$ all have integral coefficients (i.e., in $A[V]$ or $A[S]$ as the case might be).
So that $(F^\ddagger(X, Y), \rho^\ddagger)$ is a formal $A$-module over $A[V]$ and $(F^\ddagger_s(X, Y), \rho^\ddagger_s)$ is a
formal $A$-module over $A[S]$. Moreover, $(F^\ddagger(X, Y), \rho^\ddagger)$ and $(F^\ddagger_s(X, Y), \rho^\ddagger_s)$ are

Proof Straightforward applications of the functional equation lemma.

(25.4.12) For each $r \in \mathbb{N}\{1\}$, let $\Gamma_r(X)$ be the homogeneous part of degree $r$ of
$\beta(X)$, and recall that $B_n(X, Y) = X^n + Y^n - (X + Y)^n$. With these notations we
have the following congruences:

$$F^\ddagger(X, Y) \equiv X + Y + \pi^{-1} V_n B_n(X, Y) \mod(V_1, \ldots, V_{n-1}, \text{degree } q^n + 1)$$
$$\rho^\ddagger(a)(X) \equiv aX + \pi^{-1} V_n(a - a^n)X^n \mod(V_1, \ldots, V_{n-1}, \text{degree } q^n + 1)$$
If $n$ is not a power of $q$, we have $\text{mod}(S_2, \ldots, S_{n-1}, S_n$ with $|n| < n$, degree $n+1$).

(25.4.14) \begin{align*}
F^A_S(X, Y) &\equiv X + Y + S_n B_n(X, Y) + \Gamma_n(X) + \Gamma_n(Y) - \Gamma_n(X + Y) \\
\rho^A_S(a)(X) &\equiv aX + (a - a^n)\Gamma_n(X) + (a - a^n)S_n X^n
\end{align*}
and if $n = q^r$, $r \in \mathbb{N}$, we have $\text{mod}(S_2, \ldots, S_{q^r-1}, S_n$ with $|n| < q^r$, degree $q^r+1$)

(25.4.15)

\begin{align*}
F^A_S(X, Y) &\equiv X + Y + \pi^{-1}S_{q^r} B_{q^r}(X, Y) + \Gamma_{q^r}(X) + \Gamma_{q^r}(Y) - \Gamma_{q^r}(X + Y) \\
\rho^A_S(a)(X) &\equiv aX + (a - a^{q^r})\Gamma_{q^r}(X) + (a - a^{q^r})\pi^{-1}S_{q^r} X^{q^r}
\end{align*}

(25.4.16) **Theorem** $F^A_S(X, Y)$ over $A[S]$ is a universal $m$-dimensional formal $A$-module.

**Proof** Let $A[S]_n$ be the sub-$A$-algebra of $A[S]$ generated by the $S_j(n, i)$ with $l < n$ and the $S(n, i)$ with $|n| < n$. Let $B$ be any $A$-algebra and let $(G(X, Y), \rho_G)$ be a formal $A$-module over $B$. Suppose we have shown that there is a homomorphism $\phi_n : A[S]_n \rightarrow B$ such that

(25.4.17) \begin{align*}
\phi_n(F^A_S(X, Y), \rho^A_S) &\equiv (G(X, Y), \rho_G) \mod(\text{degree } n)
\end{align*}

and that $\phi_n$ is uniquely determined on $A[S]_n$ by this condition. This holds obviously for $n = 2$ so that the induction starts.

Now according to the higher dimensional comparison lemma (11.4.12) of Chapter II, (25.4.17) implies that there are unique $m$-tuples of homogeneous forms $\Gamma(a; X), \Gamma(X)$ not involving $X^n_1, X^n_2, \ldots, X^n_m$ and unique $m \times m$ matrices $M, M_a$ such that modulo(\text{degree } n+1)

(25.4.18) \begin{align*}
(\phi_n)_* F^A_S(X, Y) &\equiv G(X, Y) + \Gamma(X) + \Gamma(Y) \\
&- \Gamma(X + Y) + M(\nu(n)^{-1}B_n(X, Y))
\end{align*}

(25.4.19) \begin{align*}
(\phi_n)_* \rho^A_S(a)(X) &\equiv \rho_G(a)(X) + \Gamma(a, X) + M_a X^n
\end{align*}

Let $A[S]_{n+}$ be the subring generated by $A[S]_n$ and the $S(n, i)$ with $|n| = n$ (and $n \neq |n| e(i)$ for all $i \in \{1, \ldots, m\}$). Then there clearly is a homomorphism $\phi_{n+} : A[S] \rightarrow B$ such that $\phi_{n+}$ coincides with $\phi_n$ on $A[S]_n$ and such that $(\phi_{n+})_* \Gamma_n(X) = \Gamma(X)$ and moreover $\phi_{n+}$ is unique on $A[S]_{n+}$. According to (25.4.18) and (25.4.15) we then have modulo degree $n+1$

(25.4.20) \begin{align*}
(\phi_{n+})_* F^A_S(X, Y) &\equiv G(X, Y) + M(\nu(n)^{-1}B_n(X, Y)) \\
(\phi_{n+})_* \rho^A_S(a)(X) &\equiv \rho_G(a)(X) + \hat{\Gamma}(a, X) + M_a X^n
\end{align*}

for certain $m$-tuples of homogeneous polynomials $\hat{\Gamma}(a, X)$ not involving $X^n_1, \ldots, X^n_m$.  

As in (21.2.4) one now calculates \((\phi_{n+})_* \rho_{\pi}^n(a)((\phi_{n+})_* F_{n}(X, Y))\) in two ways modulo degree \(n + 1\). The result is

\[
(25.4.21) \quad aM(v(n)^{-1}B_n(X, Y)) + \hat{\Gamma}(a, X + Y) + M_a(X + Y)^n
= M(v(n)^{-1}B_n(aX, aY)) + \hat{\Gamma}(a, X) + \hat{\Gamma}(a, Y) + M_aX^n + M_Y^n
\]

and because \(\hat{\Gamma}(a, X)\) does not involve \(X_1^n, X_2^n, \ldots, X_m^n\), we must have \(\hat{\Gamma}(a, X) = 0\) for all \(a\). Using this and using that \(v(n)^{-1}B_n(X, Y)\) is an \(m\)-tuple of primitive polynomials, and collecting terms we find from (25.4.21)

\[
(25.4.22) \quad (a - a^n)M = v(n)M_a
\]

And by considering \((\phi_{n+})_{\rho_{\pi}^n(a + b)}\) and \((\phi_{n+})_{\rho_{\pi}^n(ab)}\) we obtain as in (21.2.4) that moreover

\[
(25.4.23) \quad M_{a+b} - M_a - M_b = (v(n)^{-1}B_n(a, b))M \quad \text{for all} \quad a, b \in A
\]

\[
(25.4.24) \quad aM_b + b^nM_a = M_{ab} \quad \text{for all} \quad a, b \in A
\]

Now if \(n\) is not a power of \(p = \text{characteristic}(k)\), then \(v(n)\) is a unit in \(A\) and there is a homomorphism \(\phi_{n+1}: A[S] \rightarrow B\) that agrees with \(\phi_{n+}\) on \(A[S]_{n+}\) and which is such that \(\phi_{n+1}(S_nB_n(X, Y)) = M(v(n)^{-1}B_n(X, Y))\). Moreover, \(\phi_{n+1}\) is uniquely determined on \(A[S]_{n+1}\) by these requirements. Since \(v(n)\) is a unit, relation (25.4.22) then sees to it that also \((\phi_{n+1})_* (a - a^n)S_nX^n = (a - a^n)M v(n)^{-1} = M_a\), so by (25.4.14) and (25.4.20) (recall that \(\hat{\Gamma}(a, X) = 0\) for all \(a\) \(\phi_{n+1}\) satisfies (25.4.17) with \(n\) replaced by \(n + 1\) and is uniquely determined on \(A[S]_{n+1}\) by this condition.

Now let \(n = p^t\) but \(n\) is not a power of \(q\), the number of elements of \(k\). Then there is an \(x \in k\) such that \(x - x^n \neq 0\), so there is an \(a_0 \in A\) such that \(a_0 - a_0^n\) is a unit of \(A\). Then there is a homomorphism \(\phi_{n+1}: A[S] \rightarrow B\) that agrees with \(\phi_{n+}\) on \(A[S]_{n+}\) and such that \((\phi_{n+1})_* (a_0 - a_0^n)S_n = M_{a_0}\); moreover, \(\phi_{n+1}\) is uniquely determined on \(A[S]_{n+1}\) by these requirements. Now (25.4.24) implies that

\[(a_0 - a_0^n)M_b = (b - b^n)M_{a_0}\]

so that, \(a_0 - a_0^n\) being a unit we also have \((\phi_{n+1})_* (b - b^n)S_n = M_b\) for all \(b \in A\) and again because \(a_0 - a_0^n\) is a unit we have

\[
(\phi_{n+1})_* (v(n)S_n(v(n)^{-1}B_n(X, Y)) = (a_0 - a_0^n)^{-1}v(n)M_{a_0}(v(n)^{-1}B_n(X, Y))
= M(v(n)^{-1}B_n(X, Y))
\]

by (25.4.22). So that by (25.4.14) and (25.4.20), using again that \(\hat{\Gamma}(a, X) = 0\) for all \(a\), we have that \(\phi_{n+1}\) satisfies (25.4.17) with \(n\) replaced by \(n + 1\) and is uniquely determined on \(A[S]_{n+1}\) by this condition.

Finally, let \(n\) be a power of \(q\). In this case there is a homomorphism \(\phi_{n+1}: A[S] \rightarrow B\) that agrees with \(\phi_{n+}\) on \(A[S]_{n+}\) and such that

\[
(25.4.25) \quad (\phi_{n+1})_* (1 - \pi^{-1})S_nX^n = M_{\pi}X^n
\]
and $\phi_{n+1}$ is uniquely determined by this condition. Note also that (25.4.25) must hold if (25.4.17) is to hold with $n$ replaced by $n + 1$ (because of (25.4.15) and (25.4.20)).

Now consider the $A$-module generated by symbols $\tilde{M}_a(i, j), \tilde{M}(i, j), a \in A, i, j \in 1, \ldots, m$, subject to the relations $(a - a^n)\tilde{M} = \nu(n)\tilde{M}_a, \tilde{M}_{a+b} - \tilde{M}_a - \tilde{M}_b = (\nu(n)^{-1}B_n(a, b))\tilde{M}, a\tilde{M}_b + b^n\tilde{M}_a = \tilde{M}_{ab}$. Exactly as in the proof of Proposition (21.3.1) one shows that this module is free on the generators $\tilde{M}_\pi(i, j)$. It follows that all the $\tilde{M}_a(i, j)$ and $\tilde{M}(i, j)$ can uniquely be written as linear combinations of the $\tilde{M}_\pi(i, j)$. These expressions then turn out to be

$$
\tilde{M}_a(i, j) = t_a \tilde{M}_\pi(i, j), \quad \tilde{M}(i, j) = t \tilde{M}_\pi(i, j)
$$

with

$$t_a = \pi^{-1}(a - a^n)(1 - \pi^{-1})^{-1}, \quad t = \pi^{-1}\nu(n)(1 - \pi^{-1})^{-1},$$

simply because if one takes an arbitrary matrix $\tilde{M}_\pi$ and one takes $\tilde{M}_a = t_a \tilde{M}_\pi$ and $\tilde{M} = t \tilde{M}_\pi$, then all the relations above are satisfied.

It follows in particular that $M_a = t_a M_\pi$ and $M = t M_\pi$ (where the $M_a$ and $M$ are as in (25.4.20), (25.4.21); cf. (25.4.22)–(25.4.24)). Now we also have

$$
\pi^{-1}(a - a^n)S_n = t_a(\pi^{-1}(\pi - \pi^n)S_n, \quad \nu(n)\pi^{-1}S_n = t(\pi^{-1}(\pi - \pi^n)S_n,
$$

and it follows that

$$(\phi_{n+1})_*(\pi^{-1}(a - a^n)S_n X^n = M_a X^n, \quad (\phi_{n+1})_*(\nu(n)\pi^{-1}S_n) = M,$$

so by (24.4.15) and (24.4.20) we have that (25.4.17) holds with $n$ replaced by $n + 1$. This completes the induction step and the proof of Theorem (25.4.16).

\section{25.4.26} We note that $(F^*_S(X, Y), \rho^*_S)$ has an $A$-logarithm (viz. $f^*_S(X)$) over $K[S]$. As a corollary of Theorem (25.4.16) we therefore obtain that a formal $A$-module over $B$ has a (unique, cf. (21.5.7)) $A$-logarithm if $B$ is $A$-torsion free. If moreover $\bigcap_n \pi^n B = \{0\}$ then one has the formula

$$
(25.4.27) \quad A\text{-log}_F(X) = \lim_{n \rightarrow \infty} \pi^{-n}f_\pi(X)
$$

which is proved as follows. It suffices to prove this formula for the case $B = A[S]$ and $F(X, Y) = F^*_S(X, Y)$. We have

$$
f(X) = f^*_S(X) = \sum a_n X^n, f(X) \equiv X \mod(\text{degree 2})
$$

with $a_n \in \pi^{-k}A[S]^m$ if $q^k$ is the highest power of $q$ dividing $n$ (and $m$ is the dimension of $F(X, Y)$). Choose $r \in \mathbb{N}$ and let $k$ be the largest integer such that $q^k$ divides one of the numbers $1, 2, \ldots, r$. Then we have that $\pi^rf(X) \equiv 0 \mod(\text{degree } r + 1, \pi^n - k)$ and hence

$$f(\pi^rf(X)) \equiv \pi^rf(X) \mod(\text{degree } r + 1, \pi^{2n - 3k})$$
So, for $2n > 3k$ we have by Part (iv) of the functional equation lemma
\[ \pi^n f(X) \equiv f^{-1}(\pi^n f(X)) = [\pi^n]_f(X) \mod(\pi^{2n-3k}, \text{degree } r + 1) \]
and hence $f(X) \equiv \pi^{-n}[\pi^n]_f(X) \mod(\text{degree } r + 1, \pi^{n-3k})$ proving (25.4.27).

(25.4.28) Let us call a higher dimensional formal $A$-module over $B$ $A$-typical if it is of the form $\phi_*(F^\epsilon(X, Y), \rho_f^\epsilon)$ for some $A$-algebra homomorphism $\phi: A[Y] \to B$. If $B$ is $A$-torsion free, then $(G(X, Y), \rho_G)$ is $A$-typical if and only if $A\log_g(X)$ is of the form
\[ A\log_g(X) = \sum_{i=0}^{\infty} a_i X^{q^i} \]
for some $m \times m$ matrices $a_i$ with coefficients in $B \otimes_A K$.

One proves as usual that $(F^\epsilon(X, Y), \rho_f^\epsilon)$ is a universal $A$-typical formal $A$-module.

(25.4.29) **Corollary** (of Proposition (25.4.11)) Every formal $A$-module over an $A$-algebra $B$ is strictly isomorphic over $B$ to an $A$-typical formal $A$-module.

### 25.5 Frobenius and Verschiebung for formal $A$-modules

(25.5.1) In this subsection $A$ is a discrete valuation ring with finite residue field $k$ of $q$ elements, and quotient field $K$; $F(X, Y)$ is always a not necessarily one dimensional formal $A$-module over an $A$-algebra $B$; $\pi$ is a uniformizing element of $A$, which for the remainder of this subsection 25.5 is kept fixed, and $\nu$ denotes the normalized exponential valuation on $K$, i.e., $\nu(\pi) = 1$. We note in passing that the restriction "$k$ is finite" is not a serious one. If $k$ is infinite, then a mixture of the arguments in (21.4.20) and Section 25.4 shows that also every higher dimensional formal $A$-module over $B$ is strictly isomorphic to a higher dimensional additive formal $A$-module over $B$.

(25.5.2) We can of course consider $F(X, Y)$ as just a formal group law over $B$. This means that we have on $\mathcal{G}(F; B)$ operators $V_n, f_n$ for $n \in \mathbb{N}$ and operators $\langle b \rangle$ for $b \in B$. Then if $F(X, Y)$ is a formal $A$-module, we have in addition that $\mathcal{G}(F; B)$ is a module over $A$, that is, we have operators $[a]_F: \mathcal{G}(F; B) \to \mathcal{G}(F; B)$ for all $a \in A$, induced by the endomorphisms $[a]_F(X) = \rho_f(A)(X)$ of $F(X, Y)$; and these operators $[a]_F$ commute with the $V_n, f_n$, and $\langle b \rangle$ operators. In case $A$ is a discrete valuation ring this is still not all; there exists in addition a Frobenius type operator $f_\pi$ that has the property $f_\pi V_q = [\pi]_F$. There is in fact such an operator $f_\pi$ for every uniformizing element $\pi$ of $A$. Their relations are $f_\pi = [\pi]_F f_\pi$ if $\nu \pi = \pi$.

(25.5.3) **Definition of $f_\pi$** To define $f_\pi$ we proceed—as so often before—via the universal example. Let $F(X, Y) = F_3^\epsilon(X, Y)$ be the $m$-dimensional universal
formal \( A \)-module over \( A[S] \) constructed above in 25.4. Let \( C_n(i), \, n \in \mathbb{N}; \, i \in \{1, \ldots, m\} \) be a second set of indeterminates and let

\[
\gamma_C(t) = \sum_{n=1}^{\infty} t^n C_n
\]

be the universal curve in \( \mathcal{C}(F^A_S; A[S; C]) \), where \( C_n \) is short for the column vector \((C_n(1), \ldots, C_n(m))\). Let \( f^A_S(X) \) be the \( A \)-logarithm of \( F^A_S(X, Y) \) and consider the \( m \)-tuple of power series

\[
f^A_S(\gamma_C(t)) = \sum_{n=1}^{\infty} x_n t^n
\]

where the \( x_n \) are column vectors of length \( m \) of polynomials in the \( S \)s and \( C \)s with coefficients in \( K \). Let \( \sigma: K[S; C] \rightarrow K[S; C] \) be the \( K \)-endomorphism that takes all the \( S \)s and \( C \)s into their \( q \)th powers. Then the functional equation lemma says that the \( x_n \) of (25.5.5) satisfy the conditions

\[
\text{if } q \nmid n, \quad \text{then } x_n \in A[S; C]^m
\]

\[
\text{if } q' \mid n, \quad \text{but } q'^{+1} \nmid n, \quad \text{then } x_n - \pi^{-1} S_q \sigma(x_{q^{-1}n}) - \pi^{-1} S_{q^2} \sigma^2(x_{q^{-2}n}) - \cdots - \pi^{-1} S_{q^r} \sigma^r(x_{q^{-r}n}) \in A[S; C]^m
\]

Now define for all \( n \in \mathbb{N} \),

\[
y_n = \pi x_{nq}
\]

Then we have: (i) if \( q \nmid n, \, y_n = \pi x_{nq} = \pi(x_{nq} - \pi^{-1} S_q \sigma(x_{nq})) + S_q \sigma(x_{nq}) \in A[S; C]^m \) by (25.5.6) and (25.5.7) and (ii) if \( q' \mid n \) but \( q'^{+1} \nmid n \), then

\[
y_n - \pi^{-1} S_q \sigma(y_{q^{-1}n}) - \cdots - \pi^{-1} S_{q^r} \sigma^r(y_{q^{-r}n}) = \pi(x_{nq} - \pi^{-1} S_q \sigma(x_{nq}) - \cdots - \pi^{-1} S_{q^r} \sigma^r(x_{q^{-r}n})) + S_{q^r} \sigma^r(x_{q^{-r}n})
\]

which is in \( A[S; C] \) by (25.5.6) and (25.5.7).

The functional equation lemma now says that \((f^A_S)^{-1}(\sum_{n=1}^{\infty} y_n t^n)\) has its coefficients in \( A[S; C]^m \), i.e., is a curve in \( F^A_S(X, Y) \) over \( A[S; C] \). We define

\[
f_\pi(\gamma_C(t)) = (f^A_S)^{-1} \left( \sum_{n=1}^{\infty} y_n t^n \right) = (f^A_S)^{-1} \left( \sum_{q \mid n} \pi x_{nq} t^{n/q} \right)
\]

Now let \( F(X, Y) \) be any formal \( A \)-module over any \( A \)-algebra \( B \) and let \( \gamma(t) \) be any element of \( \mathcal{C}(F; B) \). Then there is a unique \( A \)-algebra homomorphism \( \sigma: A[S; C] \rightarrow B \) such that

\[
\phi^* F^A_S(X, Y) = F(X, Y), \quad \phi^* \rho^A_S = \rho_F, \quad \phi^*(\gamma_C(t)) = \gamma(t)
\]

We now define

\[
f_\pi \gamma(t) = \phi^*(f_\pi(\gamma_C(t)))
\]
Of course $f_\pi$ depends on $F(X, Y)$ and one should more properly write $f_\pi^F$ or something similar. So that (25.5.11) should be read as

\[(25.5.12) f_\pi^E \gamma(t) = \phi_*(f_\pi^G \gamma(t))\]

The uniqueness of the $\phi : A[S; C] \to B$ such that (25.5.10) holds gives us immediately:

- (25.5.13) **Lemma** Let $F(X, Y)$ be a formal $A$-module over $B$, $\phi : B \to \hat{B}$ an $A$-algebra homomorphism and $G(X, Y) = \phi_* F(X, Y)$. Then for all $\gamma(t) \in \mathcal{C}(F; B)$

\[f_\pi^G(\phi_\gamma(t)) = \phi_*(f_\pi^E \gamma(t))\]

- (25.5.14) **Characterization of $f_\pi$ in terms of $A$-logarithms** Suppose that $F(X, Y)$ has an $A$-logarithm $f(X)$ (this happens, e.g., when $B$ is $A$-torsion free), then the definition of $f_\pi$ (cf. (25.5.12)) implies that for all $\gamma(t) \in \mathcal{C}(F; B)$

\[(25.5.15) f(\gamma(t)) = \sum_{n=1}^{\infty} x_n t^n \Rightarrow f(f_\pi \gamma(t)) = \sum_{n=1}^{\infty} \pi x_n t^n\]

- (25.5.16) **Proposition** Let $F(X, Y)$ be a formal $A$-module over $B$. Then:

(i) $f_\pi : \mathcal{C}(F; B) \to \mathcal{C}(F; B)$ is a homomorphism of $A$-modules so that in particular $f_\pi$ commutes with the $[a]_F$ operators, $a \in A$.

(ii) $f_\pi V_q = [\pi]_F$.

(iii) $f_\pi \langle b \rangle = \langle b^\pi \rangle f_\pi$.

(iv) $f_\pi = [u]_F f_\pi$ if $\pi = u \hat{\pi}$.

(v) $f_{\pi_n} f_\pi = f_{\pi f_\pi}$ for all $n \in \mathbb{N}$.

(vi) $f_\pi V_r = V_r f_\pi$ if $(p, r) = 1$.

**Proof** To prove all these facts it suffices to prove them in the case of $A$-algebras $B$ that are $A$-torsion free (by the usual lifting trick) and if $B$ is $A$-torsion free and $f(X)$ is the $A$-logarithm of $F(X, Y)$, then it suffices to check that the translations of (i)–(vi) hold in $f(\mathcal{C}(F; B))$. As an example we prove (ii).

Let $f(\gamma(t)) = \sum x_n t^n$, then $f([\pi]_F \gamma(t)) = \sum \pi x_n t^n$ and $f(V_q \gamma(t)) = \sum x_n t^{\pi q}$, which by (25.5.15) gives $f(f_\pi V_q \gamma(t)) = \sum \pi x_n t^n$. All the other statements are proved similarly. (For (v), recall that $f(f_\pi \gamma(t)) = \sum nx_n t^i$ if $f(\gamma(t)) = \sum x_i t^i$.)

- (25.5.17) **$q$-typical curves and $q$-typification for the higher dimensional case** Let $\gamma_C(t)$ and $F_\pi^A(X, Y)$ be the universal curve and the higher dimensional universal formal $A$-module. Write

\[f_\pi^A(\gamma_C(t)) = \sum_{n=1}^{\infty} x_n t^n\]

Then the $x_n$ satisfy the functional equation relations (25.5.6), (25.5.7), and it follows that

\[(25.5.18) \phi_{\pi q}^f(\gamma_C(t)) = (f_\pi^A)^{-1} \left( \sum_{i=0}^{\infty} x_q t^{i q} \right) \in \mathcal{C}(F_\pi^A ; A[S; C])\]
If \( F(X, Y) \) is any formal \( A \)-module over any \( A \)-algebra \( B \) and \( \gamma(t) \in \mathcal{C}(F; B) \), there is a unique homomorphism \( \phi: A[S; C] \) such that (25.5.10) holds and we define
\[
\varepsilon_q^F(\gamma(t)) = \phi_q(\varepsilon^F_q(\gamma_C(t)))
\]
An element \( \gamma(t) \) of \( \mathcal{C}(F; B) \) is called \( q \)-typical if \( \varepsilon_q^F \gamma(t) = \gamma(t) \). We have \( \varepsilon_q^F \varepsilon_q^F = \varepsilon_q^F \) and \( \varepsilon_q^F \) is an \( A \)-module endomorphism of \( \mathcal{C}(F; B) \). Its image is denoted \( \mathcal{C}_q(F; B) \), all exactly as in the one dimensional case (cf. 25.2). Also if \( F(X, Y) \) has an \( A \)-logarithm, then \( \gamma(t) \) is \( q \)-typical if and only if \( f(\gamma(t)) \) involves only \( q \) powers of \( i \) and if \( \gamma(t) \) is not necessarily \( q \)-typical, then \( f(\varepsilon_q^F \gamma(t)) \) is obtained from \( f(\gamma(t)) \) by simply removing all terms involving non-\( q \)-powers of \( t \).

\( \text{(25.5.20) Proposition} \quad f_n^F \varepsilon_q^F = \varepsilon_q^F f_n^F \) and \( f_n^F \mathcal{C}_q(F; B) = \mathcal{C}_q(F; B) \).

\textbf{Proof} \quad Again it suffices to prove this in the case that \( B \) is \( A \)-torsion free. Let \( \gamma(t) \in \mathcal{C}(F; B) \) and \( f(\gamma(t)) = \sum x_n t^n \), then
\[
f(\varepsilon_q^F \gamma(t)) = \sum_{i=0}^{\infty} x_{qi}^i t^{qi}
\]
and on the other hand
\[
f(f_n^F \gamma(t)) = \sum_{n=1}^{\infty} \pi x_{qn} t^n \quad \text{and} \quad f(\varepsilon_q^F f_n^F \gamma(t)) = \sum_{i=0}^{\infty} \pi x_{qi}^i t^{qi}
\]
which proves the first statement. The second statement of the proposition follows from the first one. Q.E.D.

In the case that \( A \) is of characteristic zero, \( f_n \) is not unrelated to \( f_p \). We have

\( \text{(25.5.21) Proposition} \quad f_p = [u]_F f_p^e V_p^{r-1} \)

where \( r \) is the degree of the residue extension \([k : F_p]\), i.e., \( q = p^r \).

\textbf{Proof} \quad Again it suffices to prove this in the case that \( B \) is \( A \)-torsion free. Let \( \gamma(t) \in \mathcal{C}(F; B) \) and \( f(\gamma(t)) = \sum x_n t^n \). Then we have
\[
f(\varepsilon_q^F \gamma(t)) = \sum_{n=1}^{\infty} p x_{pn} t^n
\]
and on the other hand
\[
f(V_p^{r-1} \gamma(t)) = \sum_{n=1}^{\infty} x_n t^{np^{r-1}}
\]
\[
f(f_p \gamma(t)) = \sum_{n=1}^{\infty} \pi x_{n} t^{n}
\]
\[
f([u]_F f_p^e V_p^{r-1} \gamma(t)) = \sum_{n=1}^{\infty} u \pi x_{pn} t^n = \sum_{n=1}^{\infty} p x_{pn} t^n
\]
(25.5.22) Note that the order of the factors in the formula (25.5.21) matters. The operator \([u]_F\) commutes with \(f_\pi\) and \(V_p\), but \(f_\pi\) and \(V_p\) definitely do not commute with one another; and, e.g., \(f_p \neq [u]_p V_p^{er^{-1}} f_\pi^*\) as a rule. (Applying \(f_\pi^*\) "kills off" all coefficients \(x_n\) with \(n\) not divisible by \(q^*\), while \(f_p\) kills off only the \(x_n\) with \(n\) prime to \(p\).)

25.6 The Frobenius operator \(f_\pi\) on \(\mathcal{C}_q(F; -)\) and \(W_{q, \infty}(\cdot)\)

(25.6.1) In this section \(A\) is a discrete valuation ring with fixed uniformizing element \(\pi\) and residue field \(k\) of \(q\) elements and \(F(X, Y)\) will always be a one dimensional formal \(A\)-module over \(A\) of \(A\)-height 1 such that \(\pi(F) = \pi\).

(25.6.2) **Proposition** Let \(A, \pi, F(X, Y)\) be as above. Then \(f_\pi: \mathcal{C}_q(F; -) \rightarrow \mathcal{C}_q(F; -)\) is a functorial \(A\)-algebra endomorphism of \(\mathcal{C}_q(F; -)\).

**Proof** As usual it suffices to prove this for \(f_\pi: \mathcal{C}_q(F; B) \rightarrow \mathcal{C}_q(F; B)\) with \(B\) \(A\)-torsion free (in fact it suffices to take \(B = A[C_1, C_2, \ldots]\)). If \(B\) is \(A\)-torsion free and \(\gamma(t), \delta(t) \in \mathcal{C}_q(F; B)\) and

\[
    f(\gamma(t)) = \sum x_i t^{q^i}, \quad f(\delta(t)) = \sum y_i t^{q^i}
\]

then we have

\[
    f(\gamma(t) *_F \delta(t)) = \sum_{i=0}^{\infty} \pi^i x_i y_i t^{q^i}
\]

\[
    f(f_\pi(\gamma(t) *_F \delta(t))) = \sum_{i=0}^{\infty} \pi^{i+1} x_{i+1} y_{i+1} t^{q^i}
\]

\[
    f(f_\pi \gamma(t)) = \sum_{i=0}^{\infty} \pi x_{i+1} t^{q^i}, \quad f(f_\pi \delta(t)) = \sum_{i=0}^{\infty} \pi y_{i+1} t^{q^i}
\]

\[
    f(f_\pi \gamma(t) *_F f_\pi \delta(t)) = \sum_{i=0}^{\infty} \pi^i (\pi x_{i+1}) (\pi y_{i+1}) t^{q^i}
\]

which proves that \(f_\pi\) is multiplicative. Now let \(a \in A\). Then we have

\[
    f([a]_F f_\pi \gamma(t)) = \sum_{i=0}^{\infty} a (\pi x_{i+1}) t^{q^i}
\]

\[
    f([a]_F \gamma(t)) = \sum_{i=0}^{\infty} a x_i t^{q^i}
\]

\[
    f(f_\pi [a]_F \gamma(t)) = \sum_{i=0}^{\infty} \pi (a x_{i+1}) t^{q^i}
\]

proving that \(f_\pi\) preserves the \(A\)-module structure. Finally, \(f(e_F(t)) = \sum \pi^{-i} t^{q^i}\) and hence \(f(f_\pi e_F(t)) = f(e_F(t))\), which shows that \(f_\pi\) preserves the unit element of \(\mathcal{C}_q(F; B)\). This concludes the proof.
(25.6.3) **Remark** If $\pi \neq \pi$, then $f_q: \mathcal{C}_q(F; B) \to \mathcal{C}_q(F; B)$ is not an $A$-algebra homomorphism; it does not preserve the unit element and is also not multiplication preserving.

(25.6.4) **Interpretation of $f_q$,** $V_q: W^F_{q, \infty}(-) \to W^F_{q, \infty}(-)$ Via the isomorphism of $A$-algebra functors $W^F_{q, \infty}(-) \to \mathcal{C}_q(F; -)$, we find a functorial $A$-algebra endomorphism $f_q$. Now recall that $w^F_{q,i}(b_0, b_1, b_2, \ldots) = \pi^i$ times the coefficient of $t^{q^i}$ in $f((\sum_{i=0}^{\infty} b_i t^{q^i})$ which, given the definition of $f_q$, means that functorially

$$w^F_{q,i}f_q = w^F_{q,i+1} \quad \text{for all } i \in \mathbb{N} \cup \{0\}$$

This of course also determines $f_q$ uniquely (and shows that $f_q$ is an $A$-algebra homomorphism).

While we are at it, we might just as well describe $V_q: W^F_{q, \infty}(-) \to W^F_{q, \infty}(-)$ also. Recall that $V_q \gamma(t) = \gamma(t^q)$ and the isomorphism $\bar{E}: W^F_{q, \infty}(B) \to \mathcal{C}_q(F; B)$ takes $(b_0, b_1, b_2, \ldots)$ into $\epsilon^F_q \left( \sum_{i=0}^{\infty} b_i t^{q^i} \right)$ (cf. (25.2.17)) so that

$$V_q \bar{E}(b_0, b_1, b_2, \ldots) = \epsilon^F_q \sum_{i=0}^{\infty} b_i t^{q^i+1} = \bar{E}(0, b_0, b_1, b_2, \ldots)$$

so that on $W^F_{q, \infty}(-)$

$$V_q(b_0, b_1, b_2, \ldots) = (0, b_0, b_1, b_2, \ldots)$$

In terms of the $w^F_{q,i}$ we therefore find (cf. (25.3.3))

$$w^F_{q,i}V_q = \begin{cases} 0 & \text{if } i = 0 \\ \pi w^F_{q, i-1} & \text{if } i \geq 1 \end{cases}$$

(25.6.8) **Proposition** For all $\gamma(t) \in \mathcal{C}_q(F; B)$ we have

$$f_q \gamma(t) \equiv \gamma(t^q) \pmod{\pi} \mathcal{C}_q(F; B)$$

**Proof** It suffices to prove this in the universal case, i.e., in the case that $B = A[C_0, C_1, \ldots]$ and $\gamma(t)$ is the curve

$$\gamma_c(t) = \epsilon^F_q \left( \sum_{i=0}^{\infty} C_i t^{q^i} \right) \in \mathcal{C}_q(F; A[C_0, C_1, \ldots])$$

As usual we put

$$f(\gamma_c(t)) = \sum_{i=0}^{\infty} x_i t^{q^i}$$

and the $x_i$ are then polynomials in the $C_0, C_1, \ldots$ with coefficients in $K$ satisfying the functional equation conditions

$$x_0 \in A[C], \quad x_i - \pi^{-1} x_{i-1} \sigma x_{i-1} \in A[C]$$

where $\sigma: K[C] \to K[C]$ is the $K$-algebra endomorphism $C_j \to C_j$. Writing $y_i = \pi x_i$, we have $y_i \in A[C]$ and

$$y_i \equiv \sigma(y_{i-1}) \pmod{\pi}, \quad i \in \mathbb{N}$$
We have
\[ f(γ^q(t)) = \sum_{i=0}^{∞} \pi^i(q^{-1}) x^i t^q = \sum_{i=0}^{∞} \frac{y^q_i}{π^i} t^q \]
and
\[ f(γ^q(t)) = \sum_{i=0}^{∞} π x_{i+1} t^q = \sum_{i=0}^{∞} \frac{y_{i+1}}{π^i} t^q \]

Now to prove that \( f(γ(t)) = γ(t)^q \in [π] G_q(F; B) = f^{-1}(πf(γ_q(F; B)) \) we must clearly show that
\[ f^{-1}\left( π^{-1} \left( \sum_{i=0}^{∞} π^{-i} y^q_i t^q - \sum_{i=0}^{∞} π^{-i} y_{i+1} t^q \right) \right) ∈ G_q(F; B) \]
and by the functional equation lemma this is equivalent to showing that
\[
\begin{align*}
\pi^{-1}(y^q_i - y_{i+1}) & ∈ A[C] \\
\pi^{-1}(π^{-i} y^q_i - π^{-i} y_{i+1}) - π^{-2}σ(π^{-i+1} y_{i+1} - π^{-i+1} y_i) & ∈ A[C]
\end{align*}
\]
for all \( i ∈ N \)

Now by (26.6.9) \( y_i ≡ \sigma(y_0) \mod π \) and also \( \sigma(y_0) ≡ y^q_i \mod π \) which proves (26.6.10). Further again by (26.6.9)
\[
\begin{align*}
y_i & ≡ \sigma(y_{i-1}) \mod π^i, \quad y_{i+1} ≡ \sigma(y_i) \mod π^{i+1}
\end{align*}
\]

Hence
\[
\begin{align*}
y^q_i & ≡ \sigma(y_{i-1})^q = \sigma(y^q_{i-1}) \mod π^{i+1}
\end{align*}
\]
and (26.6.12) and (26.6.13) together prove (26.6.11). This concludes the proof.

A closely related result is

**Proposition** Let \( (b_0, b_1, \ldots) ∈ W_q^F(B) \) and \( f(γ_q(b_0, b_1, \ldots) = (b_0, b_1, b_2, \ldots) \), then \( b_i ≡ b_i^q \mod πB \) for all \( i ∈ N \) \( \cup \{0\} \).

**Proof** It suffices to prove this in the case \( B = A[C_0, C_1, C_2, \ldots] \) and \( b_i = C_i \) for all \( i ∈ N \) \( \cup \{0\} \). We then have as usual (cf. (25.2.17))
\[ f(\tilde{E}(C_0, C_1, C_2, \ldots)) = f(γ^q(∑ F C_i t^q)) = \sum_{i=0}^{∞} π^{-i} w^F_q(C_i t^q) \]
which means that
\[ f(\tilde{E}(f_q(C_0, C_1, C_2, \ldots))) = \sum_{i=0}^{∞} π^{-i} w^F_q(C_i t^q) \]

Now let \( f_q(C_0, C_1, C_2, \ldots) = (\tilde{C}_0, \tilde{C}_1, \tilde{C}_2, \ldots) \). Then the \( \tilde{C}_i \) are polynomials in the \( C_0, C_1, C_2, \ldots \) and we have
\[ f\left(γ^q\left(\sum_{i=0}^{∞} F \tilde{C}_i t^q \right)\right) = \sum_{i=0}^{∞} π^{-i} w^F_q(C_0, C_1, \ldots) t^q \]
and

$$\pi^{-i}w_{q,i}(\hat{C}_0, \hat{C}_1, \ldots) = \pi^{-i}w_{q,i+1}(C_0, C_1, C_2, \ldots)$$

On the other hand we have modulo $\pi$

$$\pi^{-i}w_{q,i}(C_0^q, C_1^q, \ldots) = C_0^q + a_q C_1^{q^2} + \cdots + a_{q^i} C_1^{q^{i+1}}$$

$$\equiv \pi(C_{i+1} + a_q C_{i+1}^q + a_{q^2} C_{i+1}^{q^2} + \cdots + a_{q^i+1} C_{i+1}^{q^{i+1}})$$

$$= \pi^{-i}w_{q,i+1}(C_0, C_1, C_2, \ldots)$$

because $\pi a_q \equiv 1$ mod $\pi$, $\pi a_{q^i} \equiv a_{q^i+1}$ mod $\pi$ as $f(X) = \sum a_i X^i$, the $A$-logarithm of $\mathcal{A}$ satisfies $f(X) = \pi^{-1}f(X^q) \in A[X]$. It follows that

$$e^F_q \sum^{F} \hat{C}_i t^{q^i} = f_\pi e^F_q(\sum^{F} C_i t^{q^i}), \quad e^F_q \sum^{F} C_i t^{q^i}$$

are two power series with integral coefficients such that

$$f(e^F_q(\sum^{F} \hat{C}_i t^{q^i})) = f(e^F_q(\sum^{F} C_i t^{q^i})) \mod(\pi).$$

Part (iv) of the functional equation lemma now gives

$$e^F_q \sum^{F} \hat{C}_i t^{q^i} \equiv e^F_q \sum^{F} C_i t^{q^i} \mod \pi$$

from which one obtains by induction that $\hat{C}_i \equiv C_i^q \mod \pi$ for all $i$. This proves the proposition.

\textit{(25.6.15) Remark on notation} Let $\gamma(t)$ and $\delta(t)$ be two elements of $\mathcal{C}_q(F; B)$ or $\mathcal{C}(F; B)$, then writing out $\gamma(t)$ and $\delta(t)$ as power series in $t$, $\gamma(t) = \sum a_i t^i$, $\delta(t) = \sum b_i t^i$, $a_i, b_i \in B$, it may happen that $a_i \equiv b_i \mod \pi$ for all $i$. This will be written $\gamma(t) \equiv \delta(t) \mod \pi$. On the other hand, $\mathcal{C}_q(F; B)$ and $\mathcal{C}(F; B)$ are $A$-modules, so it may happen that there is an $\epsilon(t) \in \mathcal{C}_q(F; B)$ or $\mathcal{C}(F; B)$ such that $\gamma(t) = \delta(t) + [\pi]_F \epsilon(t)$. This will be written $\gamma(t) \equiv \delta(t) \mod[\pi]_F \mathcal{C}(F; B)$ or $\mod[\pi]_F \mathcal{C}(F; B)$.

This means of course that $f(\gamma(t)) - f(\delta(t)) \in \pi F \mathcal{C}(F; B)$ which is decidedly a different condition from $f(\gamma(t)) - f(\delta(t)) \in \pi B[\pi]$ which by part (iv) of the functional equation lemma is equivalent to $\gamma(t) \equiv \delta(t) \mod \pi$ (if $F(X, Y)$ is of functional equation type).

\textit{(25.6.16) Remarks}

(i) It follows from (25.6.8) that under the isomorphism $A_n \cong \mathcal{C}_q(F; k_n)$ of (25.3.30) the Frobenius substitution $\sigma$ of $A_n$ ($\sigma x \equiv x^q \mod \pi$) corresponds to the endomorphism of $\mathcal{C}_q(F; k_n)$ induced by the $f_\pi$.

(ii) Under the identification $A_n \cong N_{q^2,2}(k_n)$ the Frobenius substitution $\sigma$ becomes $(b_0, b_1, \ldots) \mapsto (b_0^q, b_1^q, \ldots)$ by remark (i) above and Proposition (25.6.14).
25.7 Artin–Hasse-like exponential maps

(25.7.1) $A$ is again a discrete valuation ring with uniformizing element $\pi$ and residue field $k$ of $q$ elements and $F(X, Y)$ is a one dimensional formal $A$-module over $A$ of $A$-height 1 such that $\pi(F) = \pi$.

(25.7.2) **Proposition** Let $B$ be an $A$-torsion free $A$-algebra that admits an $A$-algebra endomorphism $\sigma: B \to B$ with the property $\sigma(b) \equiv b^q \mod \pi B$ for all $b \in B$. Then there exists a unique $A$-algebra homomorphism $D_B: B \to W_{q, \infty}(B)$ such that $w_{q, i} D_B = \sigma^i$ for all $i \in \mathbb{N} \cup \{0\}$.

**Proof** For each $b \in B$ let $\mathcal{O}(b)$ be the power series

(25.7.3) $\mathcal{O}(b)(t) = bt + \pi^{-1} \sigma(b) t^q + \pi^{-2} \sigma^2(b) t^{2q} + \cdots \in (B \otimes_A K)[[t]]$

Now because $\sigma(b) \equiv b^q \mod \pi B$, we are in a functional equation type situation if we take $B \subset B \otimes_A K$, $\mathcal{O} = \pi B$, $\sigma$, $p$, $q$ as above, and $s_1 = \pi^{-1}$, $s_2 = s_3 = \cdots = 0$. And $\mathcal{O}(b)$ for each $b \in B$ satisfies the functional equation

$$\mathcal{O}(b)(t) - \pi^{-1} \mathcal{O}(\mathcal{O}(b)(t^q)) \in B[[t]]$$

because $bt \in B[[t]]$ and $\pi^{-1} \sigma(b) - \pi^{-1} \sigma^i(\pi^{-1} \sigma^i(b)) = 0$. It follows that

$$D_B(b) = f^{-1}(\mathcal{O}(b)(t)) \in \mathcal{O}_q(F; B)$$

We now define $\tilde{D}_B = E \tilde{D}_B$. Then $w_{q, i} D_B(b) = (\pi^i$ times the coefficient of $t^{q^i}$ in $\mathcal{O}(b)(t^q)) = \sigma^i(b)$, so that indeed $w_{q, i} D_B = \sigma^i$, which also proves that $D_B$ is an $A$-algebra homomorphism. (Alternatively, one checks this directly via (25.7.3).)

(25.7.4) **Theorem** There exists a unique functorial $A$-algebra homomorphism $\Delta^F: W_{q, \infty}(-) \to W_{q, \infty}(W_{q, \infty}(-))$ such that $w_{q, i} \Delta^F = f_{x}^i$ for all $i \in \mathbb{N} \cup \{0\}$.

**Proof** Let $B = A[C_1, C_2, \ldots]$. Then $W_{q, \infty}(B)$ is an $A$-torsion free $A$-algebra (very easy to check; follows from the fact that $R_{q, \pi}(B \otimes_A K)$ is clearly $A$-torsion free) with an $A$-algebra homomorphism $f_{x}: W_{q, \infty}(B) \to W_{q, \infty}(B)$, which satisfies $f_{x}(b) \equiv b^q \mod \pi W_{q, \infty}(B)$, by Proposition (25.6.8). According to Proposition (25.7.2) there therefore exists a unique $A$-algebra homomorphism $D: W_{q, \infty}(B) \to W_{q, \infty}(W_{q, \infty}(B))$ such that $w_{q, i} D = f_{x}^i$ for all $i \in \mathbb{N} \cup \{0\}$.

Now let $B$ be any $A$-algebra and $(b_0, b_1, \ldots) \in B$. There then exists (cf. (25.2.17)) a unique homomorphism $\phi: A[C] \to B$ such that $\phi(\bar{E}^{r_1} \gamma_C(t)) = (b_0, b_1, \ldots)$ where $\gamma_C(t)$ is the curve $\mathcal{O}_q \sum F C_i t^{q^i} \in \mathcal{O}_q(F; A[C])$ and we define

$$\Delta_B(b_0, b_1, \ldots) = W_{q, \infty}(W_{q, \infty}(\phi)(\Delta^F_{A[C]}(\bar{E}^{r_1} \gamma_C(t))))$$

That $\Delta^F$ is functorial follows from this definition (uniqueness of $\phi$) and that $\Delta^F$ is a homomorphism of $A$-algebras is proved as usual. Q.E.D.

(25.7.5) Alternatively, consider $\Delta^F_{A[C]}(\bar{E}^{r_1} \gamma_C(t)) \in W_{q, \infty}(W_{q, \infty}(-))$. This is a sequence of elements of $W_{q, \infty}(A[C])$, i.e., a sequence of sequences of polyno-
mials in the $C_0$, $C_1$, ... with coefficients in $A$. These are the universal polynomials that define the functor morphism $\Delta^F$.

(25.7.6) By definition $\Delta^F$ is such that $w^F_{q,0} \Delta^F = id$. There is however a second functorial $A$-algebra homomorphism, viz.

$$W^F_{q,\infty}(w^F_{q,0}) : W^F_{q,\infty}(W^F_{q,\infty}(-)) \to W^F_{q,\infty}(-)$$

In fact there is a whole series of functorial $A$-algebra homomorphisms, viz. the $W^F_{q,\infty}(w^F_{q,i})$ for all $i$.

(25.7.7) **Addendum to Theorem (25.7.4)** $\Delta^F$ also satisfies

$$W^F_{q,\infty}(w^F_{q,i}) \Delta^F = f^i_n$$

**Proof** To prove this recall that if $\phi : B \to B'$ is a homomorphism of $A$-algebras, then we have for all $i \in \mathbb{N} \cup \{0\}$ a commutative diagram

$$
\begin{array}{ccc}
W^F_{q,\infty}(B) & \xrightarrow{W^F_{q,\infty}(\phi)} & W^F_{q,\infty}(B') \\
\downarrow w^F_{q,i}(B) & & \downarrow w^F_{q,i}(B') \\
B & \xrightarrow{\phi} & B'
\end{array}
$$

(25.7.8)

Now consider the diagram

$$
\begin{array}{ccc}
W^F_{q,\infty}(B) & \xrightarrow{\Delta^F} & W^F_{q,\infty}(W^F_{q,\infty}(B)) \\
\downarrow \phi_n & & \downarrow w^F_{q,i} \\
W^F_{q,\infty}(B) & \xrightarrow{w^F_{q,i}} & W^F_{q,\infty}(B)
\end{array}
\begin{array}{ccc}
W^F_{q,\infty}(B) & \xrightarrow{w^F_{q,n}} & W^F_{q,\infty}(B) \\
\downarrow \phi_n & & \downarrow w^F_{q,n} \\
B & \xrightarrow{w^F_{q,i}} & B
\end{array}
$$

(25.7.9)

where we have written $\phi_n$ for the composed homomorphism $W^F_{q,\infty}(w^F_{q,n}) \circ \Delta^F$. The right-hand square of (25.7.9) is a special case of (25.7.8). Now we have $w_n^F \circ \Delta^F = f^i_n$ and $w^F_{q,n} f^i_n = w^F_{q,n+i}$. So the unknown homomorphism $\phi_n$ satisfies

$$w^F_{q,i} \phi_n = w^F_{q,n+i}$$

In case $B$ is $A$-torsion free, this means that we must have $\phi_n = f^i_n$, and by functoriality we therefore have proved the addendum.

(25.7.10) **Corollary** There exists a functorial Artin–Hasse-like exponential mapping $E^F : W^F_{q,\infty}(-) \to \mathcal{C}(F ; W^F_{q,\infty}(-))$ with the properties:

(i) $E^F$ is a homomorphism of $A$-modules.

(ii) The composed map

$$W^F_{q,\infty}(-) \to \mathcal{C}(F ; W^F_{q,\infty}(-)) \xrightarrow{\iota^q} \mathcal{C}(F ; W^F_{q,\infty}(-))$$

is a homomorphism of $A$-algebras.
(iii) There is a commutative diagram
\[
\begin{align*}
W^{F}_{q, \infty}(-) & \xrightarrow{E^{F}} \mathcal{C}(F, W^{F}_{q, \infty}(-)) \xrightarrow{\epsilon^{F}_{q}} \mathcal{C}_{q}(F; W^{F}_{q, \infty}(-)) \\
\mathcal{C}_{q}(F; -) & \xrightarrow{i} \mathcal{C}(F; -) \xrightarrow{\epsilon^{F}_{q}} \mathcal{C}_{q}(F; -)
\end{align*}
\]
where \(i\) is the natural inclusion. Because \(\epsilon^{F}_{q}i = id\), this also means that:

(iv) \(\mathcal{C}_{q}(F; w^{F}_{q, 0}) \circ \epsilon^{F}_{q} \circ E^{F} = \bar{E}^{F}\), so that \(E^{F}\) can be considered as a sort of lift of \(\bar{E}^{F}\), which explains (possibly) some of our notation.

(v) The image of \(E^{F}\) is contained in \(\mathcal{C}_{q}(F; W^{F}_{q, \infty}(-))\).

**Proof** Define \(E^{F}\) as the composite of \(\Delta^{F}: W^{F}_{q, \infty}(-) \to W^{F}_{q, \infty}(W^{F}_{q, \infty}(-))\) with
\[
\bar{E}^{F}(W^{F}_{q, \infty}(-)) = W^{F}_{q, \infty}(W^{F}_{q, \infty}(-)) \to \mathcal{C}_{q}(F; W^{F}_{q, \infty}(-))
\]
with the natural embedding of \(\mathcal{C}_{q}(F; W^{F}_{q, \infty}(-))\) in \(\mathcal{C}(F; W^{F}_{q, \infty}(-))\).

### 25.8 Global Lubin–Tate formal group laws

- **(25.8.1)** In this section \(A\) is the ring of integers of a global field \(K\), i.e., \(K\) is a finite extension of \(\mathbb{Q}\) or a finite extension of \(F_{p}(X)\) for some prime number \(p\). For every finite valuation \(v\), we use \(A_{v}\) to denote the ring of integers of \(K_{v}\), the completion of \(K\) with respect to \(v\).

Now let \(F(X, Y)\) be a formal group law over \(A\) (of dimension 1) such that for every finite valuation \(v\), \(F(X, Y)\) is a formal \(A_{v}\)-module over \(A_{v}\) of \(A_{v}\)-height 1. We shall call such formal group laws *global Lubin–Tate formal group laws*. It follows of course that \(F(X, Y)\) admits \(A\) as a ring of endomorphisms, and one readily shows that \(F(X, Y)\) is in any case a formal \(A\)-module.

- **(25.8.2)** Existence of global Lubin–Tate formal group laws For every finite valuation \(v\), choose a formal \(A_{v}\)-module \(F^{v}(X, Y)\) over \(A_{v}\) of \(A_{v}\)-height 1. Then if \(K\) is of characteristic zero, the results of 20.5 say that there exists (up to isomorphism exactly one) formal group law \(F(X, Y)\) over \(A\) that is isomorphic to \(F^{v}(X, Y)\) over \(A_{v}\) for all \(v\).

In case \(K\) is of characteristic \(p\), the same results holds. The reason is the following: because the \(F^{v}(X, Y)\) over \(A_{v}\) are \(A_{v}\)-modules, they have \(A_{v}\)-logarithms. The same technique of 20.5 of fitting \(A_{v}\)-logarithms together for all the different \(v\)'s works also in this case (of course one works now over \(K\) not over \(A \otimes \mathbb{Q}\)) and the same theorems hold.

- **(25.8.3)** Artin–Hasse-type maps Now let \(F(X, Y)\) be a global Lubin–Tate formal group law over \(A\). Then by the results of 25.7 we have for all \(A_{v}\)-algebras \(B_{v}\) Artin–Hasse-like exponential maps \(W^{F}_{q, \infty}(B_{v}) \to \mathcal{C}(F; W^{F}_{q, \infty}(B_{v}))\) into the same group scheme \(\mathcal{C}(F; -)\).

In particular, we can take \(B_{v} = k_{v}\), the residue field of \(A_{v}\), or more generally...
$B_v = k_{v,n}$, the extension of degree $n$ of $k_v$. Then using that $W_{q,v}(k_{v,n}) = A_{v,m}$ the ring of integers of the unramified extension of degree $n$ of $K_v$, we find $A$-module homomorphisms

$$A_{v,n} \rightarrow \mathcal{C}(F; A_{v,n})$$

for all finite valuations $v$. These $A$-module homomorphisms I am inclined to view as the ramified version of the Artin–Hasse exponentials $W_{p,v}(k) \rightarrow \Lambda(W_{p,v}(k))$ for all prime numbers $p$ and finite fields $k$ of characteristic $p$. In both cases one has one fixed group scheme (in the ramified case $\mathcal{C}(F; -)$; in the case of the rational numbers $\Lambda(-)$) into which the various local rings of integers are mapped.

In fact one of the reasons why we developed the theory of the $W_{q,v,\cdot}(-)$ for all formal $A$-modules of $A$-height 1 over $A$ instead of only for $G_{\pi}(X, Y)$ was a desire to find homomorphisms $A_{v,n} \rightarrow \mathcal{C}(F; A_{v,n})$ for all $v$ with $F$, or rather $\mathcal{C}(F; -)$, independent of $v$.

### 25.9 Rings of curves, Witt vectors, and Artin–Hasse-like exponential morphisms for twisted one dimensional Lubin–Tate formal group laws

#### (25.9.1) The set up

Much of the theory developed above can be generalized considerably. In particular one can define suitable Witt vectors $W_{q,v,\cdot}(-)$ and Artin–Hasse-like morphisms for twisted one dimensional Lubin–Tate formal group laws; cf. Chapter II, Section 13.2. The basic setup consists of the ingredients:

(i) a ring $A$ that is a (unitary) subring of a ring $K$;

(ii) an element $\omega \in A$ that is a unit in $K$;

(iii) an endomorphism $\sigma: K \rightarrow K$;

(iv) a prime number $p$ and a power $q$ of $p$

that are subject to the following conditions:

(v) $\sigma(a) \equiv a^q \mod \omega A$ for all $a \in A$;

(vi) $p \in \omega A$.

In particular, it follows that we are in a functional equation type situation if we take $A, K, p, q, \sigma$ as above, $A = \omega A$ and $s_1 = \omega^{-1}$, $s_2 = s_3 = \cdots = 0$.

As examples we have, e.g.:

(a) $A$ the ring of integers of a local field $K$, $\sigma$ a power $r$ of the Frobenius substitution, $q = p^r$, $p$ = residue characteristic of $K$, $\omega$ a uniformizing element of $A$.

(b) $A = W_{p,v}(k)$ where $k$ is any perfect field of characteristic $p$.

(c) $A = \mathbb{Z}[(\varepsilon)]/(\varepsilon^n)$, $K = \mathbb{Q}[(\varepsilon)]/(\varepsilon^n)$, $\omega = p = q$, $\sigma(\varepsilon) = \varepsilon^p$. 
Now let \( f(X) \) be any power series in one variable with coefficients in \( K \) such that
\[
(25.9.2) \quad f(X) \equiv X \mod(\text{degree 2}), \quad f(X) - \omega^{-1}\sigma_q f(X^q) \in A[X]
\]
The functional equation lemma now says that \( F(X, Y) = f^{-1}(f(X) + f(Y)) \) is a formal group law over \( A \). In the remainder of this subsection (25.9) \( F(X, Y) \) will always be a formal group law over \( A \) that admits a logarithm \( f(X) \in K[X] \) such that (25.9.2) holds. Note that the one dimensional twisted Lubin-Tate formal group laws of Chapter II, Section 13.2 are of this type.

(25.9.3) Below we shall give a quick sketch of constructions and results which generalize those of 25.1–25.8. The proofs are all virtually identical with those given in 25.1–25.8. We leave to the interested (resp. mildly interested, resp. indifferent) reader the task of filling in the details (resp. looking up the details in [181]; resp. taking the details on faith).

All the constructions and (sketches of) proofs below are first done for the \( A \)-algebra \( B = A[C_0, C_1, \ldots] \) and are then functorially extended as usual via the universal curve(s) to constructions and proofs for all \( A \)-algebras \( B \). All proofs are essentially based on the fact that \( \sigma: K \to K \) extends to an endomorphism of rings \( \sigma: K[C] \to K[C], C_i \mapsto C_i^q \) such that \( \sigma(b) \equiv b^q \mod \omega A[C] \) for all \( b \in A[C] \). This uses (v) and (vi) of (25.9.1).

(25.9.4) **q-typification** A curve \( \gamma(t) \in \mathcal{C}(F; A[C]) \) is \( q \)-typical if its logarithm \( f(\gamma(t)) \) does not involve non-\( q \) powers of \( t \). A curve is made \( q \)-typical by taking \( f(\gamma(t)) \), removing all non-\( q \)-power terms, and applying \( f^{-1} \) to the result. We thus find a functorial group homomorphism \( \varepsilon_q^F: \mathcal{C}(F; -) \to \mathcal{C}(F; -) \). Its image is denoted \( \mathcal{C}_q(F; -) \) and \( \varepsilon_q^F \) is the identity on \( \mathcal{C}_q(F; -) \).

(25.9.5) **Multiplication on \( \mathcal{C}_q(F; -) \)** For \( \gamma(t), \delta(t) \in \mathcal{C}_q(F; A[C]) \) the multiplication is given by
\[
(25.9.6) \quad f(\gamma(t)) = \sum_{i=0}^{\infty} x_i t^{q^i}, \quad f(\delta(t)) = \sum_{i=0}^{\infty} y_i t^{q^i} \implies f(\gamma(t) \ast \delta(t)) = \sum_{i=0}^{\infty} m_i x_i y_i t^{q^i}
\]
with
\[
(25.9.7) \quad m_0 = 1, \quad m_i = \omega \sigma(\omega) \cdots \sigma^{i-1}(\omega) \quad \text{if} \quad i \in \mathbb{N}
\]

This turns \( \mathcal{C}_q(F; -) \) into a ring functor on \( \text{Alg}_A \) with unit element
\[
(25.9.8) \quad e_F(t) = f^{-1}(t + \omega^{-1}t^q + \omega^{-1}\sigma(\omega)^{-1}t^{q^2} + \omega^{-1}\sigma(\omega)^{-1}\sigma^2(\omega)^{-1}t^{q^3} + \cdots)
\]
(25.9.9) The ring homomorphisms \( A \to \mathcal{O}_q(F; -) \) Given \( a \in A \) and \( \gamma(t) \in \mathcal{O}_q(F; A[C]) \) we define a new curve \( \{a\}_F \gamma(t) \in \mathcal{O}_q(F; A[C]) \) by the formula

\[
(25.9.10) \quad f(\gamma(t)) = \sum_{i=0}^{\infty} x_i t^{q^i} \Rightarrow f(\{a\}_F \gamma(t)) = \sum_{i=0}^{\infty} x_i \sigma^i(a) t^{q^i}
\]

This turns \( \mathcal{O}_q(F; -) \) functorially into an \( A \)-module, and the map \( a \to \{a\}_F e_F(t) \) defines a ring homomorphism \( A \to \mathcal{O}_q(F; -) \) making \( \mathcal{O}_q(F; -) \) into a functor \( \text{Alg}_A \to \text{Alg}_A \).

It is not true, however, that \( \{a\}_F \) is induced by the endomorphism \( [a]_F(\gamma(t)) = f^{-1}(af(X)) \) of \( F(X, Y) \), whence the different notation. In fact \( f^{-1}(af(X)) \) need not have integer coefficients and there may be no endomorphism of \( F(X, Y) \) at all inducing the operator \( \{a\}_F \).

(25.9.11) The twisted Frobenius operator \( f^w_\omega \) Let \( \gamma(t) \in \mathcal{O}_q(F; A[C]) \), then we define \( f^w_\omega \gamma(t) \) by the formula

\[
(25.9.12) \quad f(\gamma(t)) = \sum_{i=0}^{\infty} x_i t^{q^i} \Rightarrow f(f^w_\omega \gamma(t)) = \sum_{i=0}^{\infty} \sigma^i(\omega) x_{i+1} t^{q^i}
\]

We remark that even in the case that \( A \) is a discrete valuation ring and \( \omega = \pi \) is a uniformizing element of \( A \), it is in general not true that \( f^w_\omega = f_\pi \) where \( f_\pi \) is the Frobenius operator discussed in 21.5 and 25.6. In fact \( F(X, Y) \) is as a rule not a formal \( A \)-module, and hence \( f_\pi \) need not be defined. One should however view \( F(X, Y) \) as a twisted formal \( A \)-module in the sense of 25.10.

(25.9.13) Proposition The Frobenius operator \( f^w_\omega \) on \( \mathcal{O}_q(F; -) \) has the properties:

(i) \( f^w_\omega \) is a ring endomorphism of \( \mathcal{O}_q(F; -) \).

(ii) \( f^w_\omega \) is a semilinear \( A \)-module endomorphism of \( \mathcal{O}_q(F; -) \), which means that \( f^w_\omega(\{a\}_F \gamma(t)) = \{\sigma(a)\}_F (f^w_\omega \gamma(t)) \) for all \( a \in A \). In other words \( f^w_\omega \) is a ring endomorphism of \( \mathcal{O}_q(F; -) \) that extends the ring endomorphism \( \sigma \) of \( A \).

(iii) \( f^w_\omega V_q = \{\omega\}_F \).

(iv) \( f^w_\omega \gamma(t) \equiv \gamma(t)^q \mod \{\omega\}_F \mathcal{O}_q(F; -) \).

Property (ii) of \( f^w_\omega \) is extremely fortunate because the generalization which works of Proposition (25.7.2) is

(25.9.14) Proposition Let \( B \) be an \( A \)-algebra such that \( B \to B \otimes_A K \) is injective and such that there is an endomorphism \( \sigma_B \): \( B \otimes_A K \to B \otimes_A K \) which restricts to \( \sigma \) on \( K \) and such that \( \sigma_B(b) = b^q \mod \omega B \) for all \( b \in B \). Then there is a unique \( A \)-algebra homomorphism \( D: B \to \mathcal{O}_q(F; B) \) such that \( s^F_{q,i} D = \sigma_B \) for all \( i \in \mathbb{N} \cup \{0\} \), where \( s^F_{q,i}: \mathcal{O}_q(F; B) \to B \) is defined as \( s^F_{q,i} \gamma(t) = \omega^q(t) \cdot s^{1-i}(\omega) \) times coefficient of \( t^q \) in \( f(\gamma(t)) \).

(25.9.15) Remarks

(i) \( s^F_{q,i}: \mathcal{O}_q(F; B) \to B \) is a ring homomorphism and also a semilinear \( A \)-algebra homomorphism. The twist is \( s^F_{q,i}(\{a\}_F \gamma(t)) = \sigma^i(a)(s^F_{q,i} \gamma(t)) \).
(ii) Using $\sigma_2$ instead of $\sigma$ and $B$ and $B \otimes_A K$ instead of $A$ and $K$, we can view $F(X, Y)$ (more properly $\iota_*, F(X, Y)$ where $\iota: A \to B$ is the $A$-algebra structure morphism) as a formal group law over $B$. Applying (25.9.9) or (25.9.14) we see that $\mathcal{C}_q(F; B)$ is also a $B$-algebra that extends the already given $A$-algebra structure and that $D$ is a $B$-algebra homomorphism (in fact the $B$-algebra structure map of $\mathcal{C}_q(F; B)$). This gives us additional information even in the case of the untwisted formal group laws studied in 25.6 and 25.7.

One particular $B$ that which one can take in Proposition (25.9.14) is $\mathcal{C}_q(F; A[C])$ with $f_{\omega}^w$ as $\sigma_B$. (NB $\mathcal{C}_q(F; A[C]) \cong \mathcal{C}_q(F; K[C])$ and $f_{\omega}^w$, being functorial, extends.) This yields

\[ \Delta^F_*: \mathcal{C}_q(F; -) \to \mathcal{C}_q(F; \mathcal{C}_q(F; -)) \] such that $s_{q,i}^F(\Delta^F_*) = (f_{\omega}^w)^i$ for all $i \in \mathbb{N} \cup \{0\}$.

(25.9.16) Proposition There exists a unique $A$-algebra functor homomorphism $\Delta^F_*: \mathcal{C}_q(F; -) \to \mathcal{C}_q(F; \mathcal{C}_q(F; -))$ such that $s_{q,i}^F(\Delta^F_*) = (f_{\omega}^w)^i$ for all $i \in \mathbb{N} \cup \{0\}$.

(25.9.17) Now let us specialize somewhat to the case that $A$ is a complete discrete valuation ring with perfect residue field $k$ of characteristic $p > 0$, $K$ its quotient field, and $\omega = \pi$ is a uniformizing element of $A$. (Note that $A$ may be of characteristic $p > 0$ and that $k$ may be infinite.) Let $K'$ be an unramified extension of $K$, $A'$ the ring of integers of $K'$, and $k'$ the residue field of $K'$. Then we have $A$-algebra homomorphisms $A' \to \mathcal{C}_q(F; A') \to \mathcal{C}_q(F; k')$, and the composite $A' \to \mathcal{C}_q(F; k')$ is again an isomorphism, just as in the untwisted case (Theorem (25.3.30)).

(25.9.18) The "Witt vectors" $W_{q,\infty}^F(-)$ We can now of course use the fact that $\mathcal{C}_q(F; -)$ is representable by $A[C_0, C_1, C_2, \ldots]$ and restate everything in terms of $W_{q,\infty}^F(-)$. The relevant polynomials $w_{q,i}$ are

\[ w_{q,i}(Z_0, \ldots, Z_i) = \omega \sigma(\omega) \cdots \sigma^{i-1}(\omega)(Z_i + a_q Z_i^{i-1} + \cdots + a_q Z_i^0), \quad w_{q,0}^F(Z_0) = Z_0 \]

where the $a_q$ are the coefficients of $t^q$ in $f(X)$, the logarithm of $F(X, Y)$.

Note that the $w_{q,i}$ are polynomials with coefficients in $A$ because $a_q - \omega^{-1} \sigma(a_q^{-1}) \in A$ for all $n \in \mathbb{N}$. We find the theorem:

(25.9.20) Theorem Let $A$, $K$, $p$, $q$, $\sigma$, $\omega$, and $F(X, Y)$ be as in (25.9.1). Then there exists a unique functor $W_{q,\infty}^F: \text{Alg}_A \to \text{Alg}_A$ with the properties:

(i) As a set-valued functor we have $W_{q,\infty}^F(B) = \{(b_0, b_1, b_2, \ldots) | b_i \in B\}$ and $W_{q,\infty}^F(\phi)(b_0, b_1, \ldots) = (\phi(b_0), \phi(b_1), \ldots)$ for $\phi: B \to D$ in $\text{Alg}_A$.

(ii) The $w_{q,i}(Z)$ of (25.9.19) define twisted (or semilinear) functorial $A$-algebra homomorphisms $W_{q,\infty}^F(B) \to B$ with twist $w_{q,i}(\{a\}(b_0, b_1, \ldots)) = \{\sigma^i(a)\}(w_{q,i}(b_0, b_1, b_2, \ldots))$ (i.e., the $w_{q,i}$ are ring homomorphisms that twist the $A$-module structure around in the manner indicated).

The functor $W_{q,\infty}^F$ is determined uniquely by (i) and (ii) and satisfies in addition:
There exists a twisted $A$-algebra endomorphism $f^w_{\omega}$ of $W_{q,\infty}^F(-)$ with twist $f^w_{\omega}(a) = \sigma(a)f^w_{\omega}$ for all $a \in A$. This endomorphism is uniquely determined by $w_{q,i}^Ff^w_{\omega} = w_{q,i+1}^F$ for all $i \in \mathbb{N} \cup \{0\}$.

If $f^w_{\omega}(b_0, b_1, \ldots) = (b_0, b_1, \ldots)$, then $b_i \equiv b_i^\omega \mod \omega B$.

If $f^w_{\omega}(b_0, b_1, \ldots) \equiv (b_0, b_1, \ldots)^\omega \mod \omega W_{q,\infty}^F(B)$.

$V_q: (b_0, b_1, b_2, \ldots) \mapsto (0, b_0, b_1, b_2, \ldots)$ is an additive endomorphism of $W_{q,\infty}^F(-)$ with the reverse twist $V_q(\sigma(a))(b_0, b_1, \ldots) = (a)V_q(b_0, b_1, \ldots)$.

There exists a unique functorial $A$-algebra functor transformation $\Delta^F$: $W_{q,\infty}^F(\cdot) \to W_{q,\infty}^F(W_{q,\infty}^F(-))$ such that $w_{q,i}^F\Delta^F = (f^w_{\omega})^i$ for all $i \in \mathbb{N} \cup \{0\}$.

This functor transformation $\Delta^F$ has in addition the property

$W_{q,\infty}^F(w_{q,n}^F) \circ \Delta^F = (f^w_{\omega})^n$

**Remark** If $A$ is the ring of integers of a global field $K$, then there exist for exactly the same reasons as in 25.8 sufficient formal group laws $F(X, Y)$ over $A$ such that $F(X, Y)$ is of the type (25.9.1) over $A_v$ for each finite valuation $\nu$ of $K$. For these formal group laws, we have, using (25.9.17), results completely analogous to those of 25.8.

### 25.10 Twisted formal $A$-modules

In this subsection $A$ is a discrete valuation ring with uniformizing element $\pi$, quotient field $K$, and residue field $k$ of characteristic $p > 0$. In addition we suppose that there is an endomorphism $\sigma$ of $K$ and a power $q$ of $p$ such that $\sigma(a) \equiv a^q \mod \pi A$ for all $a \in A$. The residue field $k$ need not be finite or even perfect.

We have seen in Corollary (21.4.3) that if $k$ is infinite, there are no nontrivial formal $A$-modules. We have also seen in 25.9 above that the twisted Lubin–Tate formal groups laws admit a functorial $A$-module structure on the curve functor $\mathcal{O}_q(F; -)$, and it would be tempting to call these twisted formal $A$-modules of $A$-height 1 over $A$—also because over $\mathring{A}_m$ they become isomorphic to untwisted Lubin-Tate formal group laws over $A$. Just what the precise formal definition of a twisted formal $A$-module should be is not completely clear at the moment. Meanwhile here is a plentiful supply.

**A construction** Let $B$ be any $A$-algebra that is $A$-torsion free and which is such that there is an endomorphism $\sigma_B: B \otimes_A K \to B \otimes_A K$ such that $\sigma_B|K = \sigma$ and $\sigma_B(b) \equiv b^q \mod \pi B$ for all $b \in B$. Choose $m \times m$ matrices $b_1, b_2, b_3, \ldots$ with coefficients in $B$ and let $f(X)$ be any $m$-tuple of power series in $X = (X_1, X_2, \ldots, X_m)$ such that the following functional equation holds:

$$f(X) = \sum_{i=1}^{\infty} \pi^{-1}b_i(\sigma_B)_* f(X^q) \in B[[X]]^m$$

and such that $f(X) \equiv X \mod \text{(degree 2)}$. 
We now define

\begin{equation}
F(X, Y) = f^{-1}(f(X) + f(Y))
\end{equation}

(25.10.5)

Then the functional equation lemma says that \( F(X, Y) \) is a formal group law over \( B \). Now consider the ring \( B[C] = B[C_1, C_2, \ldots] \) and the curve

\begin{equation}
\gamma_C(t) = \sum_{i=1}^{\infty} C_i t^i \quad \text{in} \quad \mathcal{C}(F; B[C])
\end{equation}

(25.10.6)

Let

\[ f(\gamma_C(t)) = \sum_{i=1}^{\infty} x_i t^i, \quad x_i \in B \otimes_A K[C] \]

For each \( b \in B \), we now define

\[ \{b\}_F \gamma_C(t) = f^{-1}\left( \sum_{i=1}^{\infty} \sigma^{q^i}(b)x_i t^i \right) \]

where \( v_q(i) = r \) if \( q^r \mid i \) but \( q^{r+1} \nmid i \). (One proves in the usual manner that this is indeed a curve in \( \mathcal{C}(F; B[C]) \).) Now if \( \gamma(t) \in \mathcal{C}(F; B') \) where \( B' \) is any \( B \)-algebra, there is a unique homomorphism \( \phi: B[C] \to B' \) such that \( \phi_*(\gamma_C(t)) = \gamma(t) \) and we define

\[ \{b\}_F \gamma(t) = \phi_*(\{b\}_F \gamma_C(t)) \]

One now proves easily that this makes \( \mathcal{C}(F; -) \) into a functor \( \text{Alg}_B \to \text{Mod}_B \) and hence in particular into a functor \( \text{Alg}_B \to \text{Mod}_A \), i.e., the \( \{a\}_F \) define a functorial \( A \)-module structure on \( \mathcal{C}(F; -) \).

\[ \text{(25.10.7) Provisional definition of twisted formal } A \text{-module} \]

The twisted formal \( A \)-modules over \( B \) are now:

(i) formal group laws \( F(X, Y) \) over \( B \) of the type constructed in (25.10.3) together with the functorial \( A \)-module structure given by the operators \( \{a\}_F \) constructed in (25.10.3);

(ii) the formal group laws \( \phi_* F(X, Y) \) together with the induced functorial \( A \)-module structure on \( \mathcal{C}(\phi_* F; -) \) obtained from a twisted formal \( A \)-module of type (i) by means of a base change \( \phi: B \to B' \) in \( \text{Alg}_A \).

So a twisted formal \( A \)-module over \( B \) is in any case a formal group law over \( B \) with a functorial \( A \)-module structure on \( \mathcal{C}(F; -) \) given by the additive operators \( \{a\}_F \) that satisfy

\begin{equation}
\{1\}_F = \text{id}, \{a\}_F + \{b\}_F = \{a + b\}_F, \{a\}_F \{b\}_F = \{ab\}_F.
\end{equation}

(25.10.8)

\begin{equation}
\{a\}_F \text{ preserves the filtration by the } \mathcal{C}^n(F; -) \text{ of } \mathcal{C}(F; -).
\end{equation}

(25.10.9)

\begin{equation}
The \text{ induced } A \text{-module endomorphisms of } \mathcal{C}^n(F; B)/\mathcal{C}^{n+1}(F; B) \simeq B^m
\end{equation}

are given by multiplication with \( \sigma^{v_a(n)}(a) \).
(25.10.11) \( V_q\{a\}_F = \{a\}_F V_q, V_j\{a\}_F = \{a\}_F V_j \) if \( (j, p) = 1 \).

(25.10.12) \( \{sa\}_F f_q = f_q\{sa\}_F, f_q\{a\}_F = \{a\}_F f_q \) if \( (j, p) = 1 \).

(25.10.13) \( \{a\}_F \langle b \rangle = \langle b \rangle \{a\}_F \) for all \( a \in A, b \in B \).

**A special case** One particular \( B \) that we can take in the constructions of (25.10.3) is the ring \( A[S] \) in the indeterminates \( S(n, i) \) and \( S_n(i, j) \) of (25.4.2). Let \( \hat{\sigma}: K[S] \to K[S] \) be the unique endomorphism that is \( \sigma \) on \( K \) and which takes all the \( S \)'s to their \( q \)th powers. Now let \( F_S^{A, t_h}(X, Y) \) be the formal group law over \( A[S] \) defined by the formulas (25.4.8), (25.4.9) with \( \sigma \) replaced by \( \hat{\sigma} \), and let the operator \( \{a\} \) be defined as in (25.10.3).

The author is inclined to conjecture that \( F_S^{A, t_h}(X, Y) \) is universal \( m \)-dimensional for twisted formal \( A \)-modules. In any case all twisted formal \( A \)-modules of type (i) with \( B \) a ring such that \( \sigma_B \) is an automorphism and such that \( B \) is complete in the \( \pi \)-adic topology are obtainable from \( F_S^{A, t_h}(X, Y) \) by specialization.

We also note that specialization of the \( S \)'s gives us a large supply of nonisomorphic twisted formal \( A \)-modules over, e.g., \( A \) or \( k \).

**q-typification** Let \( B, \sigma_B, F(X, Y), f(X) \) be as in (25.10.3), then

\[ e_q^F \gamma_C(t) = f^{-1} \left( \sum_{i=0}^{\infty} x_i t^{q^i} \right) \]

is again a curve in \( \mathcal{C}(F; B[C]) \) and via \( \phi_\bullet \) this defines as usual a projector \( e_q^F \) with image \( \mathcal{C}_q(F; -) \). This subfunctor of \( q \)-typical curves is stable under the \( \{a\}_F \) and we have of course the relations (25.10.11) and (25.10.12) concerning \( f_q \) and \( V_q \).

**The operator \( f_{\pi}^{t_h} \)** There is also again defined an operator \( f_{\pi}^{t_h} \). For \( \gamma_C(t) \) the formula is

\[ f_{\pi}^{t_h} \gamma_C(t) = f^{-1} \left( \sum_{i=1}^{\infty} \sigma^{\pi(i)}(\pi) x_i t^i \right) \]

We have \( f_{\pi}^{t_h} V_q = \{\pi\}_F \) and the subfunctor \( \mathcal{C}_q(F; -) \) is stable under \( f_{\pi}^{t_h} \).

**25.11 A global ring of ramified Witt vectors: a curiosity**

**25.11.1** In this section \( A \) is the ring of integers of a global field \( K \) of class number 1. For each finite valuation \( v \) of \( A \) let \( p_v \) be the corresponding prime ideal and \( \pi_v \) a generator of \( p_v \). We write \( q_v \) for the number of elements of \( A/p_v = A/(\pi_v) \) and \( r_v: \mathbb{N} \to \mathbb{N} \cup \{0\} \) is defined as \( r_v(n) = r \) if \( q_v^n | n \) but \( q_v^{r+1} \nmid n \).

**25.11.2** Given the choices made above, we now define a formal group law \( F(X, Y) \) as follows. Let

\[ f(X) = X + \sum_{n=1}^{\infty} a_n X^n, \quad a_n = \prod_v (\pi_v^{-1})^{r_v(n)} \]
where the product is over all finite valuations \( v \). Let \( F(X, Y) = f^{-1}(f(X) + f(Y)) \). Then \( F(X, Y) \) is isomorphic to the formal group law with logarithm \( f_\nu(X) = X + \pi_\nu^{-1}f(X^{\nu^r}) \) over \( A_\nu \) for all finite valuations \( \nu \) so that \( F(X, Y) \) is a global Lubin–Tate formal group law over \( A \).

(25.11.4) **Ring structure on \( \mathcal{C}(F; -) \)** Let \( F(X, Y) \) be as in (25.11.2) above and let \( \gamma_c(t), \gamma_d(t) \) be the two universal curves

\[
\gamma_c(t) = \sum^F C_it^i, \quad \gamma_d(t) = \sum^F D_it^i
\]

over \( A[C; D] \). Consider

\[
f(\gamma_c(t)) = \sum x_it^i, \quad f(\gamma_d(t)) = \sum y_it^i
\]

and define

(25.11.5)

\[
\gamma_c(t) *_F \gamma_d(t) = f^{-1}\left( \sum_{i=1}^\infty a_i^{-1}x_iy_it^i \right)
\]

then one proves as usual that (25.11.5) is in fact an element of \( \mathcal{C}(F; A[C; D]) \). Using (25.11.5) as the universal example, one thus defines a ring structure on \( \mathcal{C}(F; -) \) with unit element \( e_F(t) = f^{-1}(\sum_{i=1}^\infty a_nt^i) = t \). Let

\[
[a]_F \gamma_c(t) = f^{-1}\left( \sum_{i=1}^\infty ax_it^i \right) = f^{-1}(af(\gamma(t)))
\]

then \( a \mapsto [a]_F e_F(t) = [a]_F(t) \) defines a ring endomorphism \( A \to \mathcal{C}(F; -) \) turning \( \mathcal{C}(F; -) \) into an \( A \)-algebra functor.

(25.11.6) We remark that to prove that (25.11.5) is in fact an element of \( \mathcal{C}(F; A[C; D]) \) it is necessary that \( \nu(a_i^{-1}) \geq r_\nu(i) \) for all \( i \in \mathbb{N} \). This coupled with the fact that \( f(X) \) is the logarithm of a global Lubin–Tate formal group law and the desire to have a unit element in \( \mathcal{C}(F; A) \) seems to make the hypothesis "class number one" necessary.

(25.11.7) There seem to be no Frobenius operators on \( \mathcal{C}(F; -) \) beyond the usual ones.

(25.11.8) Let \( B \) be an \( A_\nu \)-algebra. Then we have the natural projection \( \varepsilon^F_{qa}: \mathcal{C}(F; B) \to \mathcal{C}_{qa}(F; B) \). Give \( \mathcal{C}(F; B) \) the \( A \)-algebra structure defined above and \( \mathcal{C}_{qa}(F; B) \) the \( A \)-algebra structure obtained by restricting the \( A_\nu \)-algebra structure on \( \mathcal{C}_{qa}(F; -) \) of Section 25.3. Then \( \varepsilon^F_{qa} \) is not an \( A \)-algebra homomorphism but only an \( A \)-module homomorphism.

It is possible to remedy this by redefining the \( A_\nu \)-algebra structure on \( \mathcal{C}_{qa}(F; -) \) by taking the multiplication \( *_{F,c} \) briefly discussed in (25.3.15) with \( c = (a_0, a_1, a_2, \ldots) \). The resulting \( A \)-algebra functor \( \mathcal{C}_{qa,c}(F; -) \) is isomorphic to \( \mathcal{C}(F; -) \) as an \( A \)-algebra functor. But the operator \( f_\pi \) is no longer an \( A \)-algebra endomorphism of \( \mathcal{C}_{qa,c}(F; -) \). This again can be remedied, but then \( f_\pi V_q = [\pi]_F \) breaks down, unless \( V_q \) is changed also.
These defects together with (25.11.7) and the restriction "class number 1" make the author think that—for the moment at least—the global $A$-algebra functor $\mathfrak{C}(F;-)$ should be seen as a curiosity.
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second cohomology group for formal group laws and as such is closer to the more
general theory which we shall discuss in Chapter V, Section 30 than the explicit pa-
rameterization given above. This explicit construction is from [174].

(E.3.6) **Notes on Section 23** Proposition (23.2.2) is due to Waterhouse [433] and
is valid much more generally for higher dimensional finite height formal groups and also
for $p$-divisible groups. Absolute endomorphism rings were first studied and defined by
Lubin [263]. Lemma (23.2.11) was taken from Cox [91]. Proposition (23.2.13) is due to
Lubin [271] and Cox [91]. In a way, Proposition (23.2.16) goes back all the way to Lubin
and Tate [264] (the construction of formal group laws with large endomorphism rings).
The present form was taken from Cox [91]; cf., however, also Lubin [263, 266, 271] and
also [176]. Proposition (23.3.1) is due to Lubin and Waterhouse [432, 433], which latter
paper also contains more general results.

(E.3.7) **Notes on Section 24** For the treatment of forms and first galois coho-
mo-logy groups in Section 24.1 I have heavily relied on [144], especially for (24.1.9) and
(24.1.11)–(24.1.14). Lemma (24.1.6) follows the proof in Serre [361], which in turn rests
on a procedure of Cartier. For some bibliographical references concerning forms and
descent, cf. (E.3.1).

Theorem (24.2.16) is due to Koch [225], and our proofs follow that paper closely. The
special case of formal laws over the prime field $F_p$ (classification by Eisenstein poly-
nomials) is due to Hill [186]. Theorem (24.4.2) is due to Serre [364]; our treatment follows
Fröhlich [144].

The special case of formal $A$-modules over $k$, the residue field of $A$, of Theorem
(24.5.3) (classification by Eisenstein polynomials) can be deduced from the classification
theorem (21.8.9). In this way this special case of (24.5.3) is deduced in Cox [91]; cf. also
Section 30.4 of Chapter V.

(E.3.8) **Notes on Section 25** Some of the results of Section 25 have been an-
nounced in [181]; cf. also [183]. The ring $W^d(\cdot)$ determined by the Witt-type poly-
nomials $Z_0^d + \pi Z_1^d + \cdots + \pi^n Z_n$ has also been described by Ditters [124] (using a line a
reasoning very similar to that in Witt’s original paper [443]) and by Drinfel’d [135].

(E.3.9) **Note on an “infinite dimensional functional equation lemma”** In Section 25.1 we made use of an infinite dimensional version of the
functional equation lemma to prove integrality of the addition polynomials $\Sigma_n^d$. This was
really unnecessary because by considering only $\Sigma_1^0, \ldots, \Sigma_n^d$ in $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_n$
the situation becomes finite dimensional again.

Still an infinite dimensional version of the functional equation lemma does exist (in
fact more than one; the most general one deals with power series over topological rings).
One version says that provided all the power series occurring in its formulation satisfy
the “monomials have finite support” condition (cf. (9.6.3), Chapter II), then all four
statements are also true in the infinite dimensional case.
CHAPTER V

CARTIER–DIEUDONNÉ MODULES

All formal group laws in this chapter will be commutative.

26 Basic Definitions and Reminders.
Survey of the Results of Chapter V

26.1 The Cartier–Dieudonné module
of a formal group law

Let $F(X, Y)$ be a commutative formal group law over a ring $A$ of dimension $n$, say. Let $\mathcal{C}(F; A)$ be the abelian group of curves of $F(X, Y)$ with coefficients in $A$. Recall that the elements of $\mathcal{C}(F; A)$ are $n$-tuples of power series $\gamma(t)$ in one variable $t$ with coefficients in $A$ such that $\gamma(0) = 0$, that the addition is defined by $\gamma(t) +_F \delta(t) = F(\gamma(t), \delta(t))$, and that $\mathcal{C}(F; A)$ is a complete Hausdorff topological group with the topology defined by the subgroups $\mathcal{C}^n(F; A)$ consisting of all curves $\gamma(t)$ such that $\gamma(t) \equiv 0 \mod t^n$, $n \in \mathbb{N}$. We also defined a number of operators on $\mathcal{C}(F; A)$, viz. operators $f_n$ and $V_n$ for all $n \in \mathbb{N}$, and operators $\langle a \rangle$ for all $a \in A$. The defining relations were

$$\langle a \rangle \gamma(t) = \gamma(at), \quad V_n \gamma(t) = \gamma(t^n)$$

$$f_n \gamma(t) = \gamma(\zeta_n t^{1/n}) +_F \cdots +_F \gamma(\zeta_n t^{1/n})$$

where $\zeta_n$ is a primitive $n$th root of unity, and where the last formula must be interpreted with some care in case $A$ is not a torsion free ring. There are a number of relations between these operators; these were listed and derived in Section 16.2 of Chapter III (cf. also (27.2.11) below).

One now defines the Carter–Dieudonné module of the formal group law $F(X, Y)$ over $A$ as the topological abelian group $\mathcal{C}(F; A)$ with the continuous operators $i_n, \langle a \rangle, V_n$. This defines a functor $\mathcal{C}(-; A)$ on $\text{FG}_A$, the category of formal group laws over $A$, to a certain category of abelian groups. These groups $\mathcal{C}(F; A)$ have the properties:

(26.1.1) $\mathcal{C}(F; A)$ is filtered by subgroups $\mathcal{C}(F; A) = \mathcal{C}^1(F; A) \supset \cdots$
\( \mathcal{C}^n(F; A) \supset \cdots \) and \( \mathcal{C}(F; A) \) is complete and Hausdorff in the topology defined by the \( \mathcal{C}^n(F; A) \).

(26.1.2) There are continuous additive operators \( V_n, f_n, \) and \( \langle a \rangle \) on \( \mathcal{C}(F; A) \) for all \( n \in \mathbb{N}, a \in A \) that satisfy the relations (16.2.1)-(16.2.9).

(26.1.3) The operators \( V_m \) are injective, they map \( \mathcal{C}^n(F; A) \) into \( \mathcal{C}^m(F; A) \) and induce isomorphisms

\[
\mathcal{C}^n(F; A)/\mathcal{C}^{n+1}(F; A) \cong \mathcal{C}^m(F; A)/\mathcal{C}^{m+1}(F; A)
\]

(26.1.4) \( \mathcal{C}^1(F; A)/\mathcal{C}^2(F; A) \) is a free \( A \)-module (the \( A \)-module structure being induced by the operators \( \langle a \rangle \)).

Cartier's second and third theorems together now say:

(26.1.5) **Theorem** The functor \( F(X, Y) \mapsto \mathcal{C}(F; A) \) is an equivalence of categories from the category of formal group laws over \( A \) onto the category of abelian groups with the properties (26.1.1)-(26.1.4).

One can collect the operators \( V_n, f_n, \langle a \rangle \) in one ring \( \text{Cart}(A) \) whose elements are all formal sums of the form

\[
\sum_{m, n} V_m \langle a_{m,n} \rangle f_n
\]

with for every \( m \in \mathbb{N} \) only finitely many \( n \) such that \( a_{m,n} \neq 0 \). With (16.2.1)-(16.2.9) as calculation rules \( \text{Cart}(A) \) is now completely described. In passing we note that \( a = (a_1, a_2, \ldots) \mapsto \sum_n V_n \langle a \rangle f_n \) defines a ring embedding of the ring of Witt vectors \( W(A) \) into \( \text{Cart}(A) \).

The abelian groups \( \mathcal{C}(F; A) \) can now be considered as \( \text{Cart}(A) \)-modules and even as topological \( \text{Cart}(A) \)-modules where we give \( \text{Cart}(A) \) the topology defined by the right ideals \( \mathcal{A}_t \) consisting of those elements (26.1.6) for which \( a_{m,n} = 0 \) for \( m \leq l \).

One can now restate Theorem (26.1.5) in more fanciful language as an equivalence of categories between \( \mathbf{FG}_A \) and a certain kind of topological \( \text{Cart}(A) \)-modules, so called reduced \( \text{Cart}(A) \)-modules. These are defined as follows:

(26.1.7) **Definition** A topological \( \text{Cart}(A) \)-module \( \mathcal{C} \) is called reduced if the following four conditions hold:

(i) If \( (x_i)_{i \in J} \) is a set of elements in \( \text{Cart}(A) \) converging to zero (for the filter of complements of finite sets) and \( (\gamma_i)_{i \in J} \) any set of elements of \( \mathcal{C} \), then \( \sum_{i \in J} x_i \gamma_i \) converges in \( \mathcal{C} \).

(ii) For each \( n \in \mathbb{N} \), let \( \mathcal{C}^n \) be the closure of the sum of all the subgroups \( V_i \mathcal{C} \) of \( \mathcal{C} \) for \( i \geq n \). Then the topology of \( \mathcal{C} \) is the same as the topology defined by the \( \mathcal{C}^n \).

(iii) \( V_m : \mathcal{C}^1 = \mathcal{C} \to \mathcal{C}^m \) induces a bijection \( \mathcal{C}/\mathcal{C}^2 \cong \mathcal{C}^m/\mathcal{C}^{m+1} \).

(iv) \( \mathcal{C}/\mathcal{C}^2 \) is a free \( A \)-module.
With this terminology Theorem (26.1.5) can be restated as

(26.1.8) **Theorem** The functor $F \mapsto \mathcal{C}(F; A)$ is an equivalence of categories between $\mathcal{F}_G A$ and the category of reduced $\text{Cart}(A)$-modules (with continuous $\text{Cart}(A)$-module morphisms as morphisms).

To prove Theorem (26.1.5) one makes essential use of the formal group law $\hat{W}(X, Y)$ of Witt vectors as follows. Let $\gamma_w(t)$ be the curve $(t, 0, 0, \ldots)$ in $\hat{W}(X, Y)$ over $A$. (NB do not confuse $\gamma_w(t)$ with the element $(t, 0, 0, \ldots) \in \hat{W}(A[t])$.) Then one has

(26.1.9) **Theorem** For every curve $\gamma(t) \in \mathcal{C}(F; A)$, where $F(X, Y)$ is a commutative formal group law over $A$, there exists a unique homomorphism of formal group laws $\alpha_{\gamma}(X): \hat{W}(X, Y) \to F(X, Y)$ such that $(\alpha_{\gamma})_* \gamma_w(t) = \gamma(t)$.

In other words $\hat{W}(X, \gamma)$ represents the functor $F \mapsto \mathcal{C}(F; A)$.

Thus, in order to prove Theorem (26.1.5), even for finite dimensional formal group laws only, one unavoidably meets infinite dimensional formal group laws, albeit only very nice ones like $\hat{W}(X, Y)$. As a matter of fact, the proof of Theorem (26.1.5) given below is complete only for the finite dimensional case; to do the existence proof given below also for infinite dimensional formal group laws one needs the generalities that we already briefly discussed in Section 9.6 of Chapter II.

### 26.2 Cartier–Dieudonné theory over $\mathbb{Z}_{(p)}$-algebras

(26.2.1) Now suppose that we are studying formal group laws over a ring $A$ that is a $\mathbb{Z}_{(p)}$-algebra, i.e., a ring $A$ in which all prime numbers except possibly $p$ are invertible. In this case the theory outlined in 26.1 simplifies a good deal. This is due to the following facts:

(i) The topological groups of curves $\mathcal{C}(F; A)$ splits as a direct sum $\mathcal{C}(F; A) \simeq \bigoplus_{I(p)} \mathcal{C}_p(F; A)$, where $I(p) = \{n \in \mathbb{N} \mid (p, n) = 1\}$ and where $\mathcal{C}_p(F; A)$ is the topological group of $p$-typical curves (Proposition (16.4.18)).

(ii) The ring $\text{Cart}(A)$ is an $I(p) \times I(p)$ matrix ring with entries in a much smaller quotient ring $\text{Cart}_p(A)$ of $\text{Cart}(A)$, whose elements are all formal expressions of the form $\sum_{n,m} V_p^n \langle a_{n,m} \rangle f_p^m$. Moreover, this decomposition and the one mentioned just above in (i) are compatible.

(iii) $\text{Cart}_p(A)$ is a much nicer ring than $\text{Cart}(A)$.

The calculation rules for $\text{Cart}_p(A)$ are obtained from those of $\text{Cart}(A)$ by setting all $V_n$, $f_n$ zero for $(n, p) = 1$. A reduced $\text{Cart}_p(A)$ module is now:

(26.2.2) **Definition** A reduced $\text{Cart}_p(A)$-module is a module $\mathcal{C}$ over $\text{Cart}_p(A)$ such that:

(i) $\mathcal{C}$ is complete and Hausdorff in the topology defined by the subgroups $V_p^\infty \mathcal{C} = \mathcal{C}^{(n)}$, i.e., $\mathcal{C} = \varprojlim \frac{\mathcal{C}}{\mathcal{C}^{(n)}}$;
(ii) $V_p$ is injective;
(iii) $G/V_p G$ is a free $A$-module.

The one prime number version of the equivalence of categories Theorem (26.1.5) is now

(26.2.3) Theorem Let $A$ be a $Z_{(p)}$-algebra. Then $F \mapsto G_p(F; A)$ is an equivalence of categories between $FG_A$ and the category of reduced $C_{(p)}(A)$-modules.

There is also a one prime version of the representation theorem (26.1.9). It says that the functor $F \mapsto G_p(-; A)$ is representable by $\hat{W}_{p^\infty}(X, Y)$.

One way to prove Theorem (26.2.3) is to use the decomposition results (i) and (ii) of (26.2.1) to deduce Theorem (26.2.3) from Theorem (26.1.5). And in fact this is precisely what we do to prove that the functor $G_p(-; A)$ is fully faithful. The existence part, on the other hand, which in the global case is by far the hardest to prove, is almost a triviality in this one prime number case. It is immediate from Definition (26.2.2) that every element $\gamma$ in $G$ can be written as a unique sum

$$\gamma = \sum_{n=0}^{\infty} \sum_{i=1}^{m} V_p^n \langle a_{n,i} \rangle \delta_i$$

where $m = \dim_A(G/V_p G)$ and where $\delta_1, \ldots, \delta_m$ in $G$ are such that their classes mod $V_p G$ are a basis for $G/V_p G$. In particular we have expressions

$$f_p \delta_i = \sum_{n=0}^{\infty} \sum_{j=1}^{m} V_p^n \langle c(n, j, i) \rangle \delta_j$$

Now let $F_r(X, Y)$ over $Z[V]$ be the universal $p$-typical $m$-dimensional formal group law of Section 10.3, Chapter II. Substitute $c(n, i, j)$ for $V_{n+1}(i, j)$; an elementary calculation shows that the module of $p$-typical curves of the resulting formal group law is precisely $G$.

26.3 Cartier–Dieudonné theory for formal $A$-modules

(26.3.1) Now let $A$ be a discrete valuation ring with finite residue field $k$ of $q$-elements. The ring $A$ may be either of characteristic zero or of characteristic $p = \text{char}(k) > 0$. In this case there is a theory of Cartier–Dieudonné modules for formal $A$-modules that is completely parallel to the one discussed above for formal group laws over $Z_{(p)}$-algebras, i.e., formal $Z_{(p)}$-modules. We choose a fixed uniformizing element $\pi$ of $A$.

The role of $\hat{W}_{p^\infty}$ is now played by $\hat{W}_q^{\infty}$, and instead of $C_{(p)}(A)$ we have $C_{(p)}(B)$, where $B$ is in $\text{Alg}_A$, which consists of all expressions

$$\sum_{n,m=0}^{\infty} V_q^n \langle b_{n,m} \rangle f_n^m$$
with, for all \( n, b_{n,m} = 0 \) for all but finitely many \( m \). Here \( f_\pi \) is the Frobenius operator introduced and studied in Section 25.5, Chapter IV. The calculation rules for Cart\(_t\)(\( B \)) are similar to the ones of Cart\(_r\)(\( B \)).

The role of \( \mathcal{C}_q(B) \) is now taken over by the group of \( q \)-typical curves (cf. 25.2). We recall that if \( B \) is \( A \)-torsion free, a curve \( \gamma(t) \) in \( \mathcal{C}(F; B) \) is \( q \)-typical iff

\[
 f(\gamma(t)) = \sum_{i=0}^{\infty} x_i t^q, \quad x_i \in (B \otimes_A K)^n
\]

where \( K \) is the quotient field of \( A \).

The definition of a reduced Cart\(_t\)(\( B \))-module is obtained from (26.2.2) by replacing Cart\(_r\)(\( A \)) by Cart\(_t\)(\( B \)), \( V_p \) by \( V_q \) and \( A \) by \( B \) everywhere.

Thus in this case we find an equivalence of categories \( \text{FG}_q^A \cong \) (category of reduced Cart\(_t\)(\( B \))-modules) and \( F \mapsto \mathcal{C}_q(F; B) \) is representable by \( \hat{W}_{q,\infty}^A(X, Y) \).

\( \text{(26.3.2) The } A \text{-module structure} \) Let \( F(X, Y) \in \text{FG}_q^A \) be a formal \( A \)-module over \( B \). Then by what was said above \( \mathcal{C}_q(F; B) \) is classifying, and the natural operators on \( \mathcal{C}_q(F; B) \) are \( V_q \), \( f_\pi \), and the operators \( \langle b \rangle \) for \( b \in B \). One may wonder how the \( A \)-module structure on \( \mathcal{C}_q(F; B) \) that is induced by the \( \rho_F(a) \) is hidden in here.

To this end we first recall that \( W_{q,\infty}^A(B) \) is an \( A \)-algebra with structural homomorphism given by

\[
 A \to W_{q,\infty}^A(B), \quad a \mapsto (\Omega_0(a), \Omega_1(a), \Omega_2(a), \ldots)
\]

\[
 w_{q,n}^A(\Omega(a)) = a \quad \text{for all } n \in \mathbb{N} \cup \{0\}
\]

Second, \( (b_0, b_1, b_2, \ldots) \mapsto \sum_{n=0}^{\infty} V_q^n \langle b_n \rangle f_\pi^n \) is an injective ring homomorphism \( W_{q,\infty}^A(B) \to \text{Cart}_t(B) \). The composite of these two homomorphism gives the action of \( A \) on \( \mathcal{C}_q(F; B) \).

\( \text{26.4 Classification up to isogeny over an algebraically closed field} \)

Now let \( F(X, Y) \) be a formal group law, or a formal \( A \)-module, where \( A \) is as in 26.3, over an algebraically closed field \( l \) of characteristic \( p > 0 \). We shall describe the results below only for formal \( A \)-modules; the corresponding results for formal group laws follow by taking \( A = \mathbb{Z}(p) \) because \( l \) is a \( \mathbb{Z}(p) \)-algebra.

\( \text{(26.4.1) } A \text{-Height} \) Consider \( \mathcal{C} = \mathcal{C}_q(F; B) \). Then \( \mathcal{C}/[\pi] \mathcal{C} = \mathcal{C}/f_\pi V_q \mathcal{C} \) is a vector space over \( l \), with the vector space structure induced by the operators \( \langle b \rangle \), \( b \in l \). We define the \( A \)-height of \( F(X, Y) \) as \( \dim_l(\mathcal{C}/[\pi] \mathcal{C}) \). It turns out that this agrees with the definitions we have given before in the one dimensional cases (cf. Section 18.3 and (21.8.2) of Chapter IV).

Since \( \dim F = \dim_l(\mathcal{C}/V_q \mathcal{C}) \), one also has that always \( A\text{-ht}(F(X, Y)) \geq \dim(F(X, Y)) \), so that formal \( A \)-modules of \( A \)-height 1 are necessarily of dimension 1.
(26.4.2) **The Dieudonné ring** \( D^A(l) \) We define \( D^A(l) \) as the over algebra of \( W^A_{q,\infty}(l) \) generated by two symbols \( f_x \) and \( V_q \) subject to the relations \( f_x V_q = V_q f_x = [x] \), \( x V_q = V_q \tau^A(x) \), \( f_x y = \tau^A(y)f \) where \( \tau^A \) is the Frobenius automorphism of \( W^A_{q,\infty}(l) \). This ring is naturally a dense subring of Cart\(_A\)(l); and since \( C_q(F; L) \) is complete, the study of reduced Cart\(_A\)(l)-modules is equivalent to the study of reduced \( D^A(l) \) modules.

(26.4.3) **Classification up to isogeny** Now let \( F(X, Y) \in FG^A \) be a formal \( A \)-module of finite height. Then \( \mathcal{C}_q(F; l) \) is a free \( W^A_{q,\infty}(l) \)-module of finite rank \( h = A\)-ht\((F(X, Y)) \).

"Localize" \( D^A(l) \) with respect to \( V_q \) to obtain a ring of twisted Laurent series in \( V \) with coefficients in the ramified Witt vector ring \( W^A_{q,\infty}(l) \). \( \mathcal{C}_q(F; l) \) is a torsion module over this ring \( D^A_q(l) \) if \( A\)-ht\((F(X, Y)) < \infty \) and it turns out that one can classify all finitely generated torsion modules over \( D^A_q(l) \) by means of a standard technique which goes back all the way to Dieudonné's paper [108].

It turns out that "\( \mathcal{C}_q(F; l) \) and \( \mathcal{C}_q(G; l) \) become isomorphic over \( D^A_q(l) \)" is the same thing as "\( F(X, Y) \) and \( G(X, Y) \) are isogenous as formal \( A \)-modules over \( l \)." Here isogenous is the weakest equivalence relation that identifies two formal \( A \)-modules over \( l \) that are of the same dimension and between which there exists a formal \( A \)-module homomorphism with finite kernel. The resulting classification theorem is:

(26.4.4) **Theorem** Let \( l \) be an algebraically closed extension field of \( k \). Then every finite dimensional formal \( A \)-module over \( l \) is isogenous to a direct sum of certain formal \( A \)-modules \( G^A_{n,m}(X, Y) \), \( 1 \leq n \leq \infty, 0 \leq m \leq \infty, (n, m) = 1 \). This decomposition is unique up to isogeny.

Here \( G^A_{1,0}(X, Y) \) is the (unique) formal \( A \)-module of \( A \)-height 1 over \( l \), the \( G^A_{n,\infty}(X, Y) \) are the obvious \( n \)-dimensional quotients of \( \hat{W}^A_{q,\infty}(X, Y) \) and the \( G^A_{n,m}(X, Y) \) for \( n, m \in \mathbb{N}, (n, m) = 1 \) are certain simple formal \( A \)-modules of dimension \( n \) and \( A \)-height \( n + m \).

26.5 "Le tapis de Cartier"

In Section 30 we shall take up again the question of reducing and lifting formal \( A \)-modules and formal group laws. In Section 30 we treat only the case of formal \( A \)-modules explicitly, the case of formal group laws being obtained by considering them as formal \( \mathbb{Z}_{(p)} \)-modules. By way of contrast we shall here describe the results for formal group laws only.

(26.5.1) **The setting** Let \( k \) be a perfect field and \( A = W_{p,\infty}(k) \) the ring of Witt vectors for the prime \( p \) over \( k \). Let \( \sigma \) be the Frobenius automorphism of \( A \), let \( K \) be the quotient field of \( A \). We take \( p \) as a uniformizing element of \( K \).

Let \( M \) be a free module of finite rank \( h \) over \( A \) together with a semilinear endomorphism \( \eta: M \to M \) (i.e., \( \eta(am) = \sigma(a)\eta(m) \) and \( \eta \) is additive) and a
\( \sigma^{-1}\)-semilinear endomorphism \( \zeta: M \to M \) such that \( \eta \zeta = \zeta \eta = p \) and \( \zeta M \subset pM \) for \( r \) sufficiently large. Finally, let \( N \) be a free finite rank submodule of \( M \) such that \( N + pM = \zeta M \) and such that \( M/N \) is also free.

**26.5.2 The constructions** Given \((M, \eta)\) as in (26.5.1), one constructs generalized Lubin–Tate formal group laws \( G(M, \eta)(X, Y) \) as in Section 13.2 of Chapter II. We recall that \( G(M, \eta)(X, Y) \) is the formal group law over \( A \) with logarithm

\[
g(M, \eta)(X) = X + p^{-1}D(\eta)\sigma_* g(M, \eta)(X^p)
\]

When \( D(\eta) \) is the matrix of \( \eta \) with respect to some chosen basis of \( M \) over \( A \). (The isomorphism class of \( G(M, \eta)(X, Y) \) does not depend on this choice, but the formal group law itself does depend on it.) Identifying \( M \) with \( A^n \) via the same basis and thus identifying \( M \) with the Lie algebra of \( G(M, \eta)(X, Y) \), one finds the following description of \( \mathcal{G}_p(G(M, \eta); A) \) or rather of \( g(M, \eta) (\mathcal{G}_p(G(M, \eta); A)) \). This is the subgroup of the additive group \( t(K \otimes_A M)[t] \) consisting of all power series

\[
\sum_{i=0}^{\infty} x_i t^{p^i}, \quad x_i \in M \otimes_A K
\]

such that \( x_0 \in M \) and \( x_i \equiv p^{-1} \eta(x_{i-1}) \mod M \) for all \( i \in \mathbb{N} \).

There is a canonical map \( \beta_0: M \to \mathcal{G}_p(G(M, \eta); A) \) defined as follows

\[ (26.5.3) \quad g(M, \eta)(\beta_0(x)) = \sum_{i=0}^{\infty} p^{-i} \eta^i(x)t^{p^i} \]

This map has the following properties:

\[ (26.5.4) \quad \beta_0(\eta x) = \beta_0(x+1) \]

\[ (26.5.5) \quad \beta_0 \text{ is } A\text{-linear, where } \mathcal{G}_p(G(M, \eta); A) \text{ is seen as an } A\text{-module via the Artin–Hasse exponential} \]

\[ \Delta_A: A \to W_{\rho^\infty}(A) \subset \text{Cart}_p(A) \]

Now let \( N \) be a submodule of \( M \) as in (26.5.1). Then \( N \subset \zeta M \). For each \( x \in N \), let \( y \in M \) be such that \( \zeta y = x \) (NB \( \zeta \) is injective). Then \( g(M, \eta)^{-1}(xt) = \beta_0(x) - V_{p^2}(y) \) (subtraction in the group \( \mathcal{G}_p(G(M, \eta); A) \)), and it follows that the additive formal group law \( N^+(X, Y) \) with Lie algebra \( N \) is canonically (via \( \beta_0 \)) a subformal group law of \( G(M, \eta)(X, Y) \). The quotient exists as a formal group law, and we find an exact sequence with additive kernel

\[ (26.5.6) \quad 0 \to N^+(X, Y) \to G(M, \eta)(X, Y) \to G(X, Y) \to 0 \]

One now has the following universality properties:

**26.5.7 Theorem** There is a one–one functorial correspondence between
homomorphisms $G(M, \eta)(X, Y) \to H(X, Y)$ and maps $\beta: M \to \mathcal{C}_p(H; A)$ such that (the analogues of) (26.5.4) and (26.5.5) hold. (The correspondence is given by the map $\beta_0$.)

(26.5.8) **Theorem**  (26.5.6) is the universal extension with additive kernel of $G(X, Y)$. That is, for every exact sequence of formal group laws

$$0 \to R^+(X, Y) \to H(X, Y) \to M_1(X, Y) \to 0$$

there is a unique homomorphism $N^+(X, Y) \to R^+(X, Y)$ such that this sequence is obtained from (26.5.6) by pushout.

(26.5.9) **Theorem**  The composed map

$$M \to \mathcal{C}_p(G(M, \eta); A) \to \mathcal{C}_p(G; A) \to \mathcal{C}_p(G; k)$$

where the last map is reducing mod $pA$, is an isomorphism which takes $\eta$ to $f_p$ and $\zeta$ to $V_p$.

(We have encountered similar isomorphisms before; cf. Theorem (15.4.11) of Chapter III and Theorem (25.3.30) of Chapter IV.)

(26.5.10) We now turn our attention to the lifting of formal group laws. Let $\Gamma(X, Y)$ be a formal group law of finite height $h$ over $k$. Then $\mathcal{C}_p(\Gamma; k)$ is a free module of rank $h$ over $W_{p^\infty}(k) = A$ with a $\sigma$-semilinear endomorphism $f_p$ and a $\sigma^{-1}$-semilinear endomorphism $V_p$. We now take $M = \mathcal{C}_p(\Gamma; k)$, $\eta = f_p$, $\zeta = V_p$. Then all the hypotheses of (26.5.1) concerning $(M, \eta, \zeta)$ are satisfied. Take any free submodule $N$ of $M$ such that $N + pM = \zeta M$ and such that $M/N$ is free. Now carry out the constructions of (26.5.2). Theorem (26.5.9) says that the $G(X, Y)$ thus obtained is a lift of $\Gamma(X, Y)$.

Conversely, given a lift $G(X, Y)$ of $\Gamma(X, Y)$, one proves that there is a unique map $\beta: M \to \mathcal{C}_p(G; A)$ that is $A$-linear (via $A \to W_{p^\infty}(A) \subset \text{Cart}_p(A)$ again) and such that $\beta \circ \eta = f_p \circ \beta$. Let $\beta(X): G(M, \eta)(X, Y) \to G(X, Y)$ be the corresponding homomorphism of formal group laws over $A$. Then $\text{Ker}(\beta(X))$ turns out to be an additive formal group law with Lie algebra $N = \text{Ker}(\text{Lie}(\beta))$, a submodule of $M$, such that $N + pM = \zeta M$ (and $M/N$ free).

Thus one obtains the following picture:

(a) The middle formal group law $\bar{G}(X, Y)$ of the universal extension with additive kernel of a lift $G(X, Y)$ over $W_{p^\infty}(k)$ of $\Gamma(X, Y)$ over $k$ depends only on $\Gamma(X, Y)$ and not on the particular lift $G(X, Y)$.

(b) The Lie algebra of $\bar{G}(X, Y)$ is the Cartier–Dieudonné module $\mathcal{C}_p(\Gamma; k)$.

(c) The various lifts of $\Gamma(X, Y)$ to a formal group law $G(X, Y)$ over $W_{p^\infty}(k)$ correspond to the various ways of lifting the exact sequence

$$0 \to M/f_p M \xrightarrow{V_p} M/[p]M \to M/V_p M \to 0$$

where $M = \mathcal{C}_p(\Gamma; k)$, to an exact sequence (26.5.6).
This is a picture, which, to quote Cartier quoting Grothendieck (cf. [66, p. 223]) "is only a small subpart of Grothendieck's conjectures concerning cristalline cohomology."

(26.5.11) **The case of formal $A$-modules** There is a completely parallel picture in the case of formal $A$-modules where $A$ is a discrete valuation ring (of characteristic $p$ or of characteristic zero) with finite residue field of $q$ elements. Basically the results are obtained by the transcribing rules:

$$\mathcal{C}_p(-; -) \mapsto \mathcal{C}_q(-; -), \quad f_p \mapsto f_{\pi}, \quad V_p \mapsto V_q$$

$$N + pM \mapsto N + \pi M, \quad \zeta \eta = \eta \zeta = p \mapsto \zeta \eta = \eta \zeta = \pi$$

27 Cartier–Dieudonné Modules for Formal Group Laws

In this section all formal group laws will be over one fixed ring $A$ and all curves and power series in one or more variables will have coefficients in $A$, unless otherwise specified.

In principle, formal group laws may be infinite dimensional in this section. But we shall give complete proofs of the main theorems only in the finite dimensional case.

27.1 Cartier's first theorem

(27.1.1) **Morphisms** Let $I$ and $J$ be two index sets. A homomorphism between an (infinite dimensional) formal group law with index set $I$ (cf. Chapter II, Section 9.6) and an (infinite dimensional) formal group law with index set $J$ is of course some set $\alpha(X) = (\alpha_j(X))_{j \in J}$, indexed by $J$, of power series in the $X_i$, $i \in I$. That is,

$$\alpha_j(X) = \sum_n c_{j,n} X^n$$

where $n$ runs over all functions $n: I \to \mathbb{N} \cup \{0\}$ with finite support, i.e., $\{i \in I \mid n(i) \neq 0\}$ is a finite set, and where $X^n$ is short for the product $\prod_i X^{n(i)}$ where $i$ runs over all $i \in I$ for which $n(i) \neq 0$. Functions $n: I \to \mathbb{N} \cup \{0\}$ with finite support will (still) be called multi-indices. Now we have already seen in Section 9.6 of Chapter II that in general if $\alpha(X)$ is a $J$-tuple of power series in the $(X_i)_{i \in I}$ and $\beta(Y)$ is a $J$-tuple of power series in the variables $Y_k$, $k \in K$, and $I$, $J$, and $K$ are possibly infinite, then $\alpha(\beta(Y))$ need not be defined. We have also seen how to avoid this. In complete analogy with the restriction introduced there we define:

(27.1.3) **Definitions** Let $I$, $J$ be two possibly infinite index sets. Then we define $\text{Mor}(I, J)$ as the set of $J$-tuples of power series $\alpha(X) = (\alpha_j(X))_{j \in J}$ such that for every multi-index $n: I \to \mathbb{N} \cup \{0\}$ there are only finitely many $j$ such
that \( c_{j,n} \neq 0 \). We shall refer to this condition as the "monomials have compact support" condition. If \( J \) is finite, this is no restriction at all.

We shall write \( \text{Mor}(n, m) \) for \( \text{Mor}(I, J) \) if \( I = \{1, 2, \ldots, n\} \), \( J = \{1, 2, \ldots, m\} \).

Now let \( F(X, Y) \) be a formal group law with index set \( I \) and \( G(X, Y) \) a formal group law with index set \( J \). A homomorphism \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \) is now an element \( \alpha(X) \in \text{Mor}(I, J) \) such that \( \alpha(F(X, Y)) = G(\alpha(X), \alpha(Y)) \), and we note that this last condition makes sense precisely because of the "monomials have compact support" condition on \( \alpha(X), F(X, Y), \) and \( G(X, Y) \).

**27.1.4 Topology on \( \text{Mor}(I, J) \)** We give the set \( \text{Mor}(I, J) \) a kind of compact open topology. Let \( \alpha(X) \in \text{Mor}(I, J) \), then the open neighborhoods of \( \alpha(X) \) are defined by pairs \( (n, \kappa) \) where \( n \in \mathbb{N} \) and \( \kappa \) is a finite subset of \( I \), and these are defined as

\[
U(\alpha(X); n, \kappa) = \{ \beta(X) \in \text{Mor}(I, J) | \beta(X) \equiv \alpha(X) \mod(X_i, i \notin \kappa; \text{degree } n) \}
\]

So if \( I \) is finite, of size \( m \) say, the topology is defined by the open neighborhoods

\[
\{ \beta(X) \in \text{Mor}(m, J) | \beta(X) \equiv \alpha(X) \mod \text{degree } n \}
\]

and if \( I \) is infinite, then \( \beta_n(X), n \in \mathbb{N}, \) converges to \( \alpha(X) \) if and only if \( \beta_n(X) \) converges to \( \alpha(X) \) for all finite (i.e., compact) subsets of \( I \).

**27.1.5 Group structures on \( \text{Mor}(I, J) \)** Let \( F(X, Y) \) be a (possibly infinite dimensional) formal group law with index set \( J \). And let \( \alpha(X), \beta(X) \in \text{Mor}(I, J) \), then \( F(\alpha(X), \beta(X)) \) makes sense and defines a new element of \( \text{Mor}(I, J) \), turning \( \text{Mor}(I, J) \) into an abelian topological group.

**27.1.6 An example** Consider the formal group law \( \hat{W}(X, Y) \) defined by the Witt addition polynomials \( \Sigma_1, \Sigma_2, \ldots \) of Chapter III, Section (17.1.18). We have already seen (Chapter III, Lemma (17.4.9)) that if \( a = (a_1, a_2, a_3, \ldots), b = (b_1, b_2, \ldots) \) are two sequences of elements of a ring \( R \) and for all \( i \in \mathbb{N}, a_i = 0 \) or \( b_i = 0 \), then \( \Sigma_i(a, b) = a_i + b_i \) for all \( i \in \mathbb{N} \). Now let \( \delta_i(t) \in \text{Mor}(1, \mathbb{N}) \) be the \( \mathbb{N} \)-tuple of power series \( (\delta_i)_j(t) = 0 \) if \( j \neq i \), \( (\delta_i)_i(t) = t \). We can consider \( \delta_i(X_i) \) as an element of \( \text{Mor}(\mathbb{N}, \mathbb{N}) \); in the topological group structure defined by \( \hat{W}(X, Y) \) we then have

\[
(27.1.7) \quad (X_1, X_2, X_3, \ldots) = \sum_{i=1}^{\infty} \hat{W} \delta_i(X_i)
\]

where the sum on the right converges in the (compact open) topology of \( \text{Mor}(\mathbb{N}, \mathbb{N}) \). (Note that the element of \( \text{Mor}(\mathbb{N}, \mathbb{N}) \) on the left is the identity endomorphism of \( \hat{W}(X, Y) \).

**27.1.8 Curves** Let again \( F(X, Y) \) be a (possibly infinite dimensional) formal group law with index set \( I \). Then the set of curves \( \mathcal{C}(F; A) \) is simply \( \text{Mor}(1, I) \) which we give the topology defined in (27.1.4) and the group struc-
The set of all curves that are \( \equiv 0 \mod n \) is then an open subgroup \( \mathcal{G}^n(F; A) \) of \( \mathcal{G}(F; A) \) and the topology of \( \mathcal{G}(F; A) \) is the topology defined by these subgroups. Moreover, \( \mathcal{G}(F; A) \) is complete in this topology. All this is exactly as in the finite dimensional case.

The operators \( \langle a \rangle, a \in A, V_m \text{ and } f_m, m \in \mathbb{N}, \) on \( \mathcal{G}(F; A) \) are defined exactly as in the finite dimensional case. (The only thing to check is that one stays in \( \text{Mor}(1, I) \), which is a triviality.) The operators \( \langle a \rangle, \ V_m, \text{ and } f_m \) are all continuous, and \( V_m \) maps \( \mathcal{G}^n(F; A) \) into \( \mathcal{G}^{mn}(F; A) \); the induced homomorphisms

\[
V_m : \mathcal{G}^n(F; A)/\mathcal{G}^{n+1}(F; A) \to \mathcal{G}^{mn}(F; A)/\mathcal{G}^{mn+1}(F; A)
\]

are isomorphisms.

(27.1.9) **Lemma** Let \( \alpha(X) \in \text{Mor}(I, J) \). Then \( \alpha_* : \beta(X) \mapsto \alpha(\beta(X)) \) from \( \text{Mor}(K, I) \) to \( \text{Mor}(K, J) \) is a continuous map. In particular, if \( \alpha(X) \) is a homomorphism of formal group laws \( F(X, Y) \to G(X, Y) \), then \( \alpha(X) \) induces a continuous homomorphism \( \alpha_* : \mathcal{G}(F; A) \to \mathcal{G}(G; A) \). Moreover, \( \alpha_* \) commutes with the operators \( V_m \) and \( \langle a \rangle \) for all \( m \in \mathbb{N} \), \( a \in A \) (in any case) and also with the operators \( f_m \) if \( \alpha(X) \) is a homomorphism.

**Proof** Easy exercise.

(27.1.10) Let \( F(X, Y) \) be a formal group law (possibly infinite dimensional) with index set \( I \) and let for each \( i \in I \), \( \delta_i(t) \) be the curve with components \( (\delta_i)_j(t) = 0 \) if \( j \neq i \) and \( (\delta_i)_i(t) = t \). This notation will be standard from now on. We shall refer to \( \{\delta_i(t), i \in I\} \) as the standard \( V \)-basis for \( \mathcal{G}(F; A) \).

(27.1.11) **Lemma** Every curve \( \gamma(t) \in \mathcal{G}(F; A) \) can be uniquely written as a convergent sum

\[
\gamma(t) = \sum_{i \in I, m \in \mathbb{N}} V_m \langle a_{m,i} \rangle \delta_i(t)
\]

where for every \( m \in \mathbb{N} \) there are only finitely many \( a_{m,i} \) that are \( \neq 0 \).

**Proof** Let \( \mathcal{G}^n(F; A) \) be the subgroup of \( \mathcal{G}(F; A) \) of all curves that are \( \equiv 0 \mod(\text{degree } n) \). Now because \( F(X, Y) \equiv X + Y \mod(\text{degree } 2) \) and because of the \"monomials have compact support\" condition on the elements of \( \mathcal{G}(F; A) = \text{Mor}(1, I) \) (cf. (27.1.3)), we have that

\[
\mathcal{G}^n(F; A)/\mathcal{G}^{n+1}(F; A) \simeq \bigoplus_{m \in I} A,
\]

the direct sum of \( I \) copies of the abelian group \( A \). The lemma is now proved by successive approximation; to take the limit on the right of (27.1.12) and to prove the identity (27.1.12), one uses the facts that \( \mathcal{G}(F; A) \) is complete and Hausdorff and that the topology on \( \mathcal{G}(F; A) \) is defined by the subgroups \( \mathcal{G}^n(F; A) \).

(27.1.13) Let \( \text{FG}_A \) be the category of all (possibly infinite dimensional) formal
group laws over $A$ with as morphisms homomorphisms between formal group laws as defined in (27.1.3). The assignment $F(X, Y) \rightarrow \mathcal{C}(F; A), x \mapsto \alpha_x$ defines a functor $\mathcal{G}_A \rightarrow \mathbf{Set}$ (if we forget about the topological group structure of $\mathcal{C}(F; A)$). Cartier's first theorem says that this functor is representable by $\hat{W}(X, Y)$.

Let $\gamma_w(t) \in \mathcal{C}(\hat{W}; A) = \text{Mor}(1, \mathbb{N})$ be the curve $\delta_1(t)$ of Example (27.1.6), i.e., $\gamma_w(t)$ is the $N$-tuple of power series with components $(\gamma_w)_i(t) = t, (\gamma_w)_i(t) = 0$ for $i \geq 2$. The theorem now says

(27.1.14) **Theorem** (representability of $\mathcal{C}(\_; A)$) Let $F(X, Y)$ be a formal group law over $A$ and let $\gamma(t) \in \mathcal{C}(F; A)$ be a curve. Then there exists precisely one homomorphism of formal group laws $\alpha_\gamma(X) : \hat{W}(X, Y) \rightarrow F(X, Y)$ over $A$ such that $\alpha_\gamma(\gamma_w(t)) = \gamma(t)$. This correspondence $\mathcal{C}(F; A) \simeq \mathbf{FG}_A(\hat{W}(X; Y), F(X, Y))$ is an isomorphism of topological groups.

(27.1.15) To prove this theorem we need to know something about the action of the Frobenius operators $f_n$ on $\mathcal{C}(\hat{W}; A)$. Let $\delta_n(t)$ be the curve defined in the example (27.1.6) which consists of the components zero for all $i \neq n$ and which has the power series $t$ in component $n$. Then we have

(27.1.16) \[ f_n \gamma_w(t) = \delta_n(t) \]

We prove this for $\hat{W}(X, Y)$ considered as a formal law over $\mathbb{Z}$. It then follows over all rings $A$ because $\phi_* : \mathcal{C}(\hat{W}; \mathbb{Z}) \rightarrow \mathcal{C}(\hat{W}; A)$ commutes with $f_n$ if $\phi : \mathbb{Z} \rightarrow A$ is a ring homomorphism. Now (27.1.16) is equivalent with

(27.1.17) \[ w_i(f_n \gamma_w(t)) = w_i(\delta_n(t)) \quad \text{all} \quad i \in \mathbb{N} \]

where the $w_i$ are the Witt polynomials; and since roots of unity make sense over $\mathbb{Z}$, we have

\[ f_n(\gamma_w(t)) = \gamma_w(\xi_n t^{1/n}) + \cdots + \gamma_w(\xi_n^n t^{1/n}) \]

where $\xi_n$ is a primitive $n$th root of unity, so

\[ w_i(f_n \gamma_w(t)) = w_i(\gamma_w(\xi_n t^{1/n})) + \cdots + w_i(\gamma_w(\xi_n^n t^{1/n})) \]

\[ = (\xi_n^0 + \cdots + \xi_n^{n_i})t^{1/n} = \begin{cases} 0 & \text{if } n \text{ does not divide } i \\ nt^{i/n} & \text{if } n \text{ divides } i \end{cases} \]

which proves (27.1.17).

(27.1.18) **Caveat** It is very tempting to write $\gamma_w(t) = (t, 0, 0, 0, \ldots)$, and this in turn can be viewed as an element of the group $W(A[[t]])$ (rather than as an
element of $\mathcal{G}(\hat{W}; A))$. The group functor $W$ has a Frobenius endomorphism which is (naturally) denoted $f_n$. But then

$$f_n(t, 0, 0, \ldots) = (t^n, 0, 0, \ldots)$$

and

$$V_n(t, 0, 0, \ldots) = (0, 0, \ldots, 0, t, 0, 0, \ldots)$$

with the $t$ in the $n$th spot. The reason for this is that the algebraic group scheme $W$ and the formal group scheme $\hat{W}$ are dual to each other and the duality interchanges $f$'s and $V$'s!

We shall be careful to distinguish between the various $f$'s, which is one reason to write $\gamma_w(t)$ rather than $(t, 0, 0, \ldots)$.

**Proof of Theorem (27.1.14)**

(i) **Uniqueness of $\alpha_\gamma$** Suppose there is a homomorphism $\alpha_\gamma(X)$ such that $\alpha_\gamma(\gamma_w(t)) = \gamma(t)$. Because $\alpha_\gamma$ is a formal group homomorphism we have that $(\alpha_\gamma)_* f_n = f_n(\alpha_\gamma_*)$ so that by (27.1.16)

$$(\alpha_\gamma)_* \delta_n(t) = f_n \gamma(t)$$

Composing $\alpha_\gamma(X)$ with the identity morphism, using the continuity of $\alpha_\gamma_*$ and formula (27.1.7) now gives us

(27.1.20)

$$\alpha_\gamma(X) = \sum_{n=1}^{\infty} f_n \gamma(X_n)$$

which determines $\alpha_\gamma(X)$ completely in terms of the curve $\gamma(t)$, and which also shows that $\gamma(t) \mapsto \alpha_\gamma(X)$ is a homomorphism of the group $\mathcal{G}(F; A)$ to the group $\mathcal{F}_{G_A}(\hat{W}(X, Y), F(X, Y))$ once we have shown that $\alpha_\gamma(X)$ is indeed a homomorphism.

(ii) **Existence of $\alpha_\gamma$ in case $F(X, Y)$ is finite dimensional** First suppose that $F(X, Y)$ is the universal $m$-dimensional formal group law over $\mathbb{Z}[U]$. Let $f(X) = \sum a_n X^n$ be the logarithm of $F(X, Y)$. The logarithm $f_w(X)$ of $\hat{W}(X, Y)$ is equal to

$$f_w(X) = \begin{pmatrix}
X_1 \\
X_2 + 2^{-1}X_1^2 \\
X_3 + 3^{-1}X_1^3 \\
X_4 + 2^{-1}X_2^2 + 4^{-1}X_1^4 \\
\vdots
\end{pmatrix}$$

Now let

$$\gamma_c(t) = \sum_{i=1}^{\infty} C_i t^i$$
be the universal curve in $F(X, Y)$ with coefficients in $\mathbb{Z}[U; C]$ and consider

$$f(\gamma_c(t)) = \sum_{i=1}^{\infty} x_i t^i$$

The $x_i$ are column vectors of length $m$ in the $U$'s and $C$'s and satisfy of course a functional equation relation

$$(27.1.21) \quad x_i - p^{-1} U_p x_p \cdot x_i \cdot \cdots \cdot p^{-1} U_p x_p x_i \cdot x_i \in \mathbb{Z}_p[U; C]^m$$

if $p^r | i$ but $p^r+1 \not| i$. Now let $B$ be the $n \times \infty$ matrix consisting of the column vectors $b_i = ix_i$

$$(27.1.22) \quad B = (x_1, 2x_2, 3x_3, 4x_4, \ldots)$$

and let

$$(27.1.23) \quad \alpha_p(X) = f^{-1}(Bf_w(X))$$

then because

$$f_w(\gamma_w(t)) = \begin{pmatrix} t \\ 2^{-1}t^2 \\ 3^{-1}t^3 \\ \vdots \end{pmatrix}$$

we have $f(\alpha_p(\gamma_w(t))) = f(\gamma_c(t))$ and hence $\alpha_p(\gamma_w(t)) = \gamma_c(t)$. (This by the way also proves uniqueness of $\alpha_p$ in this case; the matrix $B$ is uniquely determined by the condition $Bf_w(\gamma_w(t)) = f(\gamma(t))$ in the torsion free case.)

It remains to prove that $\alpha_p(X)$ has integral coefficients because this $\alpha_p(X)$ is certainly additive. This follows from part (i) because $\alpha_p(X)$ is also unique over $\mathbb{Q}[U; C]$. Alternatively, we can prove this by showing that $Bf_w(X)$ satisfies the same type of functional equation as $f(X)$. A small calculation shows that

$$Bf_w(X) = x_1 X_1 + x_2 X_1^2 + x_3 X_3 + \cdots$$
$$+ 2x_2 X_2 + 2x_4 X_2^2 + 2x_6 X_3 + \cdots$$
$$+ \cdots$$
$$+ nx_n X_n + nx_2 X_n^2 + nx_3 X_n^3 + \cdots$$

So to prove that $Bf_w(X)$ satisfies the same functional equation as $f(X)$ we must show that for each $n \in \mathbb{N}$ and $i \in \mathbb{N}$,

$$nx_{in} \in \mathbb{Z}_p[U; C]^m \quad \text{if} \quad p \not| t$$

$$nx_{in} - p^{-1} U_p nx_p x_{in} \cdot \cdots \cdot p^{-1} U_p nx_p x_{in} \in \mathbb{Z}_p[U; C]^m$$

if $p^r | i$ but $p^r+1 \not| i$. (Note that the powers of $X$ behave just right.) This follows
from (27.1.21) because $p^s x_n \in \mathbb{Z}_p[U; C]^m$ if $p^{s+1} \not| n$ and if $n = p^s t$, $(t, p) = 1$, then

$$n(x_{in} - p^{-1} U_p x(p)^{1}_{p^{-1} in} - \cdots - p^{-1} U_{pr+p} x^{(p^{r+1})}_{pr+p, in}) \in \mathbb{Z}_{(p)}[U; C]^m$$

and

$$tp^s(p^{-1} U_{pr+p} x^{(pr+p)}_{pr+p, in} + \cdots + p^{-1} U_{pr+p} x^{(pr+p)}_{pr+p, in}) \in \mathbb{Z}_{(p)}[U; C]^m$$

because the highest power of $p$ dividing $p^{-r-j}in$ is $p^{s-j}$.

To conclude the proof of existence of $\alpha_s(X)$, let $F(X, Y)$ be any $m$-dimensional formal group law and $\gamma(t)$ any curve in $\mathcal{C}(F; A)$. Let $\phi$ be the unique homomorphism $\mathbb{Z}[U; C] \to A$ such that $\phi_* F_U(X, Y) = F(X, Y)$ and $\phi_* \gamma_c(t) = \gamma(t)$. Let $\hat{\alpha}(X)$ be the $\alpha_s(X)$ constructed above (cf. (27.1.23)) for $F_U(X, Y)$ and $\gamma_c(t)$. Then $\alpha_s(X) = \phi_* \hat{\alpha}(X)$ is a homomorphism $\hat{\mathcal{W}}(X, Y) \to F(X, Y)$, and $\alpha_s(\gamma_c(t)) = \gamma(t)$.

(iii) Formula (27.1.20) shows that $\alpha_s(X)$ depends continuously on $\gamma(t)$ and $\gamma_s(t) = \alpha_s(\gamma_c(t))$ depends of course continuously on $\alpha(X)$.

(iv) Remarks on the proof of Theorem (27.1.14) for infinite dimensional formal group laws An examination of the first proof of existence given above shows that this works for every formal group law over a characteristic zero ring $A$ (i.e., ring $A$ such that $A \to A \otimes \mathbb{Q}$ is injective). So to prove the theorem also for infinite dimensional formal group laws it suffices to show that every formal group law can be lifted to one over a characteristic zero ring; this is true: a proof can be found, e.g., in [256].

(v) During the second proof of the integrality of $\alpha_s(X)$ we used the functional equation lemma in the case of an infinity of variables $X$. This makes no difference, neither in statement nor in proof. But the reader unhappy about this may observe that setting $X_{n+1} = X_{n+2} = \cdots = 0$ converts the situation to a case with finitely many $X$'s to which the functional equation lemma applies and this shows that $\alpha_s(X)$ is integral mod$(X_{n+1}, X_{n+2}, \ldots)$ for all $n$, hence integral.

27.2 The ring of operators $\text{Cart}(A)$

■ (27.2.1) Composition operators Let $\chi(t) \in \text{Mor}(1, 1)$. Then $\chi(t)$ defines an additive continuous operator on $\mathcal{C}(F; A)$ for all formal group laws $F(X, Y)$ by the rule

$$(27.2.2) \quad \text{comp}(\chi)\gamma(t) = \gamma(\chi(t))$$

These operators are called composition operators. Of course $V_m$ and $\langle a \rangle$ for $m \in \mathbb{N}$ and $a \in A$ are special composition operators with their $\chi$'s respectively equal to $t^m$ and $at$.

■ (27.2.3) Operators in general In general we now define an operator on $\mathcal{C}(-; A)$ as a functor endomorphism of the (set-valued) functor $\mathcal{C}(-; A)$. This
means that if $Q$ is an operator and $\alpha(X): F(X, Y) \to G(X, Y)$ a homomorphism of formal group laws, then we must have a commutative diagram of maps

\[
\begin{array}{ccc}
\mathfrak{G}(F; A) & \xrightarrow{Q} & \mathfrak{G}(F; A) \\
\downarrow{\alpha_*} & & \downarrow{\alpha_*} \\
\mathfrak{G}(G; A) & \xrightarrow{Q} & \mathfrak{G}(G; A)
\end{array}
\]

As happens so often (e.g., in the case of cohomology operations), the functoriality of an operator (together with the representability of $\mathfrak{G}(-; A)$) forces the operator to have more properties, such as additivity and continuity.

\section*{(27.2.5) Proposition} Let $Q_1, Q_2$ be two operators on $\mathfrak{G}(-; A)$, then we have:

(i) $Q_1 \gamma_w(t) = Q_2 \gamma_w(t) \Rightarrow Q_1 = Q_2$.

(ii) $Q_1$ and $Q_2$ are additive and continuous.

(iii) Conversely, let $\gamma(t) \in \mathfrak{G}(\tilde{W}; A)$ be any curve, then there is a unique operator $Q_\gamma$ such that $Q_\gamma(\gamma_w(t)) = \gamma(t)$.

\section*{Proof} (i) Let $\gamma(t) \in \mathfrak{G}(F; A)$ be any curve and let $\alpha_\gamma(X)$ be the unique homomorphism $\tilde{W}(X, Y) \to F(X, Y)$ such that $\alpha_\gamma(\gamma_w(t)) = \gamma(t)$. By the commutativity of (27.2.4) (with $\alpha_\gamma$ for $\alpha$, $\tilde{W}$ for $F$, and $F$ for $G$) we have

\[
Q_1 \gamma(t) = \alpha_\gamma(Q_1 \gamma_w(t))
\]

and similarly for $Q_2$. This proves (i).

(ii) To prove the continuity and additivity of $Q_1$ and $Q_2$ it suffices to remark that in formula (27.2.6) $\alpha_\gamma(X)$ depends continuously and additively on $\gamma(t)$ by Theorem (27.1.14).

(iii) For any curve $\delta(t) \in \mathfrak{G}(F; A)$, define $Q_\delta(\delta(t)) = \alpha_\delta(\gamma(t))$. By uniqueness of $\alpha_\delta$, this defines an operator.

\section*{(27.2.7) Corollary} There is a one–one onto correspondence between operators on $\mathfrak{G}(-; A)$ and curves in $\mathfrak{G}(\tilde{W}; A)$.

\section*{(27.2.8) Now} according to Lemma (27.1.11) every curve in $\mathfrak{G}(\tilde{W}; A)$ can be written uniquely as a sum

\[
\sum_{m=1}^{\infty} \sum_{i=1}^{\infty} \mathbb{W}^m a_{m,i} \gamma_t(t)
\]

with for every $m \in \mathbb{N}$ only finitely many $i \in \mathbb{N}$ for which $a_{m,i} \neq 0$. But by (27.1.16) we know that $f_n \gamma_w(t) = \delta_n(t)$, so every curve $\gamma(t) \in \mathfrak{G}(\tilde{W}; A)$ can be uniquely written in the form

\[
\sum_{m,n \in \mathbb{N}} \mathbb{W}^m a_{m,i} f_t \gamma_w(t)
\]
and combining this with Proposition (27.2.5) we find

\begin{equation}
\sum_{m,i \in \mathbb{N}} V_m \langle a_{m,i} \rangle f_i
\end{equation}

with for every \( m \in \mathbb{N} \) only finitely many \( i \in \mathbb{N} \) such that \( a_{m,i} \neq 0 \).

\begin{enumerate}
\item[(27.2.11)] The ring \( \text{Cart}(A) \) \ We shall denote the ring of all operators by \( \text{Cart}(A) \). This is therefore the ring of all expressions (27.2.10). The calculation rules are those that we derived in Section 16 of Chapter III. We repeat them for completeness sake:

\begin{align*}
\langle a \rangle \langle b \rangle &= \langle ab \rangle, \quad \langle 1 \rangle = f_1 = V_1 = \text{identity operator} \\
V_m V_n &= V_{mn}, \quad f_m f_n = f_{mn} \\
\langle a \rangle V_m &= V_m \langle a^m \rangle, \quad f_m \langle a \rangle = \langle a^m \rangle f_m \\
\text{if} \quad (n, m) &= 1, \quad \text{then} \quad V_m f_n = f_n V_m \\
f_n V_n &= [n] = 1 + \cdots + 1 \quad (n \text{ times}) \\
\langle a + b \rangle &= \sum_{n=1}^{\infty} V_n \langle r_n(a, b) \rangle f_n
\end{align*}

where the \( r_n(Z_1, Z_2) \) are the polynomials with coefficients in \( \mathbb{Z} \) defined by

\[ Z_1^n + Z_2^n = \sum_{d|n} d r_d(Z_1, Z_2)^{n/d} \]

The reader can easily convince himself that the calculation rules given above suffice to calculate any sum and product of expressions like (27.2.10).

\item[(27.2.12)] \( \text{End}_A(\tilde{W}(X, Y)) \) \ By Proposition (27.2.5) there is a one–one correspondence between curves in \( \mathcal{C}(\tilde{W}; A) \) and operators \( Q \). By Theorem (27.1.14) there is a one–one correspondence between curves in \( \tilde{W}(X, Y) \) and endomorphisms of \( \tilde{W}(X, Y) \). This permits us to identify \( \text{Cart}(A) \) with \( \text{End}_A(\tilde{W}(X, Y)) \). Now the formal group law \( \tilde{W}(X, Y) \) has endomorphisms \( f_n \) and \( V_n \) defined by the same formulas as the endomorphisms \( f_n \) and \( V_n \) of the group-valued functor \( W(-) \). Under the identification just described, the endomorphism \( f_n \) of \( \tilde{W}(X, Y) \) corresponds to the operator \( V_n \) and the endomorphism \( V_n \) of \( \tilde{W}(X, Y) \) corresponds to the operator \( f_n \).

\item[(27.2.13)] \( \text{Cart}(A) \) as a topological ring \ We give \( \text{Cart}(A) \) the topology inherited from \( \mathcal{C}(\tilde{W}; A) \). The \( \mathcal{C}^n(\tilde{W}; A) \) correspond to right ideals
\( \alpha_n \subset \text{Cart}(A) \). Since \( \mathcal{C}^n(\hat{\mathcal{W}}; A) \) consists of all curves \( \equiv 0 \mod(\text{degree } n) \), we have

\[
\alpha_n = \left\{ \sum_{m,i} V_m \langle a_{m,i} \rangle \mathbf{f}_i \mid a_{m,i} = 0 \quad \text{for all } i \text{ if } m < n \right\}
\]

(One has to check that the \( \alpha_n \) are indeed right ideals!) This makes \( \text{Cart}(A) \) a complete topological ring with its topology defined by the (open and closed) right ideals \( \alpha_n \).

### 27.3 Cartier's second theorem

#### (27.3.1) Curve lemma (Faithfulness of the set-valued functor "curves")

Let \( \alpha(X), \beta(X) \in \text{Mor}(I, J) \) where \( I \) and \( J \) are two possibly infinite index sets. If for every \( \gamma(t) \in \text{Mor}(1, I) \) we have \( \alpha(\gamma(t)) = \beta(\gamma(t)) \), then \( \alpha(X) = \beta(X) \).

**Proof** It suffices to prove this for every component \( \alpha_j(X), \beta_j(X) \) of \( \alpha(X) \) and \( \beta(X) \). So we can assume that \( J \) has one element. Then it also suffices to prove that \( \alpha(\gamma(t)) = \beta(\gamma(t)) \) implies \( \alpha(X) \equiv \beta(X) \mod(X_i, i \notin \kappa) \) for all finite subsets \( \kappa \) of \( I \). So we can assume that \( I \) is finite and we are reduced to the case of an \( \alpha(X), \beta(X) \in \text{Mor}(m, 1) \). Write

\[
\alpha(X) = \sum_a a_n X^n, \quad \beta(X) = \sum_a b_n X^n
\]

where \( n \) runs through all multi-indices \( n = (n_1, \ldots, n_m), n_i \in \mathbb{N} \cup \{0\} \) of length \( m \) and with \( |n| = n_1 + \cdots + n_m \geq 1 \). Order these indices lexicographically and let \( k \) be the lexicographically smallest index such that \( a_k \neq b_k \). Let \( k = (k_1, \ldots, k_m) \). Then there exist integers \( d_1, \ldots, d_m \) such that

\[
(27.3.2) \quad k <_l n \quad \Rightarrow \quad k_1 d_1 + k_2 d_2 + \cdots + k_m d_m < n_1 d_1 + \cdots + n_m d_m
\]

where \( <_l \) denotes lexicographic order. Indeed one can take \( d_m = 1, d_{m-1} = k_m d_m + 1, \ldots, d_1 = k_2 d_2 + \cdots + k_m d_m + 1 \). Now let \( \gamma(t) \) be the curve

\[
\gamma(t) = (t^{d_1}, t^{d_2}, \ldots, t^{d_m})
\]

then because by hypothesis \( a_n = b_n \) for \( n <_l k \), we have using (27.3.2)

\[
\alpha(\gamma(t)) \equiv \beta(\gamma(t)) + (a_k - b_k)t^d \mod(\text{degree } d + 1)
\]

where \( d = k_1 d_1 + \cdots + k_m d_m \). This concludes the proof.

#### (27.3.3) Remark

We have used this trick several times before in Chapter II when proving various universality statements.

#### (27.3.4) Proposition

Let \( F(X, Y), G(X, Y) \) be two formal group laws over \( A \), and let \( \beta: \mathcal{C}(F; A) \rightarrow \mathcal{C}(G; A) \) be a map. Then there is a homomorphism of formal group laws \( \alpha(X): F(X, Y) \rightarrow G(X, Y) \) such that \( \beta = \alpha_* = \mathcal{C}(\alpha; A) \) if (and
only if \( \beta \) is continuous additive and commutes with all composition operators \( \text{comp}(\chi) \).

**Corollary** (Cartier's second theorem) Let \( F(X, Y), G(X, Y) \) be two formal group laws over \( A \) and let \( \beta : \mathscr{C}(F; A) \to \mathscr{C}(G; A) \) be a map. Then there is a homomorphism of formal group laws \( \alpha(X) : F(X, Y) \to G(X, Y) \) such that \( \beta = \alpha_* \) if and only if \( \beta \) is continuous, additive, and commutes with the operators \( V_m, \langle a \rangle, f_n \) for all \( m, n \in \mathbb{N} \) and \( a \in A \).

This follows from Proposition (27.3.4) by Proposition (27.2.9), which says that every operator can be written in terms of the \( V_m, \langle a \rangle, \) and \( f_n \).

**Proof of Proposition (27.3.4)** Let \( F(X, Y) \) have dimension \( m \) and let \( \delta_1(t), \ldots, \delta_m(t) \) be the standard \( V \)-basis for \( F(X, Y) \). Because isomorphisms \( F(X, Y) \to \tilde{F}(X, Y) \) induce continuous additive isomorphisms \( \mathscr{C}(F; A) \to \mathscr{C}(\tilde{F}; A) \) that commute with composition operators (cf. Lemma (27.1.9)) it suffices to prove Proposition (27.3.4) with \( F(X, Y) \) possibly replaced by an isomorphic formal group law. By Chapter II, Theorem (12.3.6) we can therefore assume that \( F(X, Y) \) is curvilinear, which means in particular that if

\[
(x_1, \ldots, x_m), \quad (y_1, \ldots, y_m)
\]

are two sets of power series and for all \( i \in \{1, \ldots, m\} \) we have \( x_i = 0 \) or \( y_i = 0 \), then

\[
(x_1, \ldots, x_m) +_F (y_1, \ldots, y_m) = (x_1 + y_1, \ldots, x_m + y_m)
\]

(This follows immediately from the definition of curvilinear; cf. Chapter II, Section (12.1).) Now let \( \gamma(Z) \) be any \( m \)-tuple of power series in the indeterminates \( Z_1, Z_2, \ldots \). Then

\[
\gamma(Z) = \sum_{i=1}^{m} \delta_i(\gamma_i(Z)) = \sum_{i=1}^{m} \delta_i(t) \circ \gamma_i(Z)
\]

Let \( \beta(\delta_i(t)) = \hat{\delta}_i(t) \in \mathscr{C}(G; A) \). We now define for every \( \gamma(Z) \) a \( J \)-tuple of power series \( \bar{\beta}(\gamma(Z)) \) as

\[
(27.3.7) \quad \bar{\beta}(\gamma(Z)) = \sum_{i=1}^{m} \delta_i(\gamma_i(Z)) = \sum_{i=1}^{m} \delta_i(t) \circ \gamma_i(Z)
\]

\[= \sum_{i=1}^{m} \beta(\delta_i(t)) \circ \gamma_i(Z) \]

where \( J \) is the index set of the formal group law \( G(X, Y) \). We claim that this map \( \bar{\beta} : \text{Mor}(K, m) \to \text{Mor}(K, J) \), thus defined for all index sets \( K \), satisfies the property

\[
(27.3.8) \quad \bar{\beta}(\gamma(Z)) \circ \delta(t) = \beta(\gamma(Z) \circ \delta(t))
\]
for all curves $\delta(t) \in \text{Mor}(1, K)$. (By the curve lemma (27.3.1) $\bar{\beta}$ is also uniquely determined by (27.3.8).) To prove (27.3.8) observe that

$$
\bar{\beta}(\gamma(Z)) \circ \delta(t) = \sum_{i=1}^{m} \delta_{i}(t) \circ \gamma_{i}(Z) \circ \delta(t)
$$

$$
= \sum_{i=1}^{m} \bar{\beta}(\delta_{i}(t)) \circ \gamma_{i}(\delta(t))
$$

$$
= \sum_{i=1}^{m} \bar{\beta}(\text{comp}(\gamma_{i}(\delta(t)))) \delta_{i}(t))
$$

$$
= \sum_{i=1}^{m} \bar{\beta}(\text{comp}(\gamma_{i}(\delta(t)))) \delta_{i}(t))
$$

$$
= \sum_{i=1}^{m} \bar{\beta}(\delta_{i}(\gamma_{i}(\delta(t))))
$$

$$
= \bar{\beta}\left(\sum_{i=1}^{m} \delta_{i}(\gamma_{i}(\delta(t)))\right)
$$

$$
= \bar{\beta}(\gamma(Z) \circ \delta(t))
$$

where we have used the fact that $\bar{\beta}$ commutes with composition operators to go from line 3 to line 4 and the additivity of $\bar{\beta}$ was used to go from line 5 to line 6.

We claim that $\bar{\beta}$ is also additive. That is, we claim that

$$(27.3.9) \quad \bar{\beta}(\gamma(Z) +_{F} \hat{\gamma}(Z)) = \bar{\beta}(\gamma(Z)) +_{G} \bar{\beta}(\hat{\gamma}(Z))$$

for all $\gamma(Z), \hat{\gamma}(Z) \in \text{Mor}(K, m)$.

To prove (27.3.9) observe that by (27.3.8) and the additivity of $\beta$

$$
\bar{\beta}(\gamma(Z) +_{F} \hat{\gamma}(Z)) \circ \delta(t) = \beta((\gamma(Z) +_{F} \hat{\gamma}(Z)) \circ \delta(t))
$$

$$
= \beta((\gamma(Z) \circ \delta(t)) +_{F} (\hat{\gamma}(Z) \circ \delta(t)))
$$

$$
= \beta(\gamma(Z) \circ \delta(t)) +_{G} \beta(\hat{\gamma}(Z) \circ \delta(t))
$$

$$
= \bar{\beta}(\gamma(Z)) \circ \delta(t) +_{G} \bar{\beta}(\hat{\gamma}(Z)) \circ \delta(t)
$$

$$
= (\bar{\beta}(\gamma(Z)) +_{G} \bar{\beta}(\hat{\gamma}(Z))) \circ \delta(t)
$$

which proves (27.3.9) by the curve lemma (27.3.1). Now take

$$
Z = (X_{1}, X_{2}, \ldots, X_{m}, Y_{1}, \ldots, Y_{m})
$$

and

$$
\gamma(Z) = (X_{1}, \ldots, X_{m}), \hat{\gamma}(Z) = (Y_{1}, \ldots, Y_{m})
$$
then (27.3.9) says that
\[ \bar{\beta}(F(X, Y)) = \bar{\beta}((X_1, \ldots, X_m) + F(Y_1, \ldots, Y_m)) \]
\[ = \bar{\beta}(X_1, \ldots, X_m) + g \bar{\beta}(Y_1, \ldots, Y_m) = G(\bar{\beta}(X), \bar{\beta}(Y)) \]
so that \( \alpha(X) = \bar{\beta}(\gamma(X)) \) with \( \gamma(X) = (X_1, \ldots, X_m) \) is the desired homomorphism (\( \alpha(X) \) does indeed induce \( \beta \) because by (27.3.7), taking \( \gamma(Z) = (X_1, \ldots, X_m) \), we find \( \alpha(X) \circ \delta(t) = \beta(X_1, \ldots, X_m) \circ \delta(t) = \beta(\delta(t)) \)).

\[ \text{(27.3.10) Remark} \quad \text{For future use, we note that the formula for } \alpha(X) \text{ is} \]
\[ \alpha(X) = \sum_t \beta(\delta_1(X, t)) \]
where \( \delta_1(t), \ldots, \delta_m(t) \) is the standard \( \mathbb{V} \)-basis for \( \mathcal{C}(F; A) \).

27.4 Entwined pairs of functions

This section contains some material related to the proof of Cartier's third theorem (which describes all Cart(A)-modules that can arise as \( \mathcal{C}(F; A) \)). In fact if \( A \) is of characteristic zero, Cartier's third theorem over \( A \) can be proved by means of these ideas; cf. (27.5.11) and (27.6.13).

\[ \text{(27.4.1) The "structure coefficients" } c(p, r, j, i) \quad \text{Let } F(X, Y) \text{ be an } \]
m-dimensional formal group law over \( A \). Let \( \delta_i(t) \) be the standard \( \mathbb{V} \)-basis for \( \mathcal{C}(F; A) \). The Frobenius operators \( f_p, p \) a prime number, act on \( \mathcal{C}(F; A) \); by Lemma 27.1.11 we have unique expressions
\[ f_p \delta_i(t) = \sum_{r,j}^{F} \mathbb{V}_r <c(p, r, j, i)\delta_j(t) \]
for the curves \( f_p \delta_i(t) \). (Conversely, if we know the \( f_p \delta_i(t) \) for all \( i \in \{1, \ldots, m\} \) and all prime numbers \( p \), then we know the Cart(A) structure of \( \mathcal{C}(F; A) \).)

The "structure coefficients" \( c(p, r, j, i) \) for varying \( p \) are not independent, and we proceed to derive certain relations.

\[ \text{(27.4.3) Relations between the } c(p, r, j, i) \quad \text{To this end suppose for the moment that } A \text{ is of characteristic zero and that } F(X, Y) \text{ is a curvilinear formal group law. The logarithm } f(X) \text{ of } F(X, Y) \text{ then has the form} \]
\[ f(X) = \sum_{i=1}^{\infty} a_i X^i \]
where the \( a_i \) are \( m \times m \) matrices with coefficients in \( A \otimes \mathbb{Q} \) and \( X^i \) is short for \( (X_1^i, X_2^i, \ldots, X_m^i) \); cf. Chapter II, Section 12.1.

Let \( a_n \) be the matrix \( a_n(j, k), j, k \in \{1, \ldots, m\} \) and let \( a^*_n(i) \) be the \( i \)th column of \( a_n \). Then we have
\[ f(\delta_i(t)) = \sum_{n=1}^{\infty} a_n(i) t^n \]
and hence by Chapter III, (15.1.9)

\[(27.4.5) \quad f(f_p \delta_i(t)) = \sum_{n=1}^{\infty} pa_{n}(i)t^n\]

On the other hand, from (27.4.2) we find

\[(27.4.6) \quad f(f_p \delta_i(t)) = f\left(\sum_{r,j}^{P} V_{r,j}c(p, r, j, i)\delta_j(t)\right)\]

\[= \sum_{r,j} f(\delta_j(c(p, r, j, i)e^r))\]

\[= \sum_{r,j} \sum_{n} a_n(j)c(p, r, j, i)e^{nt^n}\]

\[= \sum_{n=1}^{\infty} \left(\sum_{d|n} \sum_{j=1}^{m} a_{n/d}(j)c(p, d, j, i)^{n/d}\right)t^n\]

Writing \(c(p, d)\) for the matrix with as \((i, j)\)th entry the element \(c(p, d, i, j)\) and using the notation \(c^{(k)}\) to denote the matrix obtained from a matrix \(c\) by raising each of its entries to the \(k\)th power, we obtain from the comparison of (27.4.5) and (27.4.6) that

\[(27.4.7) \quad pa_{n} = \sum_{d|n} a_{n/d}(p, d)^{(n/d)}\]

Now let \(b(n) = na_n\), then (27.4.7) yields in terms of the matrices \(b_n\)

\[(27.4.8) \quad b(np) = \sum_{d|n} db(n/d)c(p, d)^{(n/d)}, \quad b_1 = I_m\]

Now the matrices \(b(n)\) and \(c(p, d)\) all have their coefficients in \(A\). And because every (curvilinear) formal group law over a ring \(A\) can be lifted to a (curvilinear) formal group law over a characteristic zero ring, it follows that for any (curvilinear) formal group \(F(X, Y)\) over any ring \(A\) there exists a function \(b: N \to A^{m \times m}\) such that (27.4.8) holds, where the \(c(p, d)\) are the matrices given by (27.4.2).

\[\mathbf{(27.4.9) \ Definition} \quad \text{An } m\text{-dimensional pair of entwined functions over } A \text{ is a pair of matrix valued functions } b: N \to A^{m \times m}, c: P \times N \to A^{m \times m}, \text{ where } P \text{ is the set of prime numbers such that (27.4.8) holds.}\]

\[\mathbf{(27.4.10) \ Remark} \quad \text{If } F(X, Y) \text{ is any formal group law, not necessarily curvilinear, then it gives rise to the same pair of entwined functions as its curvilinear version, which in the characteristic zero case is obtained by removing from } f(X) \text{ all terms that are not pure powers of one of the } X_1, \ldots, X_m. \text{ To see this simply observe that } f(\delta_i(t)) \text{ does not change if the terms that involve several different } X\text{'s are removed.}\]

\[\mathbf{(27.4.11) \ We \ have \ seen \ that \ an } m\text{-dimensional formal group law } F(X, Y) \text{ over } A \text{ gives rise to a pair of entwined functions } b: N \to A^{m \times m}, c: P \times N \to A^{m \times m}.\]
Conversely, as we shall show, every pair of entwined functions \( b, c \) comes from a (unique) curvilinear formal group law over \( A \) provided \( A \) is of characteristic zero. The precise version of this statement is Theorem (27.4.15) below.

(27.4.12) Let \( C(p, n)_{i,j} \) for \( p \in \mathbb{P}, n \in \mathbb{N}, i, j \in \{1, \ldots, m\} \), and \( B(r)_{i,j} \) for \( r \in \mathbb{N}, i, j \in \{1, 2, \ldots, m\} \), be indeterminates and let \( \tilde{L} \) be the ring of polynomials \( \tilde{L} = \mathbb{Z}[\ldots, C(p, n)_{i,j}, \ldots; \ldots, B(r)_{i,j}, \ldots] \) and let \( \mathfrak{A} \) be the ideal of \( \tilde{L} \) generated by the relations

\[
B(pn) = \sum_{d|n} dB(n/d) C(p, d)^{(n/d)}, \quad B_1 = I_m
\]

and let \( L \) be the quotient ring

\[
L = \tilde{L}/\mathfrak{A}
\]

Then there is an obvious one–one correspondence between \( m \)-dimensional pairs of entwined functions \( b: \mathbb{N} \to A^{m \times m} \) and \( c: \mathbb{P} \times \mathbb{N} \to A^{m \times m} \) and ring homomorphisms \( L \to A \).

(27.4.13) Now let \( F_R(X, Y) \) over \( \mathbb{Z}[R] = \mathbb{Z}[\ldots, R_n(i, j), \ldots] \) be the universal \( m \)-dimensional curvilinear formal group law of Chapter II, Section 12.2. According to (27.4.3) and (27.4.12) \( F_R(X, Y) \) defines a homomorphism

(27.4.14)

\[
\varrho: L \to \mathbb{Z}[R]
\]

(27.4.15) **Theorem** (entwined function theorem) Every pair of \( m \)-dimensional entwined functions with values in a characteristic zero ring \( A \) comes from an \( m \)-dimensional formal group law over \( A \). More precisely, the homomorphism \( \varrho: L \to \mathbb{Z}[R] \) of (27.4.14) induces an isomorphism \( \tilde{\varrho}: L/\text{torsion}(L) \to \mathbb{Z}[R] \) and if \( \phi: L \to A \) defines a pair of entwined functions, then \( (\tilde{\varrho}^{-1})_\ast F_R(X, Y) \) is a formal group law over \( A \) that gives rise to the pair of entwined functions defined by \( \phi \). (Here \( \tilde{\varrho}: L/\text{torsion}(L) \to A \) is the homomorphism induced by \( \phi \), which exists because \( A \) is of characteristic zero.)

(27.4.16) **Corollary** Pairs of entwined functions over characteristic zero rings correspond biuniquely to curvilinear formal group laws (via \( \varrho \) of course).

(27.4.17) **Example** We show that \( L \) has nontrivial torsion. If we give the \( B(n)_{i,j} \) degree \( n - 1 \) and the \( C(p, r)_{i,j} \) degree \( pr - 1 \) then \( \tilde{L} \) is a graded ring and \( \mathfrak{A} \) is a homogeneous ideal in \( \tilde{L} \) so that \( L \) is a graded ring. It turns out that the first bit of nontrivial torsion of \( L \) occurs in degree 11. We show the existence of a 2-torsion element. Let \( m = 1 \) and write \( x_2, x_3, x_4, x_6 \) respectively for the classes in \( L \) of the elements \( C(2, 1), C(3, 1), C(2, 2), 2C(2, 3) - C(3, 2) \) of \( \tilde{L} \). We further use \( b(i) \) and \( c(p, r) \) to denote the classes mod \( \mathfrak{A} \) of \( B(i) \) and \( C(p, r) \) in \( \tilde{L} \). Consider the element \( z \in L \)

\[
z = 3x_2^2x_6 + 2x_2^2x_3 + x_3x_4 + 6x_2^2x_2 - 6x_2^2x_3^2x_6 - 3x_2^3x_3 + x_3^3x_3^3 + 6x_2^2x_3x_6 + 3c(2, 6) - x_5^2x_4 - x_2c(3, 2)^2 - 2c(3, 4)
\]
Now define a homogeneous ring homomorphism $\tilde{\phi}: \hat{L} \to \mathbb{Z}/(2)[y]/(y^{12})$, by $\tilde{\phi}(B(i)) = 0$ all $i > 1$, $\tilde{\phi}(B(1)) = 1$, $\tilde{\phi}(C(p, r)) = 0$ if $pr \neq 12$, $\tilde{\phi}(C(2, 6)) = y^{11}$, $\tilde{\phi}(C(3, 4)) = 0$. One now easily checks that

$$\tilde{\phi}(B(pn)) - \sum_{d | n} dB(n/d)C(p, d)^{n/d} = 0$$

for all $(p, n) \in \mathbb{P} \times \mathbb{N}$. (The only nontrivial pair to check is $(p, n) = (2, 6)$.) It follows that $\tilde{\phi}$ induces a ring homomorphism $\phi: L \to \mathbb{Z}/(2)[y]/(y^{12})$ and we see that $\phi(z) = y^{11} \neq 0$ proving that $z \neq 0$ in $L$.

We now show that $2z = 0$ in $L$. This requires some calculations. First

\begin{align*}
b(2) &= c(2, 1) = x_2, \quad b(3) = c(3, 1) = x_3 \\
b(4) &= b(2.2) = b(2)c(2, 1)^2 + 2b(1)c(2, 2) = x_2^3 + 2x_4 \\
b(6) &= b(2.3) = b(3)c(2, 1)^3 + 3b(1)c(2, 3) = x_3x_2^3 + 3c(2, 3) \\
b(6) &= b(3.2) = b(2)c(3, 1)^2 + 2b(1)c(3, 2) = x_2x_3^2 + 2c(3, 2)
\end{align*}

From this, setting $x_6 = 2c(2, 3) - c(3, 2)$ (which is a free generator for $L$ in degree 5) we obtain the expressions

\begin{align*}
c(2, 3) &= 2x_6 - x_2x_3^2 + x_3x_2^3, \quad c(3, 2) = 3x_6 - 2x_2x_3^2 + 2x_3x_2^3 \\
b(6) &= 6x_6 - 3x_2x_3^2 + 4x_3x_2^3
\end{align*}

There are two prime numbers dividing 12. We find respectively

\begin{align*}
b(12) &= b(6)c(2, 1)^6 + 2b(3)c(2, 2)^3 + 3b(2)c(2, 3)^2 + 6c(2, 6) \\
&= 6x_2^6x_6 - 3x_2^2x_3^3 + 4x_2^3x_3 + 2x_3x_2^4 + 3x_2(2x_6 - x_2x_3^2 + x_3x_2^3)^2 \\
&\quad + 6c(2, 6) \\
&= 6x_2^6x_6 + 4x_2^3x_3 + 2x_3x_2^4 + 12x_2x_6^2 + 3x_2^3x_3^4 - 12x_2^2x_3^3x_6 \\
&\quad + 12x_2^4x_3x_6 - 6x_2^2x_3^4 + 6c(2, 6) \\
b(12) &= b(4)c(3, 1)^4 + 2b(2)c(3, 2)^2 + 4b(1)c(3, 4) \\
&= x_2^3x_4^4 + 2x_3x_4 + 2x_2c(3, 2)^2 + 4c(3, 4)
\end{align*}

Subtracting these two expressions for $b(12)$ from each other we find $2z$, so that indeed $2z = 0$ in $L$.

\section{(27.4.18) Example}

It may be thought that the occurrence of torsion in $L$ is due to the fact that there is a certain lack of symmetry in considering only the structure coefficients $c(p, r, i, j)$ with $p$ a prime number. Suppose we are again in the setting of (27.4.1). For each $n \in \mathbb{N}$ let

\begin{equation}
(27.4.19) \quad f_n \delta_i(t) = \sum_{r, j} V_r \langle c(n, r, j, i) \rangle \delta_j(t)
\end{equation}
Then, arguing exactly as in (27.4.3) one finds that for all \(n, s \in \mathbb{N}\)
\[
(27.4.20) \quad b(sn) = \sum_{d|n} db(n/d)c(s, d)^{(n/d)}
\]
\[
b(1) = I_m = c(1, 1), \quad c(1, i) = 0 \quad \text{for} \quad i > 1
\]

Now let \(L\) be the ring generated by the indeterminates \(C(s, n)_{i,j}, \ s, n \in \mathbb{N}, \ i, j \in \{1, \ldots, m\}\), \(B(n)_{i,j}, n \in \mathbb{N}, \ i, j \in \{1, \ldots, m\}\) subject to the relations (27.4.20). If we give \(C(s, n)_{i,j}\) and \(B(n)_{i,j}\) respectively degree \(sn - 1\) and \(n - 1\) all the relations (27.4.20) are homogeneous so that \(L\) becomes a graded ring. This ring \(L\) has even more torsion than \(L\). The first torsion elements now occur in degree 7. Take again \(m = 1\) and consider the element
\[
z = 2c(2, 4) - c(2, 1)c(2, 2)^2 - c(2, 1)^4c(2, 2) - c(4, 2)
\]
in \(L\). We claim that \(z \neq 0\) in \(L\). To see this we define \(\bar{\phi}: \bar{L} \to \mathbb{Z}/(2)[y]/(y^8)\), where \(\bar{L} = \mathbb{Z}[C(s, n); \ B(n)_{n \in \mathbb{N}}]_{[1], \ s \in \mathbb{N}}\), by \(\bar{\phi}(B(n)) = 0\) for all \(n \geq 2\), \(\bar{\phi}(C(s, n)) = 0\) if \((s, n) \neq (4, 2)\) and \(\bar{\phi}(C(4, 2)) = y^7\). One easily checks that
\[
\bar{\phi}(B(sn) - \sum_{d|n} dB(n/d)C(s, d)^{(n/d)}) = 0
\]
for all \((s, n)\) (where of course \(B(1) = 1 = C(1, 1), C(1, i) = 0\) if \(i > 1\)), so that \(\bar{\phi}\) induces a homomorphism \(\phi: L \to \mathbb{Z}/(2)[y]/(y^8)\). One finds \(\phi(z) = y^7 \neq 0\) so that \(z \neq 0\) in \(L\). We claim that \(2z = 0\) in \(L\). To see this first observe that (27.4.20) with \(n = 1\) gives us \(b(s) = c(s, 1)\) for all \(s \in \mathbb{N}\). Further
\[
b(4) = b(2)c(2, 1)^2 + 2b(1)c(2, 2) = c(2, 1)^3 + 2c(2, 2)
\]
\[
b(8) = b(2.4) = b(4)c(2, 1)^4 + 2b(2)c(2, 2)^2 + 4c(2, 4)
\]
\[
= c(2, 1)^7 + 2c(2, 1)^4c(2, 2) + 2c(2, 1)c(2, 2)^2 + 4c(2, 4)
\]
\[
b(8) = b(4.2) = b(2)c(4, 1)^2 + 2c(4, 2)
\]
\[
= c(2, 1)^7 + 4c(2, 1)^4c(2, 2) + 4c(2, 1)c(2, 2)^2 + 2c(4, 2)
\]
Subtracting these two expressions for \(b(8)\) from one another we find \(2z\), so that indeed \(2z = 0\) in \(L\).

27.5 Cartier's third theorem

(27.5.1) Let \(F(X, Y)\) be an \(m\)-dimensional formal group over \(A\) and let \(\mathcal{C} = \mathcal{C}(F; A)\) be its group of curves. Then \(\mathcal{C}\) has the following properties:

(27.5.2) \(\mathcal{C}\) is a commutative topological group with its topology defined by open subgroups \(\mathcal{C}^n, n \in \mathbb{N}, \mathcal{C} = \mathcal{C}^1,\) and \(\mathcal{C}\) is complete and Hausdorff in this topology.

(27.5.3) \(\mathcal{C}\) admits continuous and additive operators \(\langle a \rangle, f_n, V_n\) such that the relations listed in (27.2.11) hold.
(27.5.4) The operators $V_n$ map $G^r$ into $G^{rm}$ and induce isomorphisms $G^r/G^{r+1} \to G^{rm}/G^{rm+1}$.

(27.5.5) The operators $\langle a \rangle$ map $G^r$ into $G^r$ for all $r$ and $a \mapsto \langle a \rangle$ gives $G^1/G^2$ the structure of a free finite rank $A$-module.

Properties (27.5.4) and (27.5.5) can, using some of the relations of (27.2.11), be restated as:

(27.5.6) There exists a finite set $\delta_1, \ldots, \delta_m$ of elements of $G$ such that every element $\gamma \in G$ can be written uniquely as a convergent sum

$$\gamma = \sum_{r,j} V_r \langle a_{r,j} \rangle \delta_j$$

and $\gamma \in G^m$ is equivalent to $a_{r,j} = 0$ for all $r < n$.

Note also that all of (27.5.5) except the freeness of $G^1/G^2$ follows from (27.5.3) together with (27.5.4).

(27.5.7) **Theorem** (Cartier's third theorem) Let $G$ be a group such that (27.5.2)-(27.5.5) (and hence (27.5.6)) hold. Then there is a formal group law $F(X, Y)$ over $A$ of dimension $\text{rank}_d(G^1/G^2)$ such that $G = G(F; A)$ (as topological groups with operators $\langle a \rangle$, $V_n$, $f_n$).

For $A$ of characteristic zero this theorem follows from the entwired function theorem (27.4.15). First a lemma:

(27.5.8) **Lemma** Let $G$ be as in (27.5.7). Then

(27.5.9) $f_m V_r \gamma \equiv 0 \mod G^2$ if $r$ does not divide $m$

(27.5.10) $f_m V_r \gamma \equiv \langle r \rangle f_{m/r} \gamma \mod G^2$ if $r$ divides $m$

**Proof** We use of course the relations (27.2.11). Let $d = (r, m)$ and suppose that $d < r$. Then we have

$$f_m V_r \gamma = f_{m/d} f_d V_{r/d} \gamma = d(f_{m/d} V_{r/d} \gamma) = d(V_{r/d} f_{m/d}) \gamma \equiv 0 \mod G^2$$

because $r/d > 1$. To prove (27.5.10) note that the $\langle a + b \rangle$ relation of (27.2.11) implies that $\langle r \rangle \gamma \equiv r \gamma \mod G^2$ for all $\gamma$ and $r \in N$.

Now let $r \mid m$, then we have

$$f_m V_r \gamma = f_{m/r} f_r V_r \gamma = rf_{m/r} \gamma \equiv \langle r \rangle f_{m/r} \gamma \mod G^2$$

(27.5.11) **Proof of Cartier's third theorem over characteristic zero rings** Let $\delta_1, \ldots, \delta_m \in G$ be such that (27.5.6) holds. For each $n \in N$, we then have a unique expression

(27.5.12) $f_n \delta_i = \sum_{r=1}^{\infty} \sum_{j=1}^{m} V_r \langle c(n, r, j, i) \delta_j$
We now define
\begin{align}
(27.5.13) \quad c(p, r)_{i,j} &= c(p, r, i, j), \quad p \in \mathbb{P}, \ r \in \mathbb{N}, \ i, j \in \{1, \ldots, m\} \\
(27.5.14) \quad b(n)_{i,j} &= c(n, 1, i, j), \quad n \in \mathbb{N}, \ i, j \in \{1, \ldots, m\}
\end{align}

We claim that the matrices \(c(p, r), b(n)\) defined by (27.5.12)–(27.5.14) constitute an entwined pair of functions.

It follows from (27.5.6) that the classes mod \(\mathcal{C}^2\) of the elements \(\delta_1, \ldots, \delta_m\) are a basis for \(\mathcal{C}/\mathcal{C}^2\); and by (27.5.12), (27.5.14) the matrices \(b(n)\) are determined by the \(f_n \delta_i \mod \mathcal{C}^2\). We have
\begin{equation}
(27.5.15) \quad f_n f_p \delta_i = f_{np} \delta_i \equiv \sum_{k=1}^m b(pn)_{k,i} \delta_k \mod \mathcal{C}^2
\end{equation}

On the other hand, using Lemma (27.5.8), we have mod \(\mathcal{C}^2\),
\begin{align*}
f_n f_p \delta_i &= f_n \left( \sum_{r=1}^\infty \sum_{j=1}^m V_r \langle c(p, r, j, i) \rangle \delta_j \right) \\
&= \sum_{r=1}^\infty \sum_{j=1}^m f_n V_r \langle c(p, r, j, i) \rangle \delta_j \\
&= \sum_{r \mid n} \sum_{j=1}^m \langle r \rangle f_{n/r} \langle c(p, r, j, i) \rangle \delta_j \\
&= \sum_{r \mid n} \sum_{j=1}^m \langle rc(p, r, j, i) \rangle \delta_j \\
&= \sum_{r \mid n} \sum_{j=1}^m \langle rc(p, r, j, i) \rangle \delta_j \\
&= \sum_{r \mid n} \sum_{j=1}^m \langle rc(p, r, j, i) \rangle \sum_{k=1}^m b(n/r)_{k,j} \delta_k \\
&= \sum_{k=1}^m \left( \sum_{r \mid n} \sum_{j=1}^m \langle rc(p, r, j, i) \rangle b(n/r)_{k,j} \right) \delta_k
\end{align*}

where we have used \(\langle a + b \rangle \equiv \langle a \rangle + \langle b \rangle \mod \mathcal{C}^2\), Lemma (27.5.8), the additivity and continuity of the \(f_n\), the relations \(f_n \langle a \rangle = \langle a^n \rangle f_m, \langle a \rangle \langle b \rangle = \langle ab \rangle\), and \(\langle a \rangle \mathcal{C}^2 \subset \mathcal{C}^2\).

Comparing the result of this calculation with (27.5.15) gives that the \(b\) and \(c\) defined by (27.5.12)–(27.5.14) are indeed an entwined pair of functions. Let \(F(X, Y)\) over \(A\) be the corresponding formal group law according to the entwined functions theorem (27.4.15). Then the calculations of (27.4.3) show that \(\mathcal{C}(F; A)\) identifies with \(\mathcal{C}\), with the standard \(V\)-basis \(\delta_1(t), \ldots, \delta_m(t)\) going to \(\delta_1, \ldots, \delta_m\).

The remainder of this section concerns a proof of theorem (27.5.7) (= Cartier's third theorem), which works over all rings \(A\). The first step consists of the construction of a "universal Cart\((L_C)\)-module," where \(L_C\) is a certain, yet to be determined, universal ring.
Construction of a universal curve module

Choose \( m \in \mathbb{N} \) and choose a set of elements \( \delta_1, \ldots, \delta_m \). Let \( \mathcal{L}_C \) be the ring \( \mathcal{L}_C = \mathbb{Z}[C(n, r)_{i,j} | r \in \mathbb{N}, n \in \mathbb{N} \setminus \{1\}, i, j \in \{1, \ldots, m\}] \) of polynomials in the indeterminates \( C(n, r)_{i,j} \). For convenience we also introduce \( C(1, 1)_{i,j} = 0 \) if \( i \neq j \), \( C(1, 1)_{i,i} = 1 \), \( C(1, r)_{i,j} = 0 \) for all \( r \in \mathbb{N} \setminus \{1\}, i, j \in \{1, \ldots, m\} \).

Now consider the set \( \mathcal{E} \) of all formal expressions

\[
\sum_{s=1}^{\infty} \sum_{j=1}^{m} V_s(a_{s,j}) \delta_j, \quad a_{s,j} \in \mathcal{L}_C
\]

We now introduce the defining relations

\[
f_n \delta_i = \sum_{s=1}^{\infty} \sum_{j=1}^{m} V_s \langle C(n, s)_{j,i} \rangle \delta_j
\]

for all \( n \in \mathbb{N} \). One can now use the calculation rules (16.2.1)–(16.2.3), (16.2.5)–(16.2.9) and the defining relations (27.5.18) to add expressions of the form (27.5.17) and to define \( f_r \) of such an expression, \( r \in \mathbb{N} \).

To do this we start by showing how to rewrite any sum of the form

\[
\sum_{s=1}^{\infty} \sum_{j=1}^{m} \sum_{t} V_s \langle a_{s,j,t} \rangle \delta_j, \quad a_{s,j,t} \in \mathcal{L}_C
\]

in the form (27.5.17). Here for each \( s \in \mathbb{N}, j \in \{1, \ldots, m\} \), the index \( t \) runs over some finite index set which may depend on \( s \) and \( j \).

For each \( n \in \mathbb{N} \), let \( \lambda(n) \) be the number of prime factors of \( n \), i.e., \( \lambda(1) = 0 \) and if \( n = p_1^{\alpha_1} p_2^{\alpha_2} \cdots p_r^{\alpha_r}, \ p_i \) a prime number, \( r_i \in \mathbb{N} \), then \( \lambda(n) = r_1 + \cdots + r_t \). One now proceeds as follows:

\[
\sum_{s,j,t} V_s \langle a_{s,j,t} \rangle \delta_j = \sum_{j,t} \langle a_{1,j,t} \rangle \delta_j + \sum_{s \geq 2} V_s \langle a_{s,j,t} \rangle \delta_j
\]

\[
= \sum_{j} \sum_{i=1}^{\infty} V_i \langle b_{i,j} \rangle f_i \delta_j + \sum_{s \geq 2} \sum_{j,t} V_s \langle a_{s,j,t} \rangle \delta_j
\]

where \( b_{i,j} = r_i(a_{1,j,1}, a_{1,j,2}, \ldots) \) with \( r_1, r_2, \ldots \) the polynomials in \( k \) variables defined by

\[
Z_1^k + \cdots + Z_k^k = \sum_{d \mid n} dr_d(Z_1, \ldots, Z_k)^{n/d}, \quad n = 1, 2, \ldots
\]

(cf. Section 16.2; of course \( k \) may depend on \( j \)). Now use (27.5.18) to rewrite (27.5.19) further as

\[
\sum_j \langle b_{1,j} \rangle \delta_j + \sum_{j,i \geq 2} V_i \langle b_{i,j} \rangle \sum_{l,k} V_l \langle C(i, l)_{k,j} \rangle \delta_k + \sum_{s \geq 2} V_s \langle a_{s,j,t} \rangle \delta_j
\]

\[
= \sum_j \langle b_{1,j} \rangle \delta_j + \sum_{j,k \geq 2} \sum_{i} V_{i1} \langle b_{i,j} C(i, l)_{k,j} \rangle \delta_k + \sum_{s \geq 2} \sum_{j,t} V_s \langle a_{s,j,t} \rangle \delta_j
\]

\[
= \sum_j \langle b_{1,j} \rangle \delta_j + \sum_{\lambda(s) \geq 1} \sum_j \sum_{t} V_s \langle b_{s,j,t} \rangle \delta_j
\]
for certain well determined \( b_{s,j,t} \in \bar{L}_C \). And of course the summation set for \( t \) for a given \( s, j \) will now in general be different than the one in (27.5.19). For each \( s \in \mathbb{N} \) with \( \lambda(s) \geq 1 \) (i.e., \( s \geq 2 \)) write \( s = p_s s' \), where \( p_s \) is the first prime number dividing \( s \). We find an expression

\[
(27.5.21) \quad \sum_j \langle b_{1,j} \rangle \delta_j + \sum_{\lambda(r) = 1} V_r \left( \sum_{s,j,t} V_s \langle a_{r,s,j,t} \rangle \delta_j \right)
\]

where now the summation set for \( t \) may also depend on \( r \). Now repeat the procedure given above for each of the interior sums

\[
\sum_{s,j,t} V_s \langle a_{r,s,j,t} \rangle \delta_j
\]

to obtain an expression

\[
\sum_j \langle b_{1,j} \rangle \delta_j + \sum_{\lambda(r) = 1} V_r \sum_j \langle b_{r,1,j} \rangle \delta_j + \sum_{\lambda(r) = 2} V_r \left( \sum_{s,j,t} V_s \langle a_{r,s,j,t}'' \rangle \delta_j \right)
\]

Now apply the same procedure to the interior sums in the third summand, \ldots, etc., \ldots. After \( k \) steps we know the coefficients \( x_{s,j} \) in

\[
(27.5.22) \quad \sum_{s,j,t} V_s \langle a_{s,j,t} \rangle \delta_j = \sum_{s,j} V_s \langle x_{s,j} \rangle \delta_j
\]

for all \( s \) with \( \lambda(s) \leq k - 1 \).

We now proceed to define \( f_n \) of an expression (27.5.17). Write

\[
(27.5.23) \quad f_n \left( \sum_{s,j} V_s \langle a_{s,j} \rangle \delta_j \right) = \sum_{s,j} dV_{s/d} f_{n/d} \langle a_{s,j} \rangle \delta_j
\]

\[
= \sum_{s,j} V_{s/d} d \langle a_{s,j}^{n/d} \rangle f_{n/d} \delta_j
\]

\[
= \sum_{s,j,r,k} dV_{s/d} \langle a_{s,j}^{n/d} \rangle V_s \langle C(n/d, r)_{k,j} \rangle \delta_k
\]

\[
= \sum_{s,j,r,k} dV_{r/s/d} \langle a_{s,j}^{n/d} \rangle C(n/d, r)_{k,j} \delta_k
\]

where \( d = (s, n) \). This is a sum of the type (27.5.19), which then is put into the form (27.5.17) by the procedure outlined above.

To complete the picture we also define

\[
V_r \left( \sum_{s,j} V_s \langle a_{s,j} \rangle \delta_j \right) = \sum_{s,j} V_{rs} \langle a_{s,j} \rangle \delta_j
\]

\[
\langle a \rangle \left( \sum_{s,j} V_s \langle a_{s,j} \rangle \delta_j \right) = \sum_{s,j} V_s \langle a^* a_{s,j} \rangle \delta_j
\]

We have now defined a topological abelian group \( \mathcal{G} \) with operators \( \langle a \rangle, V_n, f_n \) for all \( a \in \bar{L}_C, n \in \mathbb{N} \). (The topology is the obvious one.) Note that \( \mathcal{G} \) is definitely not a Cart(\( \bar{L}_C \)) module. For one thing it is not at all clear that \( f_n \) is
additive and obviously $f_n^m = f_{nm}$ does not hold in general. Before discussing
the relations one must introduce to make a variant of $\mathcal{G}$ a Cart($L_C$) module
over some quotient ring $L_C$ of $L_C$ we note a homogeneity property. First
make $L_C$ into a graded ring by giving $C(n, r)_{i,j}$ degree $nr - 1$ for all $n, r \in \mathbb{N}$,
$i, j \in \{1, \ldots, m\}$. We then have

(27.5.24) Lemma Suppose that in the sum (27.5.19) each $a_{s,j,t}$ is homogene-
ous of degree $ks - 1$ for some $k \in \mathbb{N}$ independent of $s, j, t$. Then the $x_{s,j}$ in
(27.5.22) are homogeneous of degree $ks - 1$.

Proof To prove this by induction it suffices to show that, under the
hypothesis stated, the $b_{1,j}$ and $a_{r,s,j,t}$ of (27.5.21) are of degree $k - 1$ and $krs - 1$
respectively. Now $b_{1,j} = a_{1,j,1} + a_{1,j,2} + \cdots$ which is homogeneous of degree
$k - 1$. As to the $a_{r,s,j,t}$, they are of two types, viz. 1° $a_{r,s,j,t} = a_{rs,j,t}$ which by
hypothesis is homogeneous of degree $krs - 1$, and 2° $b_{r,s,j,t} = a_{r,j}^{i_{l,j}} C(i, l)_{k,j}$ with
$i = rs$. Now from (27.5.20) we see that $r_i(Z_1, \ldots, Z_k)$ is homogeneous of degree $i$
(if each $Z_i$ is given degree 1) so that $b_{i,j} = r_i(a_{1,j,1}, a_{1,j,2}, \ldots)$ is homogeneous
of degree $i(k - 1)$. It follows that $a_{r,s,j,t} = b_{r,j}^{i_{l,j}} C(i, l)_{k,j}$ is homogeneous of
degree $li(k - 1) + il - 1 = krs - 1$. This proves the lemma.

(27.5.25) Corollary Let $f_n f_t \delta_i = f_n \left( \sum_{s,j} V_s \langle C(l, s)_{i,j} \delta_j \rangle \right) = \sum_{s,j} V_s \langle y_{n,l,s,j,t} \delta_j \rangle$
where the $y_{n,l,s,j,t}$ are calculated as in (27.5.16). Then $y_{n,l,s,j,t}$ is homogeneous of
degree $nl - 1$.

Proof In this particular case of (27.5.23) we have $a_{s,j} = C(l, s)_{j,t}$. Thus
$a_{s,j}^{n/d} C(n/d, r)$ is homogeneous of degree $d^{-1}rln(s - 1) + d^{-1}nr - 1 = d^{-1}nl - 1$ and the corollary follows by lemma (27.5.24).

(27.5.26) Lemma If $l > 1$ then $y_{n,l,t,s,j} \equiv nC(l, nt)_{i,j} \mod$ (decomposables).
(Here decomposables) stands for the ideal of $L_C$ generated by all products of
the form $C(n, r)_{i,j} C(s, t)_{k,l}$ with $n, s \in \mathbb{N}\setminus\{1\}$, $r, t \in \mathbb{N}$. $i, j, k, l \in \{1, \ldots, m\}$.

Proof From (27.5.23) we have

$$
\sum_{i,j} V_s \langle y_{n,l,t,s,j,t} \delta_j \rangle = \sum_{s,r,j,k} V_{rs/l} d \langle C(l, s)_{j,i}^{n/d} C(n/d, r)_{k,j} \rangle \delta_k
$$

where $d = (s, n)$ in the sum on the right. Choose a fixed $t \in \mathbb{N}$. By the rewriting
procedure of (27.5.16) a summand in the sum on the right can contribute to
$y_{n,l,t,s,j}$ iff $d^{-1}rs \leq t$. Moreover, if this contribution is to be nonzero modulo
decomposables, we must in addition have $d = nr$, $d^{-1}n = 1$, $r = 1$, $k = j$
because $l > 1$. It follows that $s$ is a multiple of $n$ and $s \leq tn$ so that the
only contributions to $y_{n,l,t,s,j}$ which are possibly nonzero modulo decomposables
come from

$$
\sum_{a=1}^t V_a n \langle C(l, an)_{j,i} \rangle \delta_j
$$
However \( n \langle C(l, an)_{j,i} \rangle \delta_j = \langle nC(l, an)_{j,i} \rangle \delta_j + (\text{terms which are zero modulo decomposables}) \). The lemma follows.

(27.5.27) \textbf{Remark} By definition one has \( y_{1, n.s,j,i} = y_{n,1.s,j,i} = C(n, s)_{j,i} \) so that lemma (27.5.26) does not hold for \( l = 1 \).

(27.5.28) \textbf{The universal ring} \( L_C \) Let \( \mathcal{A} \) be the homogeneous ideal in \( \hat{L}_C \) generated by the polynomials

\[
C(nl, t)_{ji} - y_{n,1,t,j,i}, \quad n, l \in \mathbb{N}, \quad i, j \in \{1, \ldots, m\}
\]

and define \( L_C = \hat{L}_C / \mathcal{A} \).

(27.5.29) \textbf{Theorem} \( L_C \simeq \mathbb{Z}[T(n)_{i,j} \mid n = 2, 3, \ldots ; i, j \in \{1, \ldots, m\}] \) as a graded ring with degree(\( T(n)_{i,j} \)) = \( n - 1 \).

\textbf{Proof} The ring \( L_C \) is graded because the relations (27.5.28) are homogeneous by Corollary (27.5.25). Let \( L_C^{(t)} \) be its homogeneous summand of degree \( t - 1 \) and let \( M^{(t)} \) be the submodule of \( L_C^{(t)} \) generated by the decomposables. Then \( L_C^{(t)}/M^{(t)} \) is generated (as an abelian group) by the \( C(s, r) \) with \( sr = t \). Now by lemma (27.5.26) and the defining relations (27.5.28) we see that modulo decomposables

\[
C(rs, t)_{i,j} \equiv rC(s, rt)_{i,j}
\]

for all \( i, j \in \{1, \ldots, m\} \), \( s \in \mathbb{N} \setminus \{1\} \), \( r \in \mathbb{N} \). It follows that if \( s \) is not a prime number, \( s \neq 1 \), and \( p \) is a prime number dividing \( s \), then

(27.5.30) \[ C(s, r)_{i,j} \equiv p^{-1}sC(p, p^{-1}sr)_{i,j} \]

It readily follows that \( L_C^{(t)}/M^{(t)} \) is the abelian group generated by the \( C(p, p^{-1}t)_{i,j} \), where \( p \) runs through all prime divisors of \( t \), subject to the relations

(27.5.31) \[ qC(p, p^{-1}t)_{i,j} \equiv pC(q, q^{-1}t)_{i,j} \]

for all prime number divisors \( p \) and \( q \) of \( t \). If \( t \) is a power of a prime number \( p, t = p^t \), this means that \( L_C^{(t)}/M^{(t)} \) is a free abelian group of rank \( m^2 \) generated by the classes of the \( T(t)_{i,j} = C(p, p^{-1}t)_{i,j} \). If \( t \) is not a power of a prime number, let \( P(t) \) be the set of prime numbers dividing \( t \). Choose \( \kappa(p) \in \mathbb{Z} \) such that

(27.5.32) \[ \sum_{p \in P(t)} p \kappa(p) = 1 \]

Let

\[
T(t)_{i,j} = \sum_{p \in P(t)} \kappa(p)C(p, p^{-1}t)_{i,j}
\]

it then follows from (27.5.31) and (27.5.32) that \( L_C^{(t)}/M^{(t)} \) is the free abelian group of rank \( m^2 \) generated by the classes of \( T(t)_{i,j} \). This proves the theorem.

(27.5.33) \textbf{Remark} [Construction of a "universal Cart(\( L_C \))-module" (continued).] Let \( \mathcal{C} \) be the set of all expressions \( \sum_{s,j} V_s \langle a_{s,j} \rangle \delta_j \) with \( a_{s,j} \in L_C \).
Now calculate sums and $f_\gamma, \langle a \rangle, V_\gamma$ for $\gamma \in \mathcal{C}$ as in (27.5.16). Then $\mathcal{C}$ is in fact a Cart($L_C$) module. One has of course $f_n f_i \delta_i = f_n l \delta_i$ by the relations defining $L_C$. And, using this, one can now prove directly that the $\langle \langle a \rangle, f_n, V_n \rangle$ are additive and that all the relations (16.2.1)–(16.2.9) hold. This also follows from the isomorphism result below, cf. Remark (27.5.38).

(27.5.34) **The homomorphism** $\eta_C$ Let $F(X, Y)$ be any $m$-dimensional formal group law over a ring $A$. Let $\delta_1(t), \ldots, \delta_m(t)$ be the standard $V$-basis for $\mathcal{C}(F; A)$. Then we have unique expressions

$$f_n \delta_i(t) = \sum_{s=1}^{\infty} \sum_{j=1}^{m} V_s \langle c(n, s)_{j,i} \rangle \delta_j(t)$$

Now define $\tilde{\eta}: \tilde{L}_C \rightarrow A$ by $\tilde{\eta}(C(n, s)_{i,j}) = c(n, s)_{i,j}$. Because $f_n f_i \delta_i(t) = f_n l \delta_i(t)$ in $\mathcal{C}(F; A)$ for all $n, l, i$ it follows that

$$\tilde{\eta}(c(n, s)_{i,j}) = c(n l, s)_{j,i}$$

for all $s, l, n \in \mathbb{N}, i, j \in \{1, \ldots, m\}$. Therefore $\tilde{\eta}$ induces a homomorphism of rings $\eta_F: L_C \rightarrow A$. We can in particular apply this to the case $F(X, Y) = F_R(X, Y)$, the universal curvilinear $m$-dimensional formal group law over $\mathbb{Z}[R] = \mathbb{Z}[R_n(i, j) | n \in \mathbb{N} \setminus \{1\}, i, j \in \{1, \ldots, m\}]$. This gives us a homomorphism

$$\eta_C: L_C \rightarrow \mathbb{Z}[R]$$

(27.5.35) **Theorem** The homomorphism $\eta_C$ of (27.5.34) is an isomorphism of graded rings.

**Proof** Let $f_R(X)$, the logarithm of $F_R(X, Y)$, be equal to $f_R(X) = \sum_{n=1}^{\infty} b_n(R) X^n$. A formula for $b_n(R)$ is (12.2.1). Let $R_n(i, j)$ have degree $n - 1$. Then $b_n(R)$ is homogeneous of degree $n - 1$. Let $\delta_1(t), \ldots, \delta_m(t)$ be the standard $V$-basis for $\mathcal{C}(F_R; \mathbb{Z}[R])$, and let

$$f_p \delta_i(t) = \sum_{s,j} V_s \langle c(p, s)_{j,i} \rangle \delta_j(t)$$

Then we have (cf. (27.4.7))

(27.5.36) $pb_{pn}(R) = \sum_{d | n} b_{n/d}(R) c(p, d)^{n/d}$.

It follows by induction that $c(p, s) \in \mathbb{Z}[R]$ is homogeneous of degree $ps - 1$. Now $b_{pn}(R) \equiv p^{-1} R_{pn}$ modulo decomposables if $n$ is a power of $p$ and $b_{pn}(R) \equiv R_{pn}$ modulo decomposables if $n$ is not a power of $p$, (cf. (12.2.1)). It follows that $\eta_C$ satisfies

$$\eta_C(C(p, p^{r-1})_{i,j}) \equiv R_{p^r}(i, j) \mod(\text{decomposables})$$

and

$$\eta_C(C(p, s)_{i,j}) \equiv p R_{ps}(i, j) \mod(\text{decomposables})$$
if \( s \) is not a power of \( p \). Hence \( \eta_c(T_{p^s}(i, j)) \equiv R_{p^s}(i, j) \pmod{\text{decomposables}} \) and if \( s \) is not a power of a prime number

\[
\eta_c(T_s(i, j)) = \eta_c \left( \sum_{p \in P(s)} \kappa(p) C(p, p^{-1}s) \right) \equiv \sum_{p \in P(s)} \kappa(p) pR_s(i, j) = R_s(i, j)
\]

modulo(\text{decomposables}). Here \( P(s) \) and the \( \kappa(p) \) are as in (27.5.29). It follows that \( \eta_c \) is indeed an isomorphism (homogeneous of degree zero).

**Proof of Cartier's third theorem** Let \( \mathcal{C} \) be such that (27.5.2)–(27.5.6) hold. Let \( \delta_1, \ldots, \delta_m \) be a \( V \)-basis for \( \mathcal{C} \). Then every \( f_n \delta_i \) can be uniquely written as a convergent sum (cf. (27.5.6))

\[
f_n \delta_i = \sum_{s=1}^{\infty} \sum_{j=1}^{m} V_s \langle c(n, s)_{j,i} \rangle \delta_j, \quad c(n, s)_{j,i} \in A
\]

Now define \( \bar{\eta} : \bar{L}_c \to A \) by \( \bar{\eta}(C(n, s)_{j,i}) = c(n, s)_{j,i} \). Because \( f_nf_i = f_{ni} \) in \( \mathcal{C} \) we have that

\[
\bar{\eta}(C(nl, s)_{j,i} - y_{n,l,s,j,i}) = 0
\]

for all \( n, l, s, j, i \) so that \( \bar{\eta} \) factorizes through \( L_c \) to define a homomorphism \( \eta : L_c \to A \). Now let \( \phi : \mathbb{Z}[R] \to A \) be equal to \( \phi = \eta \eta_c^{-1} \), where \( \eta_c \) is the isomorphism of (27.5.34) and (27.5.35). Then \( F(X, Y) = \phi_*(F_R(X, Y)) \) is a formal group law over \( A \) such that \( \mathcal{C}(F; A) \) as a topological group with operators. The isomorphism is given by \( \delta_i(t) \mapsto \delta_i \), where \( \delta_1(t), \ldots, \delta_m(t) \) is the standard \( V \)-basis of \( \mathcal{C}(F; A) \).

**Remark** The module \( \mathcal{C}_c \) of (27.5.33) above is the module of curves of the formal group law \( (\eta_c^{-1})_* F_R(X, Y) \) over \( L_c \).

### 27.6 Proof of the entwined functions theorem

First we show how the concept of a pair of entwined functions relates to functional equation type considerations. Essentially the relations (27.4.8) enable us to write \( a(n) = n^{-1}b(n) \) in such a way that the series \( \sum a(n)x^n \) is seen to satisfy a higher dimensional functional equation.

**Example (27.6.1)** Let \( A \) be a characteristic zero ring and let \( \phi : L \to A \) be a homomorphism and \( b(n), c(p, r) \) the associated pair of entwined functions, i.e., \( b(n)_{i,j} = \phi(B(n)_{i,j}), c(p, r)_{i,j} = \phi(C(p, r)_{i,j}) \).

Choose a prime number \( p \) and choose an ordering of the prime numbers \( p_1, p_2, p_3, \ldots \) such that \( p = p_1 \); choose \( n \in \mathbb{N} \) and write \( n \) as a product

\[
n = p_1^{r_1} p_2^{r_2} \cdots p_t^{r_t}, \quad r_i \in \mathbb{N} \cup \{0\} \quad \text{for} \quad i = 1, \ldots, t - 1, \quad r_t \in \mathbb{N}
\]

Then we have

\[
a(n) = n^{-1}b(n) = \sum_{i=1}^{t} p_i^{-s_i} c(p_i, d_i, 1)^{(e_{i,1})} \cdots c(p_i, d_i, \xi_i)^{(e_{i,\xi_i})}
\]
where the sum is over all sequences of elements of $\mathbb{P} \times \mathbb{N}$ of the form 

$$(p_1, d_{1,1}), \ldots, (p_1, d_{1,s_1}); \quad (p_2, d_{2,1}), \ldots, (p_2, d_{2,s_2}); \ldots; \quad (p_t, d_{t,1}), \ldots, (p_t, d_{t,s_t})$$

such that

$$(27.6.3) \quad (p_1 d_{1,1}) \cdots (p_1 d_{1,s_1})(p_2 d_{2,1}) \cdots (p_t d_{t,1}) \cdots (p_t d_{t,s_t}) = n$$

$$(27.6.4) \quad s_1, \ldots, s_t-1 \in \mathbb{N} \cup \{0\}, \quad s_t \in \mathbb{N}$$

$$(27.6.5) \quad d_{i,j} \text{ is divisible by no other prime numbers than } p_1, \ldots, p_i; \text{ and the exponents } e_{i,j} \text{ in (27.6.2) are given by the formula} $$

$$(27.6.6) \quad e_{i,j} = (p_1 d_{1,1}) \cdots (p_1 d_{1,s_1}) \cdots (p_i d_{i,1}) \cdots (p_i d_{i,j-1})$$

Here the products

$$c(p_t, d_{i,1})^{(e_{i,1})} \cdots c(p_t, d_{i,s_t})^{(e_{i,s_t})}$$

and the products

$$(p_k d_{k,1}) \cdots (p_k d_{k,i})$$

occurring in (27.6.2) and (27.6.6) are to be interpreted as 1 if $s_i$, resp. $i$ is equal to zero. Also $e_{1,1} = 1$.

For example, we have

$$(27.6.7) \quad a(p_1 p_2^2) = p_1^{-1} p_2^{-2} c(p_1, 1)c(p_2, 1)^{(p_1 p_2)}$$

$$+ p_2^{-2} c(p_2, p_1)c(p_2, 1)^{(p_1 p_2)}$$

$$+ p_1^{-1} p_2^{-1} c(p_1, 1)c(p_2, p_2)^{(p_1)}$$

$$+ p_2^{-2} c(p_2, p_1)c(p_2, p_2)^{(p_2)} + p_2^{-1} c(p_2, p_2 p_1)$$

where the various sequences and exponents are respectively

$$(p_1, 1), \quad (p_2, 1), \quad (p_2, 1) \quad 1, \quad p_1, \quad p_1 p_2$$

$$(p_1, 1), \quad (p_2, p_2) \quad 1, \quad p_1$$

$$(p_2, 1), \quad (p_2, p_1) \quad 1, \quad p_2$$

$$(p_2, p_1), \quad (p_2, 1) \quad 1, \quad p_1 p_2$$

$$(p_2, p_1 p_2) \quad 1$$

Formula (27.6.2) is much more difficult to write down than to prove. One simply writes $a(n) = a(rp_i)$ with $r = p_i^{-1} m$. (Note that one “takes out” the last prime number (in the chosen ordering) that divides $n$.) Then we have

$$a(n) = n^{-1} b(n) = n^{-1} \sum_{d|n} db(r/d)c(p_i, d)^{(r/d)}$$

$$= \sum_{d|r} a(r/d) \frac{c(p_i, d)^{(r/d)}}{p_i}$$

and now use induction on the $a(r/d)$. 
(27.6.8) **One prime number versions of L** We now construct rings \( L(p^\prec) \) which for a given prime number \( p \) do the same job for us over \( \mathbb{Z}_p \) as the universal entwined functions ring \( L \) does over \( \mathbb{Z} \). The notation \( L(p^\prec) \) is meant to suggest: "that \( L \) corresponding to an ordering of \( P \) for which \( p \) is smallest."

Choose a prime number \( p \) and choose an ordering \( p_1, p_2, \ldots \) of the set of prime numbers such that \( p = p_1 \). For each pair \( (p_i, d) \) such that \( d \) is not divisible by any prime number \( p_j \) with \( j > i \), take \( n^2 \) indeterminates \( C(p_i, d)_{k, b} \), \( k, l \in \{1, \ldots, m\} \) and let \( L(p^\prec) \) be the ring of polynomials in the \( C(p_i, d)_{k, l} \) over \( \mathbb{Z} \). There is of course a natural inclusion \( L(p^\prec) \to \bar{L} \) (cf. (27.4.12) for \( \bar{L} \)) and hence a natural homomorphism

\[
(27.6.9) \quad L(p^\prec) \to \bar{L} \to \bar{L}/\mathfrak{a} = L
\]

For each \( n \in \mathbb{N}, n \geq 2 \), let \( A(n) \) be the matrix with coefficients in \( L(p^\prec) \otimes \mathbb{Q} \) given by formula (27.6.2) with all the small \( c(p_i, d_{i,j}) \) replaced by the matrices of indeterminates \( C(p_i, d_{i,j}) \). Let \( Q(n) \) be the sum of those terms in \( A(n) \) for which \( s_i = 0 \) (i.e., for which the denominator is prime to \( p_1 \)). For example (cf. (27.6.7)), we have

\[
Q(p_1 p_2^2) = p_2^{-2} C(p_2, p_1) C(p_2, 1)^{[p_1 p_2]} + p_2^{-2} C(p_2, 1) C(p_2, p_1)^{[p_2]} + p_2^{-1} C(p_2, p_2 p_1)
\]

Let \( A(1) = Q(1) = I_m \) and

\[
(27.6.10) \quad q(X) = \sum_{n=1}^{\infty} Q(n) X^n
\]

\[
(27.6.11) \quad g_{p^\prec}(X) = \sum_{n=1}^{\infty} A(n) X^n
\]

where as usual \( X^n \) is short for the column vector \( (X^n_1, \ldots, X^n_m) \). Then \( g_{p^\prec}(X) \) satisfies the functional equation

\[
(27.6.12) \quad g_{p^\prec}(X) = q(X) + \sum_{i=1}^{\infty} p^{-i} C(p, p^{-i}) g_{p^\prec}(X^p)
\]

This follows immediately from (27.6.2) (with lowercase \( a \)'s and \( c \)'s replaced by capitals).

Now let \( G_{p^\prec}(X, Y) \) be the formal group law with logarithm \( g_{p^\prec}(X) \). The functional equation lemma says that \( G_{p^\prec}(X, Y) \) is a formal group law over \( L(p^\prec) \otimes \mathbb{Z}_p \).

(27.6.13) **Proof of Theorem (27.4.15) in the characteristic zero case** Let \( A \) be a characteristic zero ring and \( b(n), c(p, d) \) a pair of entwined functions with values in \( A^{m \times m} \). We define

\[
(27.6.14) \quad f(X) = \sum_{n=1}^{\infty} n^{-1} b(n) X^n, \quad F(X, Y) = f^{-1}(f(X) + f(Y))
\]
Then by (27.6.2) and (27.6.8) we know that $F(X, Y)$ can be obtained from $G_{n<}(X, Y)$ by specializing the $C(p, d)_{k,l}$ to $c(p, d)_{k,l}$. It follows that $F(X, Y)$ has its coefficients in $A \otimes \mathbb{Z}_{(p)}$. But this holds for every prime number $p$; hence $F(X, Y)$ has its coefficients in $A$ (cf. Chapter III, sublemma (17.6.6)). Note also that $F(X, Y)$ is curvilinear. Because $A$ is of characteristic zero, the $b(n)$ determine (inductively) the $c(p, d)$ (cf. (27.4.8)), and hence the calculations of (27.4.3) show that the pair of entwined functions associated to $F(X, Y)$ is precisely the pair $b(n), c(p, d)$ we started out with.

(27.6.15) Proof of Theorem (27.4.15) Let $\delta_1(t), \ldots, \delta_m(t)$ be the standard $V$-basis for $\mathcal{C}(F_{R}, \mathbb{Z}[R])$. Write

$$f_p \delta_i(t) = \sum_{s=1}^{\infty} \sum_{j=1}^{m} V_s \langle c(p, s)_{j,i} \rangle \delta_j(t)$$

Then we have already seen (cf. (27.5.35)) that $c(p, s) = pv_p(s)^{-1}R_{ps}$ mod(decomposables), where $v_p(s) = p$ if $s$ is a power of $p$ and $v_p(s) = 1$ otherwise. Hence

$$\mathfrak{g}(C(p, s)_{i,j}) = pv_p(s)^{-1}R_{ps}(i, j) \mod(\text{decomposables})$$

and it follows that $\mathfrak{g}$ is surjective. Note also (cf. (27.5.35) again) that $\mathfrak{g}$ is homogeneous of degree zero. Let $f_{R}(X)$, the logarithm of $F_{R}(X, Y)$, be equal to

$$f_{R}(X) = \sum_{n=1}^{\infty} b_n(R) i^n$$

Then, cf. (12.2.1), $nb_n(R) = nv(n)^{-1}R_n \mod(\text{decomposables})$ and it follows that

$$\mathfrak{g}(B(n)_{i,j}) = nv(n)^{-1}R_{n}(i, j) \mod(\text{decomposables})$$

Now the relations of (27.4.12) show that $L \otimes \mathbb{Q}$ is generated by the $B(n)_{i,j}$ and in fact they show that $L \otimes \mathbb{Q}$ is the free polynomial ring over $\mathbb{Q}$ generated by the $B(n)_{i,j}, n \in \mathbb{N} \setminus \{1\}, i, j \in \{1, \ldots, m\}$; cf. also (27.6.13). It follows that $\mathfrak{g} \otimes \mathbb{Q}: L \otimes \mathbb{Q} \to \mathbb{Q}[R]$ is injective. Q.E.D.

27.7 Cartier–Dieudonné modules in the one prime number case

Choose a prime $p$ and let $A$ be a $\mathbb{Z}_{(p)}$-algebra. Then the theory of Cartier–Dieudonné modules of Sections 27.1–27.6 can be simplified considerably by considering $\mathcal{C}_{p}(F; A)$, the subgroup of $p$-typical curves instead of $\mathcal{C}(F; A)$. We start with some generalities concerning $\mathcal{C}_{p}(F; A)$.

(27.7.1) $p$-typical curves Recall that $\gamma(t) \in \mathcal{C}_{p}(F; A)$ if and only if $f_{l} \gamma(t) = 0$ for all prime numbers $l \neq p$. This defines a subfunctor $F(X, Y) \mapsto \mathcal{C}_{p}(F; A)$ of the functor $\mathcal{C}(\_; A)$. The group $\mathcal{C}_{p}(F; A)$ is a closed subgroup of $\mathcal{C}(F; A)$ with its topology defined by the subgroups $\mathcal{C}_{p}^{*}(F; A) = \mathcal{C}_{p}(F; A) \cap \mathcal{C}^{p}(F; A)$. It is of course complete in this topology. The subfunctor $\mathcal{C}_{p}(\_; A)$ of
\( \mathcal{C}(\cdot ; A) \) is stable under the operators \( f_p, V_p, \) and \( \langle a \rangle \) for all \( a \in A. \) (It is not stable under the \( V_n \) with \( n \) not a power of \( p. \))

The operator \( V_p \) maps \( \mathcal{C}_p^{(i)}(F; A) \) to \( \mathcal{C}_p^{(i+1)}(F; A) \) and induces isomorphisms
\[
\mathcal{C}_p^{(i)}(F; A)/\mathcal{C}_p^{(i+1)}(F; A) \cong \mathcal{C}_p^{(i+1)}(F; A)/\mathcal{C}_p^{(i+2)}(F; A)
\]

(27.7.2) Now suppose in addition that \( F(X, Y) \) is \( p \)-typical. Then the standard basis curves \( \delta_1(t), \delta_2(t), \ldots \) are \( p \)-typical, and every \( p \)-typical curve can be written as a convergent sum

\[
(27.7.3) \quad \gamma(t) = \sum_{i \in I} \sum_{n=0}^{\infty} V_p <a_{n,i}> \delta_i(t)
\]

All this is either contained in Chapter III, Section 16.3 or is proved in exactly the same way as the corresponding facts for \( \mathcal{C}(\cdot; A) \) in 27.1.

(27.7.4) **The formal group law** \( \hat{W}_{p\alpha}(X; Y) \) Let \( \hat{W}_{p\alpha}(X; Y) \) be the formal group law defined by the Witt addition polynomials \( \Sigma_1(X; Y), \Sigma_p(X; Y), \ldots \) that involve only \( X_1, X_p, X_{p^2}, \ldots \); \( Y_1, Y_p, Y_{p^2}, \ldots \). That is, with this numbering of the indeterminates the index set of \( \hat{W}_{p\alpha}(X; Y) \) is \( \{1, p, p^2, \ldots \}. \)

Let \( \gamma_{w,p}(t) \) be the curve with components \( (\gamma_{w,p})(1) = t \) and \( (\gamma_{w,p})_{pn}(t) = 0 \) for all \( n \in \mathbb{N}. \)

There is a natural (quotient) homomorphism of formal group laws over \( \mathbb{Z}: \)
\[
i(X): \hat{W}(X; Y) \to \hat{W}_{p\alpha}(X, Y)
\]
defined by the \( \{1, p, p^2, \ldots \} \)-tuple of power series in \( X_1, X_2, X_3, \ldots \)
\[
i_1(X) = X_1, \quad i_p(X) = X_p, \quad i_{p^2}(X) = X_{p^2}, \quad \ldots
\]
(This is a homomorphism precisely because \( \Sigma_p(X; Y) \) involves only \( X_1, X_p, \ldots, X_{p^r}; Y_1, Y_p, \ldots, Y_{p^r}. \))

We obviously have
\[
i(\gamma_w(t)) = \gamma_{w,p}(t)
\]

There is also a (subformal group law) homomorphism \( \epsilon_p(X): \hat{W}_{p\alpha}(X, Y) \to \hat{W}(X, Y) \) over \( \mathbb{Z}_{(p)} \) defined by the \( \mathbb{N} \)-tuple of power series in \( X_1, X_p, X_{p^2}, \ldots \)
\[
\epsilon_p(X) = f_w^{-1} \begin{pmatrix} X_1 \\ 0 \\ \vdots \\ X_p + pX_1 \\ 0 \\ \vdots \\ X_{p^2} + pX_p + p^2X_1^2 \end{pmatrix}
\]
where \( f_w(X) \), the logarithm of \( \hat{W}(X, Y) \) is as in (27.1.19). Note that this homomorphism \( e_p(X) \) is not defined over \( \mathbb{Z} \) but only over \( \mathbb{Z}_{(p)} \).

The one prime number version of the representation theorem (= Cartier's first theorem) is now

\( (27.7.5) \) **Theorem** Let \( F(X, Y) \) be a formal group law over a ring \( A \) (which does not need to be a \( \mathbb{Z}_{(p)} \)-algebra) and let \( \gamma(t) \in \mathcal{C}_p(F; A) \). Then there exists a unique homomorphism \( \alpha_{\gamma}(X) : \hat{W}_{\gamma}(X, Y) \to F(X, Y) \) such that \( \alpha_{\gamma}(\gamma_w(t)) = \gamma(t) \). This sets up an isomorphism of topological groups \( \text{FG}_A(W_{\gamma}(X, Y), F(X, Y)) \cong \mathcal{C}_p(F; A) \).

**Proof** Let \( \hat{\alpha}_{\gamma}(X) \) be the unique homomorphism \( \hat{W}(X, Y) \to F(X, Y) \) such that \( \hat{\alpha}_{\gamma}(\gamma_w(t)) = \gamma(t) \). The defining formula for \( \hat{\alpha}_{\gamma}(X) \) (cf. (27.1.20))

\[
\hat{\alpha}_{\gamma}(X) = \sum_{n=1}^{\infty} \hat{w}_n \gamma(X_n)
\]

shows that \( \hat{\alpha}_{\gamma}(X) \) depends only on \( X_1, X_p, X_p, \ldots \) because \( f_n \gamma(t) = 0 \) for all \( n \) that are not powers of \( p \) since \( \gamma(t) \) is \( p \)-typical. This means that \( \hat{\alpha}_{\gamma}(X) \) factors through \( i(X) \) (i.e., \( \hat{\alpha}_{\gamma}(X) = \alpha_{\gamma}(i(X)) \) for some \( \alpha_{\gamma}(X) \)); and because \( i(X) \) takes \( \gamma_w(t) \) to \( \gamma_{w,p}(t) \), we have \( \alpha_{\gamma}(\gamma_{w,p}(t)) = \gamma(t) \); cf. (27.7.4). The homomorphism \( \alpha_{\gamma}(X) \) is also unique because if \( \alpha_{\gamma}(X) \) and \( \alpha(X) \) are different, then so are \( \alpha_{\gamma}(i(X)) \) and \( \alpha(i(X)) \).

\( (27.7.6) \) **Remarks** The homomorphism \( i(X) : \hat{W}(X, Y) \to \hat{W}_{w}(X, Y) \) corresponds to the inclusions \( \mathcal{C}_p(F; A) \to \mathcal{C}(F; A) \) and the homomorphism \( e_p(X) : \hat{W}_{w}(X, Y) \to \hat{W}(X, Y) \) (over \( \mathbb{Z}_p \)) corresponds to \( p \)-typification. All this in the sense that the following diagrams are commutative:

\[
\begin{array}{ccc}
\text{FG}_A(W_{\gamma}(X, Y), F(X, Y)) & \xrightarrow{\sim} & \mathcal{C}_p(F; A) \\
\downarrow \text{FG}_A(i(X), F(X, Y)) & & \\
\text{FG}_A(W(X, Y), F(X, Y)) & \xrightarrow{\sim} & \mathcal{C}(F; A)
\end{array}
\]

\[
\begin{array}{ccc}
\text{FG}_A(\hat{W}(X, Y), F(X, Y)) & \xrightarrow{\sim} & \mathcal{C}(F; A) \\
\downarrow \text{FG}_A(e_p(X), F(X, Y)) & & \\
\text{FG}_A(\hat{W}_{\gamma}(X, Y), F(X, Y)) & \xrightarrow{\sim} & \mathcal{C}_p(F; A)
\end{array}
\]

where the horizontal isomorphisms are those of Theorems (27.7.5) and (27.1.14) (and where the vertical arrows in the second diagram are only defined if \( A \) is a \( \mathbb{Z}_{(p)} \)-algebra).

\( (27.7.7) \) **Operators** An operator of the functor \( \mathcal{C}_p(-; A) \) is of course a functorial endomorphism of \( \mathcal{C}_p(-; A) \), and using Theorem (27.7.5) one has the obvious analogue of Proposition (27.2.5) giving us in this case a one–one correspondence between operators of \( \mathcal{C}_p(-; A) \) and \( p \)-typical curves in
\( \hat{W}_{p^{\infty}}(X, Y) \), i.e., elements of \( \mathcal{C}_p(\hat{W}_{p^{\infty}}; A) \). The standard V-basis for \( \hat{W}_{p^{\infty}} \) is \( \delta_1(t), \delta_p(t), \ldots \). These are all \( p \)-typical curves, and (27.7.3) together with (27.1.16) now gives us that every element in \( \mathcal{C}_p(\hat{W}_{p^{\infty}}; A) \) can be uniquely written as a sum

\[
\gamma(t) = \sum_{n=0}^{\infty} \sum_{i=0}^{\infty} V^n_p \langle a_{n,i} \rangle f^i_p \gamma_{w,p}(t)
\]

giving us a unique expression for every operator of \( \mathcal{C}_p(\cdot; A) \) in terms of \( V_p, f_p, \) and \( \langle a \rangle \)'s:

\[
\sum_{n,i=0}^{\infty} V^n_p \langle a_{n,i} \rangle f^i_p
\]

with for every \( n \in \mathbb{N} \) only finitely many \( a_{n,i} \neq 0 \).

\textbf{(27.7.9) The ring Cart}_p(A) Let Cart\(_p(A)\) be the ring of operators of \( \mathcal{C}_p(\cdot; A) \). Then Cart\(_p(A)\) consist of expressions like (27.7.8); the multiplication and addition are given by the calculation rules

\[
\langle a \rangle V_p = V_p \langle a^n \rangle, \quad f_p \langle a \rangle = \langle a^n \rangle f_p
\]

\[
f_p V_p = p
\]

\[
\langle a + b \rangle = \sum_{n=0}^{\infty} V^n_p \langle r_{p^n}(a, b) \rangle f^n_p
\]

where the \( r_{p^n}(a, b) \) are as in (27.2.11).

\textbf{(27.7.10) Theorem (Cartier's second theorem in the case of one prime number)} Let \( F(X, Y) \) and \( G(X, Y) \) be two formal group laws over a \( \mathbb{Z}_p \)-algebra \( A \) and let \( \beta: \mathcal{C}_p(F; A) \to \mathcal{C}_p(G; A) \) be a continuous additive homomorphism that commutes with the operators \( \langle a \rangle, f_p, \) and \( V_p \). Then there is a unique homomorphism \( \alpha(X): F(X, Y) \to G(X, Y) \) such that \( \mathcal{C}_p(\alpha; A) = \beta \).

**Proof** It suffices to prove this for \( F(X, Y) \) and \( G(X, Y) \) \( p \)-typical formal group laws because every formal group law over \( A \) is isomorphic to a \( p \)-typical one (Chapter III, Theorem (15.2.9)). Now every curve \( \gamma(t) \in \mathcal{C}(F; A) \) can be written uniquely as a sum

\[
\gamma(t) = \sum_{(p,n)=1} V_n \gamma_n(t), \quad \gamma_n(t) \in \mathcal{C}_p(F; A)
\]

(cf. Chapter III, Lemma (16.3.8)). We now use this to extend \( \beta: \mathcal{C}_p(F; A) \to \mathcal{C}_p(G; A) \) to an additive continuous homomorphism \( \hat{\beta}: \mathcal{C}(F; A) \to \mathcal{C}(G; A) \) that commutes with \( f_r, V_r, \) and \( \langle a \rangle \) for all \( r \in \mathbb{N}, a \in A \). We take (of course)

\[
\hat{\beta} \gamma(t) = \sum_{(p,n)=1} V_n \beta(\gamma_n(t))
\]

Note that this is the only possibility if we want \( \hat{\beta} \) to be additive and continuous and such that \( \hat{\beta} \) commutes with the \( V_r \). The map \( \hat{\beta} \) defined by (27.7.12) is
certainly additive and continuous. We prove that \( \hat{\beta} \) commutes with all \( V_l f_l \) for \( l \) a prime number and with \( \langle a \rangle \) for all \( a \in A \). (This suffices because \( V_r V_s = V_{rs}, f_r f_s = f_{rs} \).) Let \( \gamma(t) \) be as in (27.7.11), then the corresponding unique expressions for \( \langle a \rangle \gamma(t), V_p \gamma(t), f_p \gamma(t), V_l \gamma(t), f_l \gamma(t) \) where \( l \) is a prime number \( \neq p \) are respectively

\[
\langle a \rangle \gamma(t) = \sum_{(p,n) = 1} V_n(\langle a^n \rangle \gamma_n(t)) \\
V_p \gamma(t) = \sum_{(p,n) = 1} V_n(V_p \gamma_n(t)) \\
f_p \gamma(t) = \sum_{(p,n) = 1} f_p V_n \gamma_n(t) = \sum_{(n,p) = 1} V_n(f_p \gamma_n(t)) \\
V_l \gamma(t) = \sum_{(p,n) = 1} V_{nl} \gamma_n(t) \\
f_l \gamma(t) = \sum_{(p,n) = 1} V_n f_l \gamma_n(t) + \sum_{l | n} l V_{n/l} \gamma_n(t) \\
= \sum_{(p,n) = 1, n/l = 1} V_{n/l} (l \gamma_n(t))
\]

(where one uses of course that \( f_l \gamma_n(t) = 0 \) because \( \gamma_n(t) \in \mathcal{O}_p(F; A) \)). It follows that

\[
\hat{\beta}(\langle a \rangle \gamma(t)) = \sum_{(p,n) = 1} V_n \beta(\langle a^n \rangle \gamma_n(t)) \\
= \sum_{(p,n) = 1} V_n \langle a^n \rangle \beta(\gamma_n(t)) = \langle a \rangle \hat{\beta}(\gamma(t)) \\
\hat{\beta}(V_p \gamma(t)) = \sum_{(p,n) = 1} V_n \beta(V_p \gamma_n(t)) \\
= \sum_{(p,n) = 1} V_n V_p \beta(\gamma_n(t)) = V_p \hat{\beta}(\gamma(t)) \\
\hat{\beta}(f_p \gamma(t)) = \sum_{(n,p) = 1} V_n \beta(f_p \gamma_n(t)) = \sum_{(p,n) = 1} V_n f_p \beta(\gamma_n(t)) \\
= \sum_{(n,p) = 1} f_p V_n \beta(\gamma_n(t)) = f_p \hat{\beta}(\gamma(t)) \\
\hat{\beta}(V_l \gamma(t)) = \sum_{(p,n) = 1} V_{nl} \beta(\gamma_n(t)) = V_l \hat{\beta}(\gamma(t)) \\
\hat{\beta}(f_l \gamma(t)) = \sum_{(p,n) = 1, l | n} V_{n/l} \beta(l \gamma_n(t)) = \sum_{l | n} V_{n/l} \beta(\gamma_n(t)) \\
= \sum_{(p,n) = 1, l | n} f_l V_{n/l} \beta(\gamma_n(t)) + \sum_{(p,n) = 1} f_l V_n \beta(\gamma_n(t)) \\
= \sum_{(p,n) = 1} f_l V_n \beta(\gamma_n(t)) = f_l \hat{\beta}(\gamma(t))
(where, again, one uses that \( f, \mathcal{C}_p(G; A) = 0 \)). By Corollary (27.3.5) there is a unique \( \alpha(X) : F(X, Y) \to G(X, Y) \) such that \( \mathcal{C}(\alpha; A) = \hat{\beta} \). Then \( \mathcal{C}_p(\alpha; A) = \beta \), and \( \alpha(X) \) is unique because \( \hat{\beta} \) is uniquely determined by \( \beta \) (cf. just below (27.7.12)).

(27.7.13) We have now proved the one prime analogues of Cartier’s first and second theorems. It is the third theorem, however, that is really substantially easier to prove in the one prime number case.

(27.7.14) Theorem Let \( \mathcal{C} \) be a complete Hausdorff topological group with additive continuous operators \( V \) and \( f \) and \( \langle a \rangle \) for all \( a \in A \) such that the relations (27.7.9) hold. Suppose that \( \mathcal{C} = \lim \mathcal{C}/V^n\mathcal{C} \) (i.e., the topology of \( \mathcal{C} \) is defined by the subgroups \( V^n\mathcal{C} \)), that \( V \) is injective, and that \( \mathcal{C}/V\mathcal{C} \) is free of finite rank over \( A \). (This quotient is an \( A \)-module via the operators \( \langle a \rangle \).) Then there exists a formal group law \( F(X, Y) \) over \( A \) of dimension rank \( A(\mathcal{C}/V\mathcal{C}) \) such that \( \mathcal{C}(F, A) \cong \mathcal{C} \) and such that under this isomorphism \( \mathcal{C}_p(F; A) \) corresponds to \( V^n\mathcal{C}, V_p \to V, f_p \to f, \) and \( \langle a \rangle \to \langle a \rangle \).

Proof Let \( \delta_1, \ldots, \delta_m \) be a set of elements of \( \mathcal{C} \) such that their classes \( \text{mod} \mathcal{C}/V\mathcal{C} \) are a basis for \( \mathcal{C}/V\mathcal{C} \). Then one shows as usual that the \( \delta_1, \ldots, \delta_m \) are a \( V \)-basis for \( \mathcal{C} \), i.e., that every element \( \gamma \in \mathcal{C} \) can be written uniquely as a convergent sum

\[
\gamma = \sum_{n=0}^{\infty} \sum_{j=1}^{m} V^n \langle a_{n,j} \rangle \delta_j
\]

(\( V \) injective and \( \langle C^{(n)} = V^n\mathcal{C} \) ” together see to it that \( V \) induces isomorphisms \( \mathcal{C}^{(n)} / \mathcal{C}^{(n+1)} \to \mathcal{C}^{(n+1)} / \mathcal{C}^{(n+2)} \) and \( \langle a \rangle \mathcal{C}^{(n)} \subset \mathcal{C}^{(n)} \) follows from \( \langle a \rangle V^m = V^m \langle a^{m} \rangle \).

In particular, we have that the \( f\delta_i \) can be written as a unique convergent sum

\[
f\delta_i = \sum_{n=0}^{\infty} \sum_{j=1}^{m} V^n \langle c(n, j, i) \rangle \delta_j
\]

Let \( F_v(X; Y) \) be the \( m \)-dimensional universal \( p \)-typical formal group law constructed in Chapter II, Section 10.3, with logarithm

\[
f_v(X) = \sum_{n=1}^{\infty} a_n(V) X^n
\]

Let \( \delta_1(t), \ldots, \delta_m(t) \) be the standard \( V \)-basis of \( \mathcal{C}_p(F_v; Z[V]) \). Then we claim

\[
(27.7.15) \quad f_p(\delta_i(t)) = \sum_{n=0}^{\infty} \sum_{j=1}^{m} F_v^n \langle V_{n+1}(j, i) \rangle \delta_j(t)
\]

Admitting this for the moment, it follows that if \( \phi : Z[V] \to A \) is the homomorphism \( \phi : V_n(i, j) \to c(n - 1, i, j) \), then \( \mathcal{C}_p(\phi * F_v(X, Y); A) = \mathcal{C} \) where moreover the standard basis \( \delta_1(t), \ldots, \delta_m(t) \) goes into \( \delta_1, \ldots, \delta_m \).
It remains to prove (27.7.15). We recall that over characteristic zero rings \( f_p \) is characterized by

\[
(27.7.16) \quad f(\gamma(t)) = \sum_{i=1}^{\infty} x_i t^i \Rightarrow f(f_p \gamma(t)) = \sum_{i=1}^{\infty} px_{pi} t^i
\]

cf. Chapter III, (15.1.9) or (27.4.5). Let \( a_n(V)(i) \) be the ith column of the matrix \( a_n(V) \), then

\[
f_V(\delta_i(t)) = \sum_{n=1}^{\infty} a_n(V)(i)t^{pn}
\]

so that by (27.7.16)

\[
(27.7.17) \quad f_V(f_p \delta_i(t)) = \sum_{n=0}^{\infty} pa_{n+1}(V)(i)t^{pn}
\]

On the other hand, we have, writing \( V_{n+1}(i) \) for the ith column of \( V_{n+1} \),

\[
(27.7.18) \quad f_V \left( \sum_{n,j} \tilde{V}_p^n(V_{n+1}(j, i) \delta_j(t)) \right) = \sum_{n=0}^{\infty} \sum_{j=1}^{m} f_V(V_{n+1}(j, i) \delta_j(t^{pn})) = \sum_{n=0}^{\infty} f_V(V_{n+1}(i)t^{pn})
\]

\[
= \sum_{n=0}^{\infty} \sum_{r=0}^{\infty} a_r(V)(V_{n+1}(i)t^{pn})t^{rr} = \sum_{l=0}^{\infty} \left( \sum_{d=0}^{l} a_d(V)V_{l+1-d}(i)t^{pd} \right) t^{pl}
\]

\[
= \sum_{l=0}^{\infty} pa_{l+1}(V)(i)t^{pl}
\]

where we have used that

\[
a_{l+1}(V) = p^{-1}a_l(V)V_l^{(pl)} + \cdots + p^{-1}a_1(V)V_1^{(pl)} + p^{-1}V_{l+1}
\]

(cf. Chapter II, (10.4.3)), and where (as usual) \( V_l^{(pl)} \) is short for the column vector \( (V_l(1, i)^{pl}, \ldots, V_l(m, i)^{pl}) \).

Comparing (27.7.17) and (27.7.18) we see that we have proved (27.7.15) and hence the theorem.

\section{Remarks}

(i) We have not used that \( A \) is a \( \mathbb{Z}_p \)-algebra.

(ii) Formula (27.7.15) gives us of course the structure of the Cartier–Dieudonné module \( \mathcal{C}_p(F; A) \) for any formal group law of the form \( \phi_\ast F_V(X, Y) \) in terms of the \( \phi(V_d(i, j)) \in A \).

(iii) There are no relations that the structure constants \( c(n, j, i) \) must satisfy, a completely different situation compared to the case where two or
more prime numbers are noninvertible. In fact the proof above gives us a one-one correspondence between \( p \)-typical formal group laws and modules \( \mathcal{C} \) over \( \text{Cart}_p(A) \) of the type described together with a particular \( V \)-basis of \( \mathcal{C} \).

72.7.20 Definition We shall (following Lazard) call modules \( \mathcal{C} \) over \( \text{Cart}_p(A) \) reduced if \( \mathcal{C} = \varprojlim \mathcal{C}/V^i\mathcal{C} \) (also topologically with \( \mathcal{C}/V^i\mathcal{C} \) discrete), \( V: \mathcal{C} \rightarrow \mathcal{C} \) is injective and \( \mathcal{C}/V\mathcal{C} \) is a free \( A \)-module. Then the \( \text{Cart}_p(A) \) modules that come from (finite dimensional) formal group law over \( A \) are precisely the reduced \( \text{Cart}_p(A) \) modules (of finite \( V \)-dimension), where finite \( V \)-dimension means that there is a finite \( V \)-basis.

28 On the Classification of Commutative Formal Group Laws over an Algebraically Closed Field of Characteristic \( p > 0 \)

All formal group laws in this Section 28 will be finite dimensional.

28.1 On the rings \( \text{Cart}(A) \) and \( \text{Cart}_p(A) \)

We want to give a more pleasant description of especially the ring \( \text{Cart}_p(A) \) in case \( A \) is a perfect field of characteristic \( p \). To this end, first a lemma:

72.8.1.1 Lemma Let \( d = (n, i) \). Then we have in \( \text{Cart}(A) \)

\[
(V_m \langle a \rangle f_n)(V_i \langle b \rangle f_j) = dV_{u/l/d} \langle a \rangle b^n/d f_{n/l/d} f_{j/d}
\]

Proof Use \( f_n V_i = f_{n/l/d} f_{i/d} V_{i/d} = df_{n/d} V_{i/d} = dV_{i/d} f_{n/d} \).

72.8.1.2 Now let for the moment \( A \) be a torsion free ring without nilpotents. Let \( \mathcal{A}_2 \subset \text{Cart}(A) \) be the right ideal of all elements \( \sum V_m \langle a_{m,n} \rangle f_n \) such that \( a_{1,n} = 0 \) for all \( n \). Note that \( \text{Cart}(A)/\mathcal{A}_2 \) is a free \( A \)-module with the classes of the \( f_i \) mod \( \mathcal{A}_2 \) as basis. For each \( l \in \mathbb{N} \) we calculate \( f_l x \mod \mathcal{A}_2 \) for \( x \in \text{Cart}(A) \). We find using \( 72.8.1.1 \)

\[
f_l(\sum V_m \langle a_{m,n} \rangle f_n) \equiv \sum_{d|l} d a_{n/d} f_{n/d} \mod \mathcal{A}_2
\]

Note that if \( A \) is torsion free and without nilpotents, then the congruences above for each \( l \) determine \( \sum V_m \langle a_{m,n} \rangle f_n \) completely. We also note that \( x \in \text{Cart}(A) \) is of the form

\[
(*) \quad x = \sum_{n=1}^{\infty} V_n \langle a_{n,n} \rangle f_n
\]

if and only if we have for all \( l \in \mathbb{N} \)

\[
f_l x \equiv \lambda f_l
\]

for some \( \lambda \in A \). This is a property which is preserved under sums and products, and it follows that the set of all elements of \( \text{Cart}(A) \) of the form \( (*) \) is a subring
of \( \text{Cart}(A) \), at least if \( A \) is torsion free, and without nilpotent elements. But then this holds in general because a surjective ring homomorphism \( \phi: B \to A \) induces a surjective ring homomorphism \( \text{Cart}(B) \to \text{Cart}(A) \). \( \sum \mathbb{V}_m \langle \phi(b_{m,n}) \rangle f_n \to \sum \mathbb{V}_m \langle a_{m,n} \rangle f_n \).

(28.1.3) We are now going to identify the subring \( R(A) = \{ \sum \mathbb{V}_m \langle b_{m,n} \rangle f_n \} \) of \( \text{Cart}(A) \). This is obviously a functorial subring (cf. (28.1.2)) and we define functor morphisms \( w_n \) by the formula

\[
 w_n \left( \sum_{r=1}^x \mathbb{V}_r \langle a_r \rangle f_r \right) = \sum_{d|n} d a_n^{\langle d \rangle}
\]

If we can show that the \( w_n \) define functorial ring homomorphisms \( R(A) \to A \), we shall have identified the ring functor \( R(\cdot) \) with the ring functor \( W(\cdot) \) of generalized Witt vectors (cf. Chapter III, Theorem (15.3.9)). To this end, first observe that obviously

\[
 w_n \left( \sum_{r=1}^x \mathbb{V}_r \langle a_r \rangle f_r \right) = \sum_{r=1}^x w_n(\mathbb{V}_r \langle a_r \rangle f_r).
\]

It therefore suffices to show that

\[
w_n(\mathbb{V}_m \langle a \rangle f_m + \mathbb{V}_m \langle b \rangle f_m) = w_n(\mathbb{V}_m \langle a \rangle f_m) + w_n(\mathbb{V}_m \langle b \rangle f_m)
\]

and

\[
w_n(\mathbb{V}_m \langle a \rangle f_m \mathbb{V}_s \langle b \rangle f_s) = w_n(\mathbb{V}_m \langle a \rangle f_m)w_n(\mathbb{V}_s \langle b \rangle f_s)
\]

Now using the formula for \( \langle a + b \rangle \) (cf., e.g., (27.2.11)) we find

\[
w_n(\mathbb{V}_m \langle a \rangle f_m + \mathbb{V}_m \langle b \rangle f_m) = w_n(\mathbb{V}_m \langle a + b \rangle f_m)
\]

\[
= \sum_{i=1}^x \mathbb{V}_i \langle r_i(a, b) \rangle f_i f_m
\]

\[
= w_n \left( \sum_{i=1}^x \mathbb{V}_i \langle r_i(a, b) \rangle f_i \right) f_m
\]

\[
= w_n \left( \sum_{i=1}^x \mathbb{V}_i \langle r_i(a, b) \rangle f_i \right)
\]

\[
= \sum_{n|d|n} \text{md} r_d(a, b)^{\langle m/d \rangle}
\]

\[
= m \left( \sum_{d|(n/m)} d r_d(a, b)^{\langle m/d \rangle} \right)
\]

where of course we (must) interpret the sum as 0 if \( m \) does not divide \( n \). By the definition of the \( r_d(a, b) \) this last sum is equal to

\[
ma^{\langle m/m \rangle} + mb^{\langle m/m \rangle} = w_n(\mathbb{V}_m \langle a \rangle f_m) + w_n(\mathbb{V}_m \langle b \rangle f_m)
\]

if \( m \) divides \( n \). This proves (28.1.5). Formula (28.1.6) is easier. Let \( d = (m, s) \). then by Lemma (28.1.1)

\[
w_n(\mathbb{V}_m \langle a \rangle f_m \mathbb{V}_s \langle b \rangle f_s) = w_n(d \mathbb{V}_{ms/d} \langle a^\langle d \rangle b^{\langle m/d \rangle} \rangle f_{ms/d})
\]

which is equal to 0 if \( d^{-1}ms \) does not divide \( n \) and equal to \( ms a^{\langle m/m \rangle b^{\langle n/s \rangle}} \) if \( d^{-1}ms \)
does divide \(n\). The same holds for the product \(w_n(V_m (a) f_m) w_n(V_s (b) f_s)\) because \(m\) and \(s\) both divide \(n\) if and only if \(msd^{-1}\) divides \(n\).

(28.1.7) In exactly the same manner, using the same calculations, one shows that \(R_p(A) = \{ \sum V^n_p \langle a_n \rangle f^n_p \}\) is a subring of \(\text{Cart}_p(A)\) which identifies with \(W_{p \times} (A)\).

We sum up the results obtained in a proposition:

(28.1.8) **Proposition**

(i) The map \((a_1, a_2, \ldots) \mapsto \sum_{n=1}^\infty V^n_p \langle a_n \rangle f^n_p\) defines an injective functorial ring homomorphism \(W(A) \to \text{Cart}(A)\).

(ii) The map \((a_0, a_1, a_2, \ldots) \mapsto \sum_{n=0}^\infty V^n_p \langle a_n \rangle f^n_p\) defines an injective functorial ring homomorphism \(W_{p \times} (A) \to \text{Cart}_p(A)\).

(28.1.9) We now identify \(W(A)\) and \(W_{p \times} (A)\) with their images in \(\text{Cart}(A)\) and \(\text{Cart}_p(A)\) and shall try to describe \(\text{Cart}_p(A)\) as a certain overring of \(W_{p \times} (A)\). To do this without unreasonable possibilities of confusion we make a change of notation. We have defined in Chapter III a Frobenius functorial ring endomorphism \(f_p\) of the functor \(W_{p \times} (-)\). To avoid confusion with the symbol (or element) \(f_p\) occurring in \(\text{Cart}_p(A)\) we shall from now on in this chapter use \(\sigma\) to denote the Frobenius endomorphism of the ring functor \(W_{p \times} (-)\).

(28.1.10) We first note that every element of \(\text{Cart}_p(A)\) can be written as a sum

\[
\sum_{n,m} V^n_p \langle a_{m,n} \rangle f^n_p = x_0 + \sum_{i=1}^\infty x_i f^i_p + \sum_{j=1}^\infty y_j f^j_p
\]

with \(x_i, y_j \in W_{p \times} (A)\). Next let \(x = \sum_{n=0}^\infty V^n_p \langle a_n \rangle f^n_p \in W_{p \times} (A)\) and let us calculate \(f_p x\). We find

\[
f_p x = f_p \left( \sum_{n=0}^\infty V^n_p \langle a_n \rangle f^n_p \right) = \langle a_0^p \rangle f_p + \sum_{n=1}^\infty f_p V^n_p \langle a_n \rangle f^n_p
\]

\[
= \langle a_0^p \rangle f_p + \left( \sum_{n=1}^\infty p V^{n-1}_p \langle a_n \rangle f^{n-1}_p \right) f_p
\]

\[
= y f_p
\]

for a certain element \(y\) of \(W_{p \times} (A)\), viz.

\[
y = \langle a_0^p \rangle + p \sum_{m=0}^\infty V^m_p \langle a_{m+1} \rangle f^m_p
\]

To identify \(y\), we calculate \(w_{pn}(y)\) for all \(n \in \mathbb{N} \cup \{0\}\). We find

\[
w_{pn}(y) = (a_0^p)^n + pnw_{pn}(a_1, a_2, \ldots)
\]

\[
= a_0^{pn+1} + p(a_1^{pn} + pa_2^{pn-1} + \cdots + p^na_{n+1})
\]

\[
= w_{pn+1}(a_0, a_1, a_2, \ldots)
\]

\[
= w_{pn+1}(x)
\]
and this, everything being functorial, identifies \( y \) as \( \sigma(x) \) where \( \sigma \) is the Frobenius endomorphism of \( W_{p^\infty}(-) \). We have found the following calculation rule in \( \text{Cart}_p(A) \) as an overring of \( W_{p^x}(A) \):

\[
(28.1.12) \quad f_p x = \sigma(x)f_p
\]

Similarly one finds

\[
(28.1.13) \quad xV_p = V_p\sigma(x)
\]

And of course we still have that

\[
(28.1.14) \quad f_p V_p = p \in W_{p^x}(A)
\]

Also recall that \( V_p f_p \in \text{Cart}_p(A) \) is an element of \( W_{p^\infty}(A) \), viz.

\[
(28.1.15) \quad V_p f_p = (0, 1, 0, 0, \ldots) \in W_{p^x}(A)
\]

We have obtained a description of \( \text{Cart}_p(A) \) as the ring of all expressions (28.1.11) in the symbols \( f_p \) and \( V_p \) with coefficients in \( W_{p^x}(A) \) and the calculation rules (28.1.12)–(28.1.15). This description is not yet quite complete because we have neglected to take along the “convergence condition” for elements \( \sum V^n_p <a_{m,n}> f^n_p \) of \( \text{Cart}_p(A) \), which says that for every \( m \in \mathbb{N} \) there are only finitely many \( n \in \mathbb{N} \) such that \( a_{m,n} \neq 0 \). This translates into the condition that in (28.1.11) we must have \( \lim_{i \to -x} x_i = 0 \) in \( W_{p^x}(A) \). That is, if \( a_{i,n} \) is the first coefficient of \( x_i = \sum V^n_p <a_{i,n}> f^n_p \) that is nonzero, then \( n_i \) must go to infinity as \( i \) goes to infinity.

(Note that the topology on \( W_{p^x}(A) \) defined by the ideals \( \{(0, \ldots, 0, a_{n+1}, a_{n+2}, \ldots)\} \) and the topology of \( W_{p^x}(A) \) as a subring of the topological ring \( \text{Cart}_p(A) \) coincide.)

Now suppose that \( A \) is of characteristic \( p > 0 \), then (cf. Proposition (17.3.16) of Chapter III)

\[
p = f_p V_p(1, 0, 0, \ldots) = f_p(0, 1, 0, 0, \ldots) = (0, 1, 0, 0, \ldots)
\]

so in this case we have \( f_p V_p = V_p f_p = p \) in \( \text{Cart}_p(A) \).

Finally, suppose that \( A \) is a perfect field of characteristic \( p > 0 \), then \( W_{p^\infty}(A) \) is the unique unramified complete discrete valuation ring of characteristic zero with residue field \( A \) and \( \sigma \) is an automorphism of \( A \) (cf. Chapter III, Proposition (17.4.17)). This means that we can also write \( V_p x = \sigma^{-1}(x)V_p \) and that we can move \( f_p \) and \( V_p \) left or right at will. We now have the following description of \( \text{Cart}_p(k) \) if \( k \) is a perfect field of characteristic \( p > 0 \).

\[\text{(28.1.16) Proposition} \text{ Let } k \text{ be a perfect field of characteristic } p > 0 \text{ and } W_{p^x}(k) \text{ its ring of Witt vectors. Then } \text{Cart}_p(k) \text{ is the ring of all expressions}
\]

\[
x_0 + \sum_{i=1}^\infty x_i V^i + \sum_{i=1}^\infty y_i f^i
\]
in two symbols \( f \) and \( V \) with coefficients in \( W_p \), with the extra condition that \( \lim_{t \to x} y_t = 0 \). The calculation rules are

\[
fx = \sigma(x)f, \quad Vx = \sigma^{-1}(x)V, \quad fV = Vf = p
\]

28.2 The property "finite height" of formal group laws

In this section (28.2) \( k \) is a perfect field of characteristic \( p > 0 \) and \( F(X, Y) \) is a formal group law of finite dimension over \( k \).

(28.2.1) In Chapter IV, Section 18 we defined \( F(X, Y) \) to be of finite height if \( k[[X_1, X_2, \ldots, X_m]] \) was of finite rank over the subring \( k[H_1, \ldots, H_m] \) where \( H_i \) is the \( i \)-th component of the \( m \)-tuple of power series \( [p]_F(X) \), and we claimed (without proof except in the case \( m = 1 \)) that then this rank is of the form \( p^n \) and we defined \( h \) as the height of \( F(X, Y) \).

Consider \( \mathscr{C}_p(F; k)/[p]_F \mathscr{C}_p(F; k) \). We claim that this is a \( k \)-vector space (with the vector space structure given by the operators \( \langle a \rangle \) for \( a \in k \)). To prove this we (must) show that \( \langle a + b \rangle - \langle a \rangle - \langle b \rangle \) maps \( \mathscr{C}_p(F; k) \) into \( [p]_F \mathscr{C}_p(F; k) \). Now \( \langle a + b \rangle - \langle a \rangle - \langle b \rangle \) is of the form

\[
\langle a + b \rangle - \langle a \rangle - \langle b \rangle = \sum_{n=1}^{\infty} V^n \langle a_n \rangle f^n
\]

Now \( Vf = fV = p, \) so if \( n \geq 1, \)

\[
V^n \langle a \rangle f^n \gamma(t) = V^n f^n \langle \sigma^{-n}(a) \rangle \gamma(t) \in [p^n]_F \mathscr{C}(F; k)
\]

(we have also used \( \sigma \) for the (compatible) automorphism \( a \mapsto a^n \) of \( k \)). So \( \mathscr{C}_p(F; k)/[p]_F \mathscr{C}_p(F; k) \) is a \( k \)-vector space. In this section we show that this is a finite dimensional vector space iff \( F(X, Y) \) is of finite height and that \( h = \dim_k(\mathscr{C}_p(F; k)/[p]_F \mathscr{C}_p(F; k)) \).

To do this we use a result on closed submodules of \( \mathscr{C}_p(k) \)-modules \( \mathscr{C} \) which are of the type \( \mathscr{C}_p(F; k) \).

(28.2.2) Proposition Let \( \mathscr{C} \) be a complete Hausdorff \( \mathscr{C}_p(k) \)-module such that \( \mathscr{C} = \varprojlim \mathscr{C}/V^n \mathscr{C} \), such that \( \dim_k(\mathscr{C}/V^n \mathscr{C}) < \infty \) and such that \( V \) is injective. Let \( \mathcal{Q} \) be a closed submodule of \( \mathscr{C} \). Then there exists a \( V \)-basis \( \gamma_1, \ldots, \gamma_m \) of \( \mathscr{C} \) and a disjoint partition \( I_0 \cup I_1 \cup I_2 \cup \cdots \) of \( \{1, \ldots, m\} \) (almost all of the \( I_j \) are empty) such that the following holds: if

\[
\gamma = \sum_{n=0}^{\infty} \sum_{i=1}^{m} V^n \langle a_{n,i} \rangle \gamma_i
\]

is the unique expression of \( \gamma \) in terms of the \( V \)-basis \( \{\gamma_1, \ldots, \gamma_m\} \), then \( \gamma \in \mathcal{Q} \) if and only if \( a_{n,i} = 0 \) if \( i \in I_l \) and \( n < l \). (In particular we have \( a_{n,i} = 0 \) for all \( n \) if \( i \in I_x \) for all \( \gamma \in \mathcal{Q} \).)
Proof Consider the subgroups \( \mathcal{D} \cap V^n \mathcal{C} \) of \( \mathcal{D} \) and let \( \text{gr}_n(\mathcal{D}) = \mathcal{D} \cap V^n \mathcal{C} \). \( \mathcal{D} \cap V^{n+1} \mathcal{C} \), \( \text{gr}_n(\mathcal{C}) = V^n \mathcal{C}/V^{n+1} \mathcal{C} \). Then \( \text{gr}_n(\mathcal{D}) \) is a subvector space of \( \text{gr}_n(\mathcal{C}) \). (The vector space structure in \( \text{gr}_n(\mathcal{C}) \) is induced by the operators \( \langle a \rangle : V^n \mathcal{C} \to V^n \mathcal{C} \).) Applying \( V \) gives us \textit{semilinear} \( k \)-vector space embeddings

\[
\text{(28.2.3)} \quad V : \text{gr}_n(\mathcal{C}) \to \text{gr}_{n+1}(\mathcal{C}), \quad V : \text{gr}_n(\mathcal{D}) \to \text{gr}_{n+1}(\mathcal{D})
\]

which, because \( k \) is perfect, gives us subvector spaces \( V \text{gr}_n(\mathcal{C}) \) and \( V \text{gr}_n(\mathcal{D}) \) of \( \text{gr}_{n+1}(\mathcal{C}) \) and \( \text{gr}_{n+1}(\mathcal{D}) \), respectively. For each \( n \in \mathbb{N} \cup \{0\} \), let \( \Gamma_n \) be a subvector space of \( \text{gr}_n(\mathcal{D}) \) such that

\[
\text{(28.2.4)} \quad \text{gr}_n(\mathcal{D}) = \Gamma_n \oplus V \text{gr}_{n-1}(\mathcal{D}), \quad \text{gr}_0(\mathcal{D}) = \Gamma_0
\]

and for each \( n \) choose elements \( \tilde{\gamma}_{i,n} \in \mathcal{D} \cap V^n \mathcal{C} \) such that their classes in \( \text{gr}_n(\mathcal{D}) \) are a basis for \( \Gamma_n \) and let \( \gamma_{i,n} \in \mathcal{C} \) be such that \( V^n \gamma_i = \tilde{\gamma}_i \). If \( \Gamma_n = 0 \), then there are no \( \tilde{\gamma}_{i,n} \) and \( \gamma_{i,n} \). We claim that the \( \gamma_{i,n} \) thus found are part of a \( V \)-basis of \( \mathcal{C} \). To prove this it suffices to show that all these \( \gamma_i \) are linearly independent mod \( V \mathcal{C} \). Let \( \gamma_{i,1}, \gamma_{i,2}, \ldots, \gamma_{i,m} \) be a finite set of these \( \gamma \)'s. Let \( n \) be the maximum of the \( n_i \). Now by (28.2.3) and (28.2.4) we know that

\[
\text{gr}_n(\mathcal{C}) \supset \text{gr}_n(\mathcal{D}) = V^n \Gamma_0 \oplus V^{n-1} \Gamma_1 \oplus \cdots \oplus V \Gamma_{n-1} \oplus \Gamma_n
\]

so that the \( V^n \gamma_{i,1}, \gamma_{i,2}, \ldots, \gamma_{i,m} \) are linearly independent in \( \text{gr}_n(\mathcal{C}) \) which proves our contention because \( V^n \) induces a semilinear isomorphism \( \text{gr}_0(\mathcal{C}) \to \text{gr}_n(\mathcal{C}) \). (This also shows that \( \Gamma_n = 0 \) for \( n \) sufficiently large.) Let \( \{ \delta_1, \ldots, \delta_s \} \) be the union of all the \( \gamma_{i,1} \) thus found and complete this to a \( V \)-basis \( \{ \delta_1, \ldots, \delta_m \} \) of \( \mathcal{C} \). Then \( \{ \delta_1, \ldots, \delta_m \} \) falls into disjoint subsets

\[
\{ \delta_1, \ldots, \delta_{i_0} \} \cup \{ \delta_{i_0+1}, \ldots, \delta_{i_0+i_1} \} \cup \cdots \cup \{ \delta_{s+1}, \ldots, \delta_m \}
\]

many of which are empty, such that

\[
V^n \delta_1, \ldots, V^n \delta_{i_0+\cdots+i_n}
\]

is a basis for \( \mathcal{D} \cap V^n \mathcal{C} \) for all \( n \in \mathbb{N} \cup \{0\} \). We set \( I_n = \{ i_0 + \cdots + i_{n-1} + 1, \ldots, i_0 + \cdots + i_n \} \), \( I_s = \{ s + 1, \ldots, m \} \).

Now let \( \gamma \in \mathcal{D} \) and write

\[
\text{(28.2.5)} \quad \gamma = \sum_{n=0}^{x} \sum_{i=1}^{m} V^n \langle a_{n,i} \rangle \delta_i
\]

the class of \( \gamma \) mod \( V \mathcal{C} \) is in \( \text{gr}_0(\mathcal{C}) \subset \text{gr}_0(\mathcal{C}) \) and it follows that \( a_{0,i} = 0 \) for \( i \notin I_0 \). Subtracting \( \sum_{i \in I_0} \langle a_{0,i} \rangle \delta_i \), which is in \( \mathcal{C} \), we find an element

\[
\gamma_1 = \sum_{n=1}^{s} \sum_{i=1}^{m} V^n \langle a_{n,i} \rangle \delta_i
\]

which is in \( \mathcal{D} \cap V^n \mathcal{C} \); the class of \( \gamma_1 \) mod \( V^n \mathcal{C} \) is in \( \text{gr}_1(\mathcal{C}) \subset \text{gr}_1(\mathcal{C}) \); it follows that \( a_{1,i} = 0 \) if \( i \notin I_0 \cup I_1 \). Now subtract \( \sum_{i \in I_0 \cup I_1} V \langle a_{1,i} \rangle \delta_i \) from \( \gamma_1 \) to find an element \( \gamma_2 \in \mathcal{D} \cap V^{2n} \mathcal{C} \), etc.

Conversely, suppose that the \( a_{n,i} \) of the element \( \gamma \) of (28.2.5) satisfy the
condition of the proposition. Then $\mathfrak{V}^\pi \langle a_{n,i} \rangle \delta_i \in \mathfrak{D}$ for all $n, i$ and because $\mathfrak{D}$ is closed in $\mathfrak{G}$, it follows that $\gamma \in \mathfrak{D}$. Q.E.D.

We now use the proposition to put every homomorphism between formal group laws into a particularly pleasant form.

(28.2.6) **Proposition** Let $\alpha(X) : F(X, Y) \to G(X, Y)$ be a homomorphism of formal group laws over $k$. Then there are isomorphisms of formal group laws $\beta(X) : F(X, Y) \to \tilde{F}(X, Y)$. $\gamma(X) : G(X, Y) \to \tilde{G}(X, Y)$ where $\tilde{F}(X, Y)$ and $\tilde{G}(X, Y)$ are curvilinear such that $\tilde{\alpha}(X) : \tilde{F}(X, Y) \to \tilde{G}(X, Y)$, $\tilde{\alpha}(X) = \gamma(X) \circ \alpha(X) : \beta^{-1}(X)$ is of the following form: there exist elements $n_1 \leq n_2 \leq \cdots \leq n_r$ in $\mathbb{N}$ such that

$$
\tilde{\alpha}_1(X) = X_{1}^{p^{n_1}}, \ldots, \tilde{\alpha}_r(X) = X_{r}^{p^{n_r}}, \quad \tilde{\alpha}_s(X) = 0 \quad \text{for } s > r
$$

**Proof** Consider the homomorphism of Cartier$(k)$-modules $\alpha_*$ induced by $\alpha(X)$ and let $\mathfrak{D}_1 \subset \mathfrak{G}(F; k)$ be the kernel of $\alpha_*$ and $\mathfrak{D}_2 \subset \mathfrak{G}(G; k)$ the image of $\alpha_*$. We then have

$$
\mathfrak{D}_1 \subset \mathfrak{G}(F; k) \longrightarrow \mathfrak{D}_2 \subset \mathfrak{G}(G; k)
$$

Now $\mathfrak{D}_1$ is clearly a closed submodule of $\mathfrak{G}(F; k)$, and it also has the property

$$
\gamma \in \mathfrak{D}_1 \cap \mathfrak{V}^\pi \mathfrak{G}(F; k) \Rightarrow \gamma \in \mathfrak{V}^\pi \mathfrak{D}_1
$$

Indeed, let $\mathfrak{V}^\pi \tilde{\gamma} = \gamma \in \mathfrak{D}_1$, then $0 = \alpha_*(\mathfrak{V}^\pi \tilde{\gamma}) = \mathfrak{V}^\pi \alpha_*(\tilde{\gamma}) \Rightarrow \alpha_*(\tilde{\gamma}) = 0$ because $\mathfrak{V}^\pi$ is injective on $\mathfrak{G}(G; k)$. This means that all the $\Gamma_i \subset \text{gr}(\mathfrak{D}_1)$ of the proof of Proposition (28.2.2) are zero for $i > 0$, so that by the proof of Proposition (28.2.2) there exists a $\mathfrak{V}$-basis $\{\delta_1, \ldots, \delta_{n_1}\}$ for $\mathfrak{G}(F; k)$ such that $\{\delta_{s+1}, \ldots, \delta_{n_r}\}$ is a $\mathfrak{V}$-basis for $\mathfrak{D}_1$. The Cartier$(k)$-homomorphism $\alpha_*$ is then injective on the closed submodule of $\mathfrak{G}(F; k)$ generated by the $\delta_1, \ldots, \delta_r$, and it follows that $\alpha_*(\delta_1), \ldots, \alpha_*(\delta_r)$ form a $\mathfrak{V}$-basis for $\mathfrak{D}_2$ so that in particular $\mathfrak{D}_2$ is closed in $\mathfrak{G}(G; k)$. (Another way to prove that $\mathfrak{D}_2$ is closed is to remark that $\mathfrak{G}(F; k)$ and $\mathfrak{G}(G; k)$ are linearly topologized $W_{p^\infty}(k)[\mathfrak{V}]$-modules and that—having a finite $\mathfrak{V}$-basis—they are linearly compact; since $\alpha_*$ is continuous, its image is linearly compact hence closed in $\mathfrak{G}(G; k)$; cf. [43. Chapitre III, Section 2, Exercises 14–16].)

Now apply Proposition (28.2.2) to $\mathfrak{D}_2 \subset \mathfrak{G}(G; k)$. Let the resulting basis be $\tilde{\delta}_1, \ldots, \tilde{\delta}_n$ and for each $i \in \{1, \ldots, n\}$ let $n_i$ be such that $i \in I_{n_i}$ and let $r$ be such that $t \in I_x \Leftrightarrow t > r$. Then, of course, $s = r$.

Now let $\tilde{F}(X, Y)$ be the $p$-typical formal group law over $k$ corresponding to the Cartier$(k)$-module $\mathfrak{G}(F; k)$ with $\mathfrak{V}$-basis $\{\delta_1, \ldots, \delta_r, \delta_{r+1}, \ldots, \delta_{n_r}\}$ and let $\tilde{G}(X, Y)$ be the $p$-typical formal group law over $k$ corresponding to the Cartier$(k)$-module $\mathfrak{G}(G; k)$ with $\mathfrak{V}$-basis $\{\tilde{\delta}_1, \ldots, \tilde{\delta}_n\}$ (cf. Remark (27.7.19)(iii)). On these bases $\alpha_*$ looks like

$$
\alpha_*(\delta_1) = \mathfrak{V}^{n_1} \tilde{\delta}_1, \quad \ldots, \quad \alpha_*(\delta_r) = \mathfrak{V}^{n_r} \tilde{\delta}_r
$$

$$
\alpha_*(\delta_{r+1}) = \cdots = \alpha_*(\delta_{n_r}) = 0
$$
Now let \( \hat{\alpha}(X) \) be the homomorphism of formal group laws \( \hat{F}(X, Y) \to \hat{G}(X, Y) \) determined by \( \alpha_* \) on these bases for \( \mathcal{O}(F; k) \) and \( \mathcal{O}(G, k) \). The formula for \( \hat{\alpha}(X) \) is (cf. Remark (27.3.10))

\[
\hat{\alpha}(X) = \sum^d \alpha_*(\delta_i(X_i))
\]

and because \( \hat{G} \) is \( p \)-typical, hence curvilinear, this means that \( \hat{\alpha}(X) \) has the desired form.

**Corollary (28.2.9)** Let \( F(X, Y) \) be a formal group law over \( k \) of finite height \( h \) (in the sense of Chapter IV, Section (18.3.8); or cf. (28.2.1)). Then

\[
h = \dim_k(\mathcal{O}_p(F; k) / [p]_F \mathcal{O}_p(F; k))
\]

and, conversely, if this dimension is finite, then \( F(X, Y) \) is of finite height.

**Proof** Apply Proposition (28.2.6) to the homomorphism \( [p]_F : F(X, Y) \to F(X, Y) \). Then if \( F(X, Y) \) is of finite height, we must have \( r = m = \dim(F(X, Y)) \) and hence \( h = n_1 + \cdots + n_r \). On the other hand, \( \dim_k(\mathcal{O}_p(F; k) / \mathcal{O}_p(F; k)) \) is clearly \( h \) if one uses the description (28.2.8) of \( \alpha_* \). (Here \( \alpha_* \) is the homomorphism induced by \( [p]_F \), i.e., multiplication by \( p \) in \( \mathcal{O}_p(F; k) \).)

Conversely, if \( \dim_k(\mathcal{O}_p(F; k) / \mathcal{O}_p(F; k)) \) is finite, then \( r = m \) in (28.2.8), hence (28.2.7) says that \( F(X, Y) \) has finite height.

**Corollary (28.2.10)**

(i) Every closed \( \text{Cart}_p(k) \)-submodule of a reduced \( \text{Cart}_p(k) \)-module is also reduced.

(ii) If \( \mathcal{O} \) is a reduced \( \text{Cart}_p(k) \)-module and \( \delta_1, \ldots, \delta_r \) a finite set of elements of \( \mathcal{O} \), then the submodule of \( \mathcal{O} \) generated by the \( \delta_1, \ldots, \delta_r \) is closed and hence reduced.

**Proof** (i) is immediate from Proposition (28.2.2). As to (ii), there is an obvious \( \text{Cart}_p(k) \)-module map \( \mathcal{O}^m \to \text{Cart}_p(k)\delta_1 + \cdots + \text{Cart}_p(k)\delta_r \subset \mathcal{O} \), and the first part of the proof of (28.2.6) shows that the image of this morphism is closed.

### 28.3 Isogenies; unipotent and finite height formal group laws

In this section all formal group laws are over a perfect field \( k \) of characteristic \( p > 0 \) and they are finite dimensional.

**Definition (28.3.1)** We shall say that a formal group law \( F(X, Y) \) over \( k \) is **unipotent** if the endomorphism \( f \) of \( \mathcal{O}_p(F; k) \) is nilpotent (i.e., \( f^n = 0 \) for some \( n \in \mathbb{N} \)). We have already defined when a formal group law is of finite height.
(28.3.2) Decomposition of a formal group law in a unipotent and finite height part Let \( F(X, Y) \) be a formal group law over \( k \). Consider the kernels of the homomorphisms \( f^n: \mathcal{C}_p(F; k) \to \mathcal{C}_p(F; k) \). Let
\[
\mathcal{G}_n = \text{Ker}(f^n: \mathcal{C}_p(F; k) \to \mathcal{C}_p(F; k))
\]
Then \( \mathcal{G}_n \supseteq \mathcal{G}_{n-1} \). Consider \( \mathcal{G}_n/\mathcal{G}_n \cap \mathcal{V}^n \) where \( \mathcal{V} \) is short for \( \mathcal{C}_p(F; k) \). This is a finite dimensional vector space over \( k \) and hence there is an \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \), \( \mathcal{G}_n/\mathcal{G}_n \cap \mathcal{V}^n = \mathcal{G}_{n+1}/\mathcal{G}_{n+1} \cap \mathcal{V}^n \). We claim that it follows that \( \mathcal{G}_n = \mathcal{G}_{n+1} \) for \( n \geq n_0 \). Indeed, the submodule \( \mathcal{G}_n \) being a kernel has the property \( \gamma \in \mathcal{G}_n \cap \mathcal{V}^n \Rightarrow \gamma \in \mathcal{V} \mathcal{G}_n \) (cf. beginning of the proof of Proposition (28.2.6)) and hence \( \mathcal{G}_n \) has a \( \mathcal{V} \)-basis that is part of a \( \mathcal{V} \)-basis of all of \( \mathcal{G} \). We can now apply Proposition (28.2.6) to \( \mathcal{G}_{n+1} \supseteq \mathcal{G}_n \), observe that also \( \gamma \in \mathcal{G}_n \cap \mathcal{V} \mathcal{G}_{n+1} \Rightarrow \gamma \in \mathcal{V} \mathcal{G}_n \) and conclude that \( \mathcal{G}_n \) has a \( \mathcal{V} \)-basis that is part of a \( \mathcal{V} \)-basis of \( D_{n+1} \), which since
\[
\mathcal{G}_{n+1}/\mathcal{V} \mathcal{G}_{n+1} = \mathcal{G}_{n+1}/\mathcal{G}_{n+1} \cap \mathcal{V}^n = \mathcal{G}_n/\mathcal{G}_n \cap \mathcal{V}^n = \mathcal{G}_n/\mathcal{V} \mathcal{G}_n
\]
implies that \( \mathcal{G}_n = \mathcal{G}_{n+1} \).

We have already observed that \( \mathcal{G}_n \) has a \( \mathcal{V} \)-basis that is part of a \( \mathcal{V} \)-basis \( \{\delta_1, \ldots, \delta_n\} \) of all of \( \mathcal{G} \). Let \( \mathcal{G} \) be the sub-\( \text{Cart}_p(k) \)-module generated by the elements of the \( \mathcal{V} \)-basis \( \{\delta_1, \ldots, \delta_n\} \) that are not in \( \mathcal{G}_n \). Then by the usual Weyl–Fitting argument \( f \) is injective on \( \mathcal{G} \). It follows that we have an exact sequence
\[
0 \to \mathcal{G}_n \to \mathcal{G}_p(F; k) \to \mathcal{G} \to 0
\]
where both \( \mathcal{G}_n \) and \( \mathcal{G} \) are reduced \( \text{Cart}_p(k) \)-modules (i.e., they are of the type that have formal group laws attached to them), so that we have a decomposition of \( F(X, Y) \)
\[
0 \to G(X, Y) \to F(X, Y) \to H(X, Y) \to 0
\]
with \( G(X, Y) \) unipotent and \( H(X, Y) \) such that \( f \) is injective on \( \mathcal{C}_p(H; k) \).

Because \( \mathcal{V} \) is always injective, it follows that \( [p]_{\mu} = \mathcal{V} f \) is injective; so applying Proposition (28.2.6) to \([p]_{\mu}\) we see that \( H \) is of finite height. The injectivity of \( f \) also implies that \( \dim_k(\mathcal{G}/\mathcal{G}_n) = \dim_k(\mathcal{G}/\mathcal{G}_p) \) so that
\[
h = \dim_k(\mathcal{G}/\mathcal{G}_n) + \dim_k(\mathcal{G}/\mathcal{G}_p) = m + m'
\]
which holds (therefore) generally for all formal group laws of finite height.

(28.3.3) Remark It is not true as in the Weyl–Fitting lemma of finite dimensional linear algebra that \( f \) is necessarily an automorphism of \( \mathcal{G} \). Take, e.g., a one dimensional formal group law of height 2 over \( k \).

(28.3.4) isogenies Let \( \alpha(X): F(X, Y) \to G(X, Y) \) be a homomorphism of formal group laws. We shall say that \( \alpha(X) \) is an isogeny if \( F(X, Y) \) and \( G(X, Y) \) are of equal dimension \( m \) and the \( r \) (the rank of \( \alpha(X) \)) of Proposition (28.2.6) is also equal to \( m \).
Before interpreting what this means in terms of the curve modules of \( F(X, Y) \)
and \( G(X, Y) \) we replace \( \text{Cart}_p(k) \) by a very similar ring.

\( \bullet \) (28.3.5) **The Dieudonné ring** \( \mathbf{D}(k) \)  We define \( \mathbf{D}(k) \) as the subring of \( \text{Cart}_p(K) \) consisting of all expressions
\[
x_0 + \sum_{i=1}^\infty x_i \mathbf{V}^i + \sum_{i=1}^\infty y_i \mathbf{f}^i
\]
with coefficients in \( W_p, (k) \). That is, instead of allowing arbitrary power series \( \sum_{i=1}^\infty y_i \mathbf{f}^i \) with \( \lim_{i \to \infty} y_i = 0 \) in \( W_p, (k) \), we allow only polynomials in \( \mathbf{f} \). Let \( \mathcal{C} \) be a reduced \( \text{Cart}_p(k) \)-module (cf. (27.7.20)), then \( \mathcal{C} \) is also a \( \mathbf{D}(k) \)-module; and, conversely, if \( \mathcal{C} \) is a reduced \( \mathbf{D}(k) \)-module (meaning \( \mathcal{C} = \lim_{i \to \infty} \mathbf{V}^{-i} \mathcal{C} \); \( \mathbf{V} \) injective), then the action of \( \mathbf{D}(k) \) on \( \mathcal{C} \) extends uniquely to an action of \( \text{Cart}_p(k) \). Precisely because, \( \mathcal{C} \) being Hausdorff and complete, a limit \( \sum_{i=1}^\infty y_i \mathbf{f}^i \) for \( \gamma \in \mathcal{C} \) exists uniquely in \( \mathcal{C} \) if \( \lim_{i \to \infty} y_i = 0 \) in \( W_p, (k) \) (use also \( \mathbf{V} \mathbf{f} = \mathbf{p} \)).

So reduced \( \text{Cart}_p(k) \)-modules are the same thing as reduced \( \mathbf{D}(k) \)-modules and from now on in this Section 28.3 we shall view the \( \mathbf{C}(F; k) \) as \( \mathbf{D}(k) \)-modules.

\( \bullet \) (28.3.6) **The \"localized\" Dieudonné ring** \( \mathbf{D}_v(k) \) We define \( \mathbf{D}_v(k) \) as the ring
\[
\mathbf{D}_v(k) = \left\{ \sum_{i=1}^\infty \mathbf{V}^i x_i \mid x_i \in W_p, (k), n \in \mathbb{Z} \right\}
\]
of all formal Laurent series over \( W_p, (k) \) with multiplication rule \( x \mathbf{V} = \mathbf{V} \sigma(x) \) for all \( x \in W_p, (k) \) where \( \sigma \) is the Frobenius automorphism of \( W_p, (k) \). The ring \( \mathbf{D}_v(k) \) is the \"localized version\" of \( \mathbf{D}(k) \) obtained by making \( \mathbf{V} \) invertible.

There is a natural homomorphism \( \mathbf{D}(k) \to \mathbf{D}_v(k) \) defined by \( \mathbf{f} \to \mathbf{V}^{-1} \mathbf{p} \) making \( \mathbf{D}_v(k) \) a right \( \mathbf{D}(k) \)-module and
\[
\mathcal{C} \to \mathbf{D}_v(k) \otimes_{\mathbf{D}(k)} \mathcal{C} = \mathcal{C}_v
\]
is a functor taking \( \mathbf{D}(k) \)-modules into \( \mathbf{D}_v(k) \)-modules.

\( \bullet \) (28.3.7) **The equivalence relation \"isogenous\"** We shall call two formal group laws \( F(X, Y), G(X, Y) \) isogenous over \( k \) if there is an isogeny over \( k \) from \( F(X, Y) \) to \( G(X, Y) \) and also if there is an isogeny over \( k \) from \( G(X, Y) \) to \( F(X, Y) \). More generally, \( F(X, Y) \) is isogenous to \( G(X, Y) \) if there exists a finite sequence of formal group laws \( H_0(X, Y), \ldots, H_n(X, Y) \) such that \( H_i(X, Y) \) is isogenous over \( k \) to \( H_{i+1}(X, Y) \), \( i = 0, 1, \ldots, n - 1 \) and \( F(X, Y) = H_0(X, Y), H_n(X, Y) = G(X, Y) \).

\( \bullet \) (28.3.8) **Proposition** Two formal group laws \( F(X, Y), G(X, Y) \) over \( k \) are isogenous over \( k \) if and only if their \( \mathbf{D}_v(k) \)-modules \( \mathbf{D}_v(k) \otimes_{\mathbf{D}(k)} \mathcal{C}(F; k) \) and \( \mathbf{D}_v(k) \otimes_{\mathbf{D}(k)} \mathcal{C}(G; k) \) are isomorphic.
Proof Let \( \alpha(X): F(X, Y) \to G(X, Y) \) be an isogeny. Then, clearly, putting \( \alpha(X) \) in the form of Proposition (28.2.6), we see that the \( \mathcal{D}_\nu(k) \)-modules of \( F(X, Y) \) and \( G(X, Y) \) are isomorphic. Conversely, suppose that \( \mathcal{C}(F; k) \) and \( \mathcal{C}(G; k) \) become isomorphic over \( \mathcal{D}_\nu(k) \). Identifying \( \mathcal{C}(F; k)_\nu \) and \( \mathcal{C}(G; k)_\nu \), we can view \( \mathcal{C}(F; k) \) and \( \mathcal{C}(G; k) \) as submodules of \( \mathcal{C}(F, k)_\nu \). Both \( \mathcal{C}(F; k) \) and \( \mathcal{C}(G; k) \) have a finite \( \nu \)-basis, so there are \( r, s \in \mathbb{N} \) such that \( \nu^r \mathcal{C}(F; k) \subset \mathcal{C}(G; k), \nu^s \mathcal{C}(G; k) \subset \mathcal{C}(F; k) \). It follows immediately that \( \dim(F(X, Y)) = \dim(G(X, Y)) \), and given this the inclusions

\[
\mathcal{C}(F; k) \supset \nu^r \mathcal{C}(F; k) \subset \mathcal{C}(G; k)
\]

define the desired chain of isogenies.

(28.3.9) Proposition Let \( \mathcal{C} \) be a reduced \( \mathcal{D}(k) \)-module of finite \( \nu \)-dimension. Then \( \mathcal{C}_\nu \) is a torsion \( \mathcal{D}_\nu(k) \)-module (i.e., there is an \( \mathcal{G} \in \mathcal{D}_\nu(k) \) such that \( \mathcal{G} \mathcal{C}_\nu = 0 \)).

Proof Since \( \mathcal{C} \) has a finite \( \nu \)-basis, it suffices to show that for each \( \delta \in \mathcal{C} \) there is a \( \mathcal{G} \in \mathcal{D}_\nu(k) \) such that \( \mathcal{G} \delta = 0 \). So we can assume that \( \delta \) generates \( \mathcal{C} \) (since the submodule of \( \mathcal{C} \) generated by \( \delta \) is also reduced; cf. Corollary (28.2.10)(ii)).

Let \( \mathcal{D}_\nu^+(k) \) be the subring of \( \mathcal{D}_\nu(k) \) of all power series in \( \nu \); i.e., no negative powers of \( \nu \) occur in elements of \( \mathcal{D}_\nu^+(k) \). Now assume that the annihilator of \( \delta \) is zero and consider

\[
\mathcal{A} = \{ \eta \in \mathcal{D}_\nu(k) \mid \eta \delta \in \mathcal{C} \}
\]

Then \( \mathcal{A} \to \mathcal{C}, \eta \mapsto \eta \delta \) is an isomorphism of \( \mathcal{D}_\nu^+(k) \)-modules. (Injectivity follows from the vanishing of the annihilator of \( \delta \); surjectivity follows from the fact that \( \delta \) generates \( \mathcal{C} \) as a \( \mathcal{D}(k) \)-module and \( \nu V^{-1} = f \) and \( \nu V^{-1} \subset \mathcal{A} \).) Now \( \mathcal{C} \), being reduced, is a finitely generated \( \mathcal{D}_\nu^+(k) \)-module and hence so is \( \mathcal{A} \). Now \( \nu V^{-1} \in \mathcal{A} \) and hence for some \( n \geq 1 \) we must have

\[
(pV^{-1})^n = \sum_{i=0}^{n-1} a_i(pV^{-1})^i, \quad a_i \in \mathcal{D}_\nu^+(k)
\]

and so \( p^n \in V \mathcal{D}_\nu^+(k) \), which is impossible.

(28.3.10) Remark If \( F(X, Y) \) is of finite height, then as we have seen \( \dim_k(\mathcal{C}(F; k)/[p]_F \mathcal{C}(F; k)) = h < \infty \), and it follows that \( \mathcal{C}(F; k) \) as a module over \( W_{\nu^k}(k) \) is free of rank \( h \). (Cf. [43, Chapter III, Section 2, Proposition 13], or [42, Chapter II, Section 3, Proposition 5].)

(28.3.11) Remark If \( F(X, Y) \) is of finite height, then \( f: \mathcal{C}(F; k) \to \mathcal{C}(F; k) \) is not necessarily an automorphism, but \( f \) becomes an automorphism of the extended module \( \mathcal{C}(F; k)_\nu \). Indeed, \( Vf = [p]_F \) is an isogeny if \( F(X, Y) \) is of finite height and \( V \) is invertible in \( \mathcal{D}_\nu(k) \). Now use Proposition (28.3.8).
28.4 Classification of finitely generated torsion modules over $D_\nu(k)$

In this section (28.4) we classify all finitely generated torsion modules over $D_\nu(k)$. In fact we shall do this over a somewhat more general ring which will turn up later when dealing with formal $A$-modules.

(28.4.1) The setting Let $A$ be a complete discrete valuation ring with algebraically closed residue field $k$ of characteristic $p > 0$, uniformizing element $\pi$, and quotient field $K$. Moreover, suppose that there is an automorphism $\sigma$ of $K$ and a power $q$ of $p$ such that $\sigma(a) \equiv a^q \mod \pi$ for all $a \in A$ and such that $\sigma(\pi) = \pi$.

Let $\mathcal{E}$ be the ring of all Laurent series \( \{\sum_{i=n}^{\infty} T^i x_i \mid x_i \in A, n \in \mathbb{Z}\} \) with the multiplication rule $xT = T\sigma(x)$ (and hence $xT^{-1} = T^{-1} \sigma^{-1}(x)$).

The two examples that are important for us are: (1) $A = W_{p,\pi}(k)$ where $k$ is an algebraically closed field of characteristic $p > 0$ and where $\sigma$ is the Frobenius automorphism and $\pi = p$; and (2) $A = \hat{B}_{nr}$, the completion of the maximal unramified extension $B_{nr}$ of a complete discrete valuation ring $B$ with uniformizing element $\pi$ and residue field of $q$ elements with $\sigma$ the continuous extension of the Frobenius generator of $\text{Gal}(L_{nr}/L)$ where $L$ is the quotient field of $B$. In this second example $A$ may be of characteristic $p = \text{characteristic}(k) > 0$.

Note that always $\sigma(\pi) = \pi$.

From now on in 28.4 the notations $\mathcal{E}$, $A$, $\pi$, $k$, $K$, $\sigma$, $q$, $p$, $T$ have the meaning given them above. Moreover, $\nu: K \to \mathbb{Z} \cup \{\infty\}$ denotes the normalized exponential valuation on $K$, and $d: \mathcal{E} \to \mathbb{Z}$ assigns to each $\eta = \sum T^i x_i$ the smallest $n \in \mathbb{Z}$ for which $x_n \neq 0$.

(28.4.2) Valuation and "euclidean algorithm" on $\mathcal{E}$ For each $\eta \in \mathcal{E}$, $\eta = \sum a_i T^i$ let $n \in \mathbb{Z}$ be the smallest integer for which $a_n \neq 0$. We define a function $s: \mathcal{E} \to \mathbb{N} \cup \{0\} \cup \{\infty\}$ by $s(\eta) = \nu(a_n)$ if $\eta \neq 0$ and $s(0) = \infty$. This function has the properties

\[
(28.4.3) \quad s(\eta \delta) = s(\eta)s(\delta)
\]

\[
s(\eta) = 0 \iff \eta \text{ is invertible in } \mathcal{E}
\]

\[
s(\eta) = \infty \iff \eta = 0
\]

We show that $s$ can be used to define a left euclidean algorithm on $\mathcal{E}$ in the sense that for every pair of elements $\eta_1, \eta_2 \in \mathcal{E}$, there exist $\delta$ and $\zeta$ in $\mathcal{E}$ such that

\[
\eta_1 = \delta \eta_2 + \zeta, \quad s(\zeta) < s(\eta_2) \text{ or } \zeta = 0
\]

Indeed, we can assume $s(\eta_1) \geq s(\eta_2)$ (otherwise take $\delta = 0$, $\zeta = \eta_1$). Assume that $\eta_1 \notin A\eta_2$. Let $d(\eta_1) = n$ be the smallest integer for which the coefficient $a_n$ is nonzero in the Laurent series $\eta_1$. Then there exists an element $\delta_1$ such that $d(\eta_1 - \delta_1 \eta_2) \geq n + 1$. (This uses $s(\eta_1) \geq s(\eta_2)$.) Now if $s(\eta_1 - \delta_1 \eta_2) \geq s(\eta_2)$
we can repeat the process (with \( \eta_1 \) replaced by \( \eta_1 - \mathfrak{g}_1 \eta_2 \)) to find a \( \mathfrak{g}_2 \) such that 
\[ d(\eta_1 - \mathfrak{g}_1 \eta_2 - \mathfrak{g}_2 \eta_2) \geq n + 2. \]
Because \( d(\mathfrak{g}_2) \geq d(\mathfrak{g}_1) + 1 \) this process cannot be continued indefinitely because then the series \( \sum \mathfrak{g}_i \) converges in \( \mathfrak{g} \) and we would have \( \sum_{i=1}^{\infty} \mathfrak{g}_i \eta_2 = \eta_1 \), which was excluded.

\( \mathbf{(28.4.4)} \) **Corollary** Every left ideal of \( \mathfrak{g} \) is principal.

In the same way one proves that there is a right euclidean algorithm and that every right ideal is principal.

\( \mathbf{(28.4.5)} \) **Corollary** The ring \( \mathfrak{g} \) is noetherian. (Cf. [204, Chapter 3.2].)

\( \mathbf{(28.4.6)} \) **Corollary** Every finitely generated torsion \( \mathfrak{g} \)-module is isomorphic to a direct sum of cyclic \( \mathfrak{g} \)-modules \( \mathfrak{g}/\mathfrak{g}\eta \) where \( \eta \) is of the form
\[ \eta = \pi^i, \quad i \geq 1 \quad \text{or} \quad \eta = \sum_{i=0}^{h-1} T^i a_i + T^h \zeta \]
with \( \zeta \in \mathfrak{g}, \ s(\zeta) = 0, \ d(\zeta) = 0, \ a_i \in \pi A. \)

**Proof** Every torsion module over a principal ideal ring is a direct sum of cyclic modules \( \mathfrak{g}/\mathfrak{g}\eta \). It therefore remains to show only that \( \eta \) can be chosen to have one of the two forms indicated above. If \( d(\eta) \neq 0 \), then \( \eta = \mathfrak{g} T^{d(\eta)} \); and since \( T \) is a unit in \( \mathfrak{g} \), we have \( \mathfrak{g}/\mathfrak{g}\eta \simeq \mathfrak{g}/\mathfrak{g} \mathfrak{g} \). We can therefore assume that \( d(\eta) = 0 \). Set \( \eta = \pi^m \mathfrak{g} \) with \( m \) maximal. We can then write
\[ \mathfrak{g} = \sum_{i=0}^{h-1} T^i a_i + \zeta T^h \]
with \( h \) the first index such that \( a_h \) in \( \mathfrak{g} = \sum_{i=0}^{h} T^i a_i \) is not divisible by \( \pi \). If \( h = 0 \), then \( \mathfrak{g} \) is a unit and \( \mathfrak{g}/\mathfrak{g}\eta \simeq \mathfrak{g}/\mathfrak{g}\pi^m \); and if \( h \neq 0 \), we have to show that
\[ \mathfrak{g}/\mathfrak{g}\pi^m \mathfrak{g} \simeq \mathfrak{g}/\mathfrak{g}\pi^m \oplus \mathfrak{g}/\mathfrak{g} \mathfrak{g} \]
which as usual follows from the Weyr–Fitting lemma, applied to the endomorphism "multiplication with \( \pi \)." (Cf. [204, Chapter 1.5]; this is in fact the same decomposition (V being injective) as we obtained in (28.3.2) if \( \mathfrak{g}/\mathfrak{g}\pi^m \mathfrak{g} \) comes from a Cartier-k-module.)

\( \mathbf{(28.4.7)} \) **Remarks**

(i) The function \( s : \mathfrak{g} \to \mathbb{N} \cup \{0\} \cup \{\infty\} \) is not a valuation on \( \mathfrak{g} \). There is no relation whatever between \( s(\eta + \mathfrak{g}) \) and \( s(\eta), \ s(\mathfrak{g}) \). Correspondingly, there is no uniqueness (within units) statement concerning the \( \mathfrak{g} \) and \( \zeta \) in the left euclidean "algorithm" \( \eta_1 = \mathfrak{g} \eta_2 + \zeta \).

(ii) The ring \( \mathfrak{g} \) has no zero divisors (follows from (28.4.3)).

\( \mathbf{(28.4.8)} \) **Lemma** The modules \( \mathfrak{g}/\mathfrak{g} \pi^i \) are indecomposable and every submodule of \( \mathfrak{g}/\mathfrak{g} \pi^i \) is of the form \( \mathfrak{g} \pi^j/\mathfrak{g} \pi^i \).
Proof This follows from the fact that (up to unit factors) every divisor of \( \pi^i \) in \( \mathfrak{D} \) is of the form \( \pi^j, \, 0 \leq j \leq i \) (cf. also Lemma (28.4.19)).

(28.4.9) Lemma Let \( \eta = \sum_{i=0}^{h-1} T^i a_i + T^h \zeta \) with \( \zeta \in \mathfrak{D}, \, s(\zeta) = 0, \, d(\zeta) = 0, \) \( a_i \in \pi A \). Then there is a unit \( \mathfrak{f} \in \mathfrak{D} \) such that

\[
\mathfrak{f} \eta = \sum_{i=0}^{h-1} T^i b_i + T^h, \quad b_i \in \pi A
\]

Proof This is Lemma (20.3.13) of Chapter IV.

(28.4.11) An element of the form (28.4.10) (with \( h \geq 1 \)) will be called distinguished. Up to now we have not yet used that \( k \) is algebraically closed. This will now come into play to decompose cyclic \( \mathfrak{D} \)-modules \( \mathfrak{D}/\mathfrak{D} \eta \) with distinguished \( \eta \).

(28.4.12) Lemma Let \( \eta \in \mathfrak{D} \) be distinguished. Then there exists a natural number \( m \in \mathbb{N} \) such that over \( \mathfrak{D}[[\pi^{1/m}]] = A[[\pi^{1/m}]][((T))], \, T \pi^{1/m} = \pi^{1/m} T \), we can decompose \( \eta \) as

\[
\eta = \prod_{i=1}^{h} (T - \pi^{n_i/m} u_i) = a_0 + Ta_1 + \cdots + T^{h-1} a_{h-1} + T^h
\]

where the \( u_i \in A[[\pi^{1/m}]] \) are invertible.

Proof It suffices to show that a distinguished \( \eta \) has a linear factor over some \( A[[\pi^{1/m}]] \). A trivial induction then finishes the proof. Now

\[
\eta = (T - a) \eta_1
\]

is equivalent to the condition

\[
a_0 + a a_1 + a s_1(a) a_2 + \cdots + a s_1(a) \cdots s_1^{h-2}(a) a_{h-1} + a s_1(a) \cdots s_1^{h-1}(a) = 0
\]

(To see this just equate coefficients in (28.4.13).) Now consider

\[
28.4.15 \quad \min \left\{ (h - i)^{-1} v(a_i) \right\} = \min \left\{ (h - i)^{-1} v(a_i) \right\}, \quad r, s \in \mathbb{N}, \quad (r, s) = 1
\]

where \( v \) is the valuation on \( A \). Suppose that \( s^{-1} r \) is an integer, i.e., \( s = 1 \), then we claim a linear factor \( T - a \) of \( \eta \) can already be found over \( A \) itself. Indeed, if \( s = 1 \) in (28.4.15), then \( a_i = \pi^{r(h-i)} b_i \) with \( b_i \in A \) and putting \( a = \pi^{r} x \) we see that to solve (28.4.14) it suffices to solve

\[
28.4.16 \quad b_0 + x b_1 + x s_1(x) b_2 + \cdots + x s_1(x) \cdots s_1^{h-1}(x) = 0
\]

where at least two of the coefficients are units, i.e., not in \( \pi A \). Because \( s_1(x) \equiv x^q \mod \pi \) and \( k \) is algebraically closed, it follows that this equation has a nonzero solution mod \( \pi \).
Now suppose that we have found an \( x_n \in A^* \) such that \( x_n \) solves (28.4.16) mod \( \pi^n \). Put \( x_{n+1} = x_n + \pi^n y \). Then mod \( \pi^{n+1} \)

\[
x_{n+1} \sigma(x_{n+1}) \cdots \sigma^i(x_{n+1}) \equiv x_n \sigma(x_n) \cdots \sigma^i(x_n) + \pi^n \sum_{j=0}^i \sigma^j(x_n)^{-1} x_n \sigma(x_n) \cdots \sigma^i(x_n) \sigma^j(y)
\]

Let

\[
b_0 + x_n b_1 + \cdots + x_n \sigma(x_n) \cdots \sigma^{h-1}(x_n) \equiv c \pi^n \mod \pi^{n+1}
\]

Then for \( x_{n+1} \) to solve (28.4.16) mod \( \pi^{n+1} \) we must choose \( y \) such that

\[
\sum_{i=0}^{h} b_i \sum_{j=0}^{i} \sigma^j(x_n)^{-1} \sigma^j(y) x_n \sigma(x_n) \cdots \sigma^i(x_n) \equiv c \mod \pi
\]

which can be done because \( \sigma^j(y) \equiv y^j \mod \pi \), because \( x_n \) is a unit, because at least two of the \( b_i \) are units \((b_n = 1)\), and because \( k \) is algebraically closed.

This proves our claim. To prove the lemma it then suffices to take \( m = s \), then the minimum (28.4.15) becomes an integer if we replace \( \nu \) by the normalized exponential valuation of \( A[\pi^{1/m}] \).

- (28.4.17) Lemma Let \( \mathcal{E} = \mathcal{E}/\mathcal{E} \eta \) where \( \eta \) is distinguished. Then there exists a \( K \)-vector space structure on \( \mathcal{E} \) that is compatible with the \( A \)-module structure. This \( K \)-vector space structure is unique and \( \dim_K(\mathcal{E}) = h \).

Proof Write \( -\eta = (\pi \eta - 1) T^h \) for some \( \eta \in \mathcal{E} \). (This can be done of course because \( \eta \) is distinguished.) Now define \( \pi^{-1} \gamma = \eta \gamma \) for all \( \gamma \in \mathcal{E} \). Since \( \pi \eta \equiv 1 \mod \mathcal{E} \eta \), it follows that \( \pi(\pi^{-1} \gamma) = \gamma \); it is not hard to check that \( \mathcal{E} \) does indeed become a \( K \)-vector space, nor that this is the only possible definition (precisely because we must have \( \pi(\pi^{-1} \gamma) = \gamma \)). A basis for \( \mathcal{E} \) over \( K \) is \( 1, T, T^2, \ldots, T^{h-1} \).

- (28.4.18) This lemma should not have come as a surprise to the reader. If \( \mathcal{E} \) comes from a "finite height" \( \text{Cart}_k(k) \)-module, i.e., \( \mathcal{E} = \mathcal{E}' \nu \) for some "finite height" reduced \( D(k) \)-module, then we have already seen that \( \mathfrak{f} \) acts as an automorphism on \( \mathcal{E} \) (Remark (28.3.11)) and \( \mathfrak{V} \) being invertible in \( \mathfrak{D}'(k) \) also acts as an automorphism. Therefore \( p^{-1} = \mathfrak{f}^{-1} \mathfrak{V}^{-1} \) is uniquely determined and takes \( \mathcal{E} \) into \( \mathcal{E} \).

- (28.4.19) Lemma Let \( \mathcal{E} = \mathcal{E}/\mathcal{E} \eta \phi \) and let \( \mathcal{D} \) be the submodule \( \mathcal{E} \eta \phi \).

Then \( \mathcal{D} \) is a direct summand of \( \mathcal{E} \) if and only if the equation \( x \eta + \phi \eta = 1 \) is solvable in \( \mathcal{E} \), and in that case \( \mathcal{D} = \mathcal{E}(1 - \phi \eta) / \mathcal{E} \eta \phi \) is a complementary direct summand.

Proof We first show that \( \mathcal{D} \simeq \mathcal{E}/\mathcal{E} \eta \). Let \( \gamma \in \mathcal{E} \) be the image of \( 1 \in \mathcal{E} \) under the natural map \( \mathcal{E} \to \mathcal{E}/\mathcal{E} \eta \phi \). Then \( \mathcal{E} \eta \phi \) is the annihilator of \( \gamma \) and \( \mathcal{E} = \mathcal{E} \gamma \), \( \mathcal{D} = \mathcal{E} \phi \gamma \). Because \( \mathcal{E} \) is principal, the annihilator of \( \phi \gamma \) is \( \mathcal{E} \eta \), so \( \mathcal{D} \simeq \mathcal{E}/\mathcal{E} \eta \).
Second, suppose that \( \mathcal{D} \oplus \hat{\mathcal{D}} = \mathcal{E} \). We show that \( \hat{\mathcal{D}} \simeq \mathcal{E}/\mathcal{E} \mathfrak{d} \). Let \( \gamma = \delta_\mathfrak{d} + \hat{\delta}_\mathfrak{d} \) be the decomposition of \( \gamma \). Let \( \delta_\mathfrak{d} = \zeta \gamma \) with \( \zeta \in \mathcal{E} \). Then \( \xi \delta_\mathfrak{d} = 0 \iff \xi \gamma \in \mathcal{D} \iff \xi \gamma = \xi \mathfrak{d} \gamma \iff \xi \in \mathcal{E} \mathfrak{d} \), so the annihilator of \( \delta_\mathfrak{d} \) is \( \mathcal{E} \mathfrak{d} \) and hence \( \hat{\mathcal{D}} \cong \mathcal{E}/\mathcal{E} \mathfrak{d} \).

Now let \( \delta_\mathfrak{d} = y \mathfrak{d} \gamma \). We had \( \delta_\mathfrak{d} = \zeta \gamma \) so \( 1 - y \mathfrak{d} \gamma \in \mathcal{E} \eta \mathfrak{d} \) because \( \delta_\mathfrak{d} + \hat{\delta}_\mathfrak{d} = \gamma \). Now \( \zeta \) is arbitrary mod \( \mathcal{E} \eta \mathfrak{d} \) so we can assume that \( \zeta = 1 - y \mathfrak{d} \).

Now \( \mathfrak{d}(1 - y \mathfrak{d}) = \mathfrak{d} \gamma \mathfrak{d} = 0 \) because \( \mathfrak{d} \) annihilates \( \gamma = \delta_\mathfrak{d} \). Hence \( \delta(1 - y \mathfrak{d}) = x \eta \mathfrak{d} \) for some \( x \), which, because \( \mathcal{E} \) has no zero divisors, means that \( 1 - y \mathfrak{d} = x \eta \).

Conversely, \( \mathcal{D} + \mathcal{E}(1 - y \mathfrak{d}) = \mathcal{E} \) because \( \mathcal{D} \) contains \( \mathfrak{d} \gamma \) and if \( \xi \mathfrak{d} \gamma = \xi(1 - y \mathfrak{d}) \gamma \in \mathcal{D} \cap \mathcal{E}(1 - y \mathfrak{d}) \gamma \), then \( \xi \mathfrak{d} = \xi(1 - y \mathfrak{d}) \gamma \in \mathcal{E} \mathfrak{d} \mathfrak{g} \), so that \( \xi = z \mathfrak{d} \) for some \( z \in \mathcal{E} \). Hence \( \tilde{\xi}(1 - y \mathfrak{d}) \gamma = \tilde{z}(1 - y \mathfrak{d}) \mathfrak{d} \gamma = \tilde{z}(1 - y \mathfrak{d}) \mathfrak{d} \gamma = x \eta \mathfrak{d} \in \eta \mathfrak{d} \), so \( \tilde{\xi}(1 - y \mathfrak{d}) \gamma = 0 \).

(28.4.20) **Lemma** The modules \( \mathcal{E}/\mathcal{E}(T - a) \), \( a \in A \), are simple and any extension between two such modules is trivial. If \( v(a) = r \), then \( \mathcal{E}/\mathcal{E}(T - a) \simeq \mathcal{E}/\mathcal{E}(T - \pi r) \).

**Proof** If \( v(a) = 0 \), then \( T - a \) is a unit in \( \mathcal{E} \) so \( \mathcal{E}/\mathcal{E}(T - a) \simeq 0 \) because \( T - a \) is a unit.

Suppose that \( v(a) \neq 0 \), and define an \( \mathcal{E} \)-module structure on \( K \), the quotient field of \( A \), by the rule \( T x = \sigma^{-1}(x)a \). (Check that this does indeed define an \( \mathcal{E} \)-module structure on \( K \); i.e., that \( b(T x) = (bT)x = T(\sigma(b))x = T(\sigma(b)x) \).) The map \( \mathcal{E}/\mathcal{E}(T - a) \rightarrow K \) induced by \( \mathcal{E} \ni 1 \mapsto 1 \in K \) is then an \( \mathcal{E} \)-module isomorphism. Now \( \mathcal{E}/\mathcal{E}(T - b) \) and \( K \) are isomorphic \( \mathcal{E} \)-modules if and only if there is a \( y \in K \) such that \( T y = b y \), i.e., \( \sigma^{-1}(y)a = b y \), which shows that this happens if and only if \( v(a) = v(b) \) (because the equation \( \sigma^{-1}(y)/b = u \) is solvable in \( A \) for any unit \( u \in A \) by the usual successive approximation method; cf. Chapter I, Remark (8.3.15)(ii)).

Now let \( 0 \rightarrow \mathcal{C}_1 \rightarrow \mathcal{C} \rightarrow \mathcal{C}_2 \rightarrow 0 \) be an exact sequence with \( \mathcal{C}_1 = \mathcal{E}/\mathcal{E}(T - a) \), \( \mathcal{C}_2 = \mathcal{E}/\mathcal{E}(T - b) \). Let \( \gamma_1 \in \mathcal{C}_1 \) be the image of \( 1 \in \mathcal{E} \), \( \gamma_2 \in \mathcal{C}_2 \) the image of \( 1 \) in \( \mathcal{C}_2 \) and \( \gamma \in \mathcal{C} \) a lift of \( \gamma_2 \). Then obviously \( \{\gamma_1, \gamma\} \) is a \( K \)-basis for the \( K \)-vector space \( \mathcal{C} \) (cf. Lemma (28.4.17)). It is now sufficient to find a \( \delta_2 \in \mathcal{C} \), \( \delta_2 \equiv \gamma \) mod \( \mathcal{C}_1 \) such that \( T \delta_2 = b \delta_2 \). To this end write \( \delta_2 = \gamma + z \gamma_1 \) for some yet to be determined \( z \in K \). We have

\[
T \delta_2 = T \gamma + \sigma^{-1}(z) \gamma_1 = b \gamma + c \gamma_1 + \sigma^{-1}(z) \gamma_1
\]

for a certain \( c \in K \) (because \( T \gamma \equiv b \gamma \) mod \( \mathcal{C}_1 \)). So the condition \( T \delta_2 = b \delta_2 \) translates to

\[
b \gamma + c \gamma_1 + \sigma^{-1}(z) \gamma_1 = b \gamma + bz \gamma_1
\]

and it suffices to solve

\[
\tilde{c} + \tilde{a} z = \tilde{b} \sigma(z)
\]
where \( \hat{a}, \hat{b}, \hat{c} \) are certain elements of \( K \). This can always be done by successive approximation as usual. (NB if \( \hat{a}, \hat{b}, \hat{c} \in A \), a solution \( z \in A \) may not exist; e.g., if \( \hat{a}, \hat{b} \in \pi A, \hat{c} \notin \pi A \). This is easily taken care of by writing \( z = \pi^{-r} \hat{z} \) for a suitable \( r \).

**Corollary** (28.4.21) If \( \eta = \prod_{i=1}^{h} (T - \pi^{r_i} u_i) \), then

\[
\mathcal{E} / \mathcal{E} \eta \simeq \bigoplus_{i=1}^{h} \mathcal{E} / \mathcal{E} (T - \pi^{r_i})
\]

**Corollary** (28.4.22) Every cyclic module \( \mathcal{E} / \mathcal{E} \eta \) with \( \eta \) distinguished is semisimple.

**Proof** Let \( \mathcal{C} \subset \mathcal{E} / \mathcal{E} \eta \) be a cyclic submodule of \( \mathcal{E} / \mathcal{E} \eta \). Say \( \mathcal{C} = \mathcal{E} \zeta / \mathcal{E} \eta \), then \( \eta = \delta \zeta \) for some \( \delta \) (look at annihilators and use the principal ideal property). Now \( \mathcal{C} \) is a direct summand of \( \mathcal{E} / \mathcal{E} \delta \zeta \) over \( \mathcal{E} [\pi^{1/m}] \) for a suitable \( m \) by (28.4.21) and (28.4.20). It follows that \( x \delta + \zeta y = 1 \) is solvable with \( x, y \in \mathcal{E} [\pi^{1/m}] \) by Lemma (28.4.19). Write

\[
x = \sum_{i=0}^{m-1} x_i \pi^{i/m}, \quad y = \sum_{i=0}^{m-1} y_i \pi^{i/m}, \quad x_i, y_i \in \mathcal{E}
\]

Then also \( x_0 \delta + \zeta y_0 = 1 \), so that, again by Lemma (28.4.19), \( \mathcal{C} \) is also a direct summand of \( \mathcal{E} / \mathcal{E} \eta \) over \( \mathcal{E} \) itself.

**Lemma** (28.4.23) Let \( \mathcal{C} = \mathcal{E} / \mathcal{E} \eta \) with \( \eta \) distinguished. Then

\[
\mathcal{C} \simeq \bigoplus_{i} \mathcal{E} / \mathcal{E} (T^{s_i} - \pi^{r_i})
\]

with \( (s_i, r_i) = 1, s_i, r_i \in \mathbb{N} \). The modules \( \mathcal{E} / \mathcal{E} (T^s - \pi^r) \) are simple if \( (s, r) = 1 \) and pairwise nonisomorphic for different pairs \( s, r \) and \( \bar{s}, \bar{r} \) with \( (s, r) = (\bar{s}, \bar{r}) = 1 \).

**Proof** Put \( \mathcal{E}_s = \mathcal{E} [\pi^{1/s}] \). For a suitable \( s \), the \( \mathcal{E}_s \)-module \( \mathcal{C}_s = \mathcal{E}_s \otimes \zeta \mathcal{C} \) is isomorphic to a direct sum

\[
\mathcal{C}_s \simeq \bigoplus_{i} \mathcal{E}_s / \mathcal{E}_s (T - \pi^{r/s})
\]

Let \( x \in \mathcal{C}_s \) be an element such that \( (T - \pi^{r/s}) x = 0 \) (where \( r = r_i \) for some \( i \)). Dividing \( s \) and \( r \) by \( (s, r) \) if necessary, we can assume that \( (s, r) = 1 \). Write \( x = \sum_{i=0}^{s-1} x_i \pi^{i/s} \) with \( x_i \in \mathcal{C} \). Then \( (T^s - \pi^r) x = 0 \); hence \( (T^s - \pi^r) x_i = 0 \), so \( \mathcal{E} x_i \subset \mathcal{C} \) is a quotient of \( \mathcal{E} / \mathcal{E} (T^s - \pi^r) \). So if we can show that \( \mathcal{E} / \mathcal{E} (T^s - \pi^r) \) is simple, then \( \mathcal{E} x_i \simeq \mathcal{E} / \mathcal{E} (T^s - \pi^r) \) (if \( x_i \neq 0 \)), which will prove the lemma by Corollary (28.4.22) and Lemma (28.4.19).

Suppose that \( \mathcal{E} / \mathcal{E} (T^s - \pi^r) \) is not simple (and \( (s, r) = 1 \)). Then there is a simple submodule \( \mathcal{C}' \subset \mathcal{E} / \mathcal{E} (T^s - \pi^r) \) with \( \mathcal{C}' = \mathcal{E} / \mathcal{E} \eta \) with a distinguished \( \eta \). The degree of \( \eta \) must be less than \( s \) because degree \( \eta = \dim_K (\mathcal{C}') < \dim_K (\mathcal{C}) = s \) (cf. Lemma (28.4.17)). Over some extension \( \mathcal{E} [\pi^{1/m}] \) the module \( \mathcal{C}' \) must contain
a direct summand of the form $\mathcal{E}_s/\mathcal{E}_s(T - \pi'^{ls})$ with $s' \leq$ degree $\eta < s$. And this is impossible because $\mathcal{E}/\mathcal{E}(T^s - \pi^r)$ decomposes as $s$ copies of $\mathcal{E}_s/\mathcal{E}_s(T - \pi^{ls})$ over $\mathcal{E}_s$ by the addendum to Lemma (28.4.12) and Lemma (28.4.20) and because the modules $\mathcal{E}_s/\mathcal{E}_s(T - \pi^{ls})$ remain simple over all $\mathcal{E}_r$.

\textbf{Addendum to Lemma (28.4.12)} Let $\eta$ and $r/s$ be as in Lemma (28.4.12) and (28.4.15); suppose that $r/s$ is an integer and that $l$ is the smallest $j$ for which the minimum is assumed. Then $h - l$ linear factors of the form $T - \pi' u, u$ a unit of $A$ can be split off. That is,

$$\eta = (T - \pi' u_1) \cdots (T - \pi' u_{h-1}) \hat{\eta}$$

To prove this it suffices to show that if $l < h - 1$ and $\eta = (T - \pi' u)\eta_1$, then the minimum (28.4.15) for $\eta_1$ instead of $\eta$ is still $r$. This is seen as follows. Writing

$$\eta = \sum_{i=0}^{h} T^i a_i = (T - \pi' u) \sum_{i=0}^{h-1} T^i b_i$$

we find that

$$a_0 = -\pi' u b_0, \quad a_i = -\pi'\sigma^i(u)b_i + b_{i-1}, \quad i \geq 1 \quad (b_h = 0)$$

Now we have $v(a_i) = r(h - l)$, $v(a_i) \geq r(h - i)$ for all $i$ and $v(a_i) > r(h - i)$ for $i < l$. It follows easily from (28.4.27) that $v(b_i) > r(h - 1 - i)$ for $i < l$, $v(b_i) = r(h - 1 - l)$ and $v(b_i) \geq r(h - 1 - i)$ for all $i$, which proves our assertion and the addendum.

We group the results obtained together in one final theorem.

\textbf{Theorem} Let $\mathcal{E}, k, p, q, \pi, \mathcal{E}, \sigma, T$ be as in (28.4.1). Then every finitely generated torsion left $\mathcal{E}$-module is isomorphic to a direct sum of modules of the forms

$$\mathcal{E}/\mathcal{E}\pi^i, \quad \mathcal{E}/\mathcal{E}(T^r - \pi^s)$$

with $(r, s) = 1$. The modules $\mathcal{E}/\mathcal{E}\pi^i$ are indecomposable and the modules $\mathcal{E}/\mathcal{E}(T^r - \pi^s)$ are simple and pairwise nonisomorphic for different pairs $r, s$ with $(r, s) = 1$.

### 28.5 Classification up to isogeny of finite dimensional formal group laws over an algebraically closed field $k$ of characteristic $p > 0$

In this section $k$ is an algebraically closed field of characteristic $p > 0$. All formal group laws are over $k$ and finite dimensional.

\textbf{Which $\mathcal{D}_\nu(k)$-modules come from $\mathcal{D}(k)$ modules?} Every $\mathcal{D}_\nu(k)$-module is isomorphic to a direct sum

$$\mathcal{E}' = \bigoplus_i \mathcal{D}_\nu(k)/\mathcal{D}_\nu(k)(V'^{r_i} - p^{s_i} \bigoplus_i \mathcal{D}_\nu(k)/\mathcal{D}_\nu(k)p^i$$

$(r_i, s_i) = 1$
by Theorem (28.4.28). We claim that the module (28.5.2) is of the form $C_{p}$ for some finitely generated reduced $D(k)$-module $C$ if and only if $r_{i} > s_{i}$ for all $i$, for which $r_{i}$ or $s_{i}$ is > 1; so $r = s = 1$ is the only pair that is allowed with $s \geq r$. Sufficiency of this condition is readily verified because if $r \geq s$, we have

$$D_{p}(k)/D_{p}(k)(V^{r} - p^{s}) \simeq D_{p}(k) \otimes D(k)D_{p}(k)(f^{s} - V^{-s})$$

$$D_{p}(k)/D_{p}(k)p^{i} \simeq D_{p}(k) \otimes D(k)D(k)f^{i}$$

(The formal group laws corresponding to the $D(k)/D(k)(f^{s} - V^{-s})$, $D(k)/D(k)f^{i}$ will be constructed below in (28.5.3), proving that these modules are reduced, which can also be seen directly.) The condition is also necessary. Assume that the module $C'$ of (28.5.2) is of the form $C' = C_{p}$. Then $C \subset C'$. Suppose that $r_{1} < s_{1}$ and let $V^{-h_{1}}, \gamma \in C$ be the image of $1 \in D_{p}(k)$ in the first direct summand of $C'$ (under the natural map $D_{p}(k) \to D_{p}(k)/D_{p}(k)(V^{s_{1}} - p^{s_{1}}) \subset C'$). Let

$$\delta = 1 - V^{(s_{1} - r_{1})}f^{s_{1}} \in D(k)$$

Then one finds $\delta \gamma = 0$, which is impossible because $\gamma \neq 0$ and $\delta$ is a unit of $D(k)$ because $r_{1} < s_{1}$.

(28.5.3) Construction of some formal group laws Let $F_{p}(X, Y)$ over $Z[Y]$ be the universal $n$-dimensional $p$-typical formal group law constructed in Chapter II, Section 10.3. Now substitute

$$V_{1} = \begin{pmatrix}
0 & \cdots & 0 \\
1 & \ddots & \\
0 & \ddots & \\
0 & \cdots & 0 & 1 & 0
\end{pmatrix}, \quad V_{2} = V_{3} = \cdots = 0$$

(If $n = 1$, then also $V_{1} = 0$.) The resulting formal group law has logarithm $f(X) = f(X_{0}, \ldots, X_{n-1})$ with components

$$f_{0}(X) = X_{0}$$
$$f_{1}(X) = X_{1} + p^{-1}X_{0}^{2}, \ldots,$$
$$f_{n-1}(X) = X_{n-1} + p^{-1}X_{n-2}^{2} + \cdots + p^{-n+1}X_{0}^{n-1}$$

i.e., it is the Witt vector formal group law $\hat{W}_{p^{n-1}}(X; Y)$ of dimension $n$ defined by the Witt addition polynomials $\Sigma_{1}, \Sigma_{p}, \ldots, \Sigma_{p^{n-1}}$. According to (27.7.15), we have that

(28.5.4)
$$f_{p}(i, i) = \sum_{n=0}^{\infty} V_{p}^{n}\langle V_{i+1}(i, i) \rangle \delta_{j}$$

where $\delta_{1}, \ldots, \delta_{n}$ is the standard basis. So that using (28.5.3), (28.5.4) we find for $\hat{W}_{p^{n}}(X; Y)$

$$f_{p, \delta_{1}} = \delta_{2}, \quad f_{p, \delta_{2}} = \delta_{3}, \quad \ldots, \quad f_{p, \delta_{n-1}} = \delta_{n}, \quad f_{p, \delta_{n}} = 0$$
so that the $D(k)$-module of $\hat{W}_{p^n}(X; Y)$ (over $k$) is

\[(28.5.5) \quad \mathcal{E}_p(\hat{W}_{p^n}(X; Y); k) = D(k)/D(k)f^n\]

Now assuming $n \geq 1$ and $m \geq 1$, let us substitute

\[
V_1 = \begin{pmatrix}
0 & \cdots & 0 \\
1 & \ddots & \\
0 & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
0 & \cdots & 0 & 1 & 0
\end{pmatrix}, \quad V_2 = \cdots = V_m = 0
\]

\[
V_{m+1} = \begin{pmatrix}
0 & \cdots & 0 & 1 \\
0 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 0
\end{pmatrix}, \quad V_{m+2} = V_{m+3} = \cdots = 0
\]

(and again $V_1 = 0$ if $n = 1$).

Let $(n, m) = 1$ and let $G_{n,m}(X, Y)$ be the formal group law over $Z$ thus obtained. Then using (28.5.4) we find for $G_{n,m}(X, Y)$

\[(28.5.6) \quad f\delta_1 = \delta_2, \quad f\delta_2 = \delta_3, \quad \ldots, \quad f\delta_{n-1} = \delta_n, \quad f\delta_n = V^m\delta_1\]

so that the $D(k)$-module of $G_{n,m}(X; Y)$ as a formal group law over $k$ is

\[(28.5.7) \quad \mathcal{E}_p(G_{n,m}, k) \simeq D(k)/D(k)(f^n - V^m)\]

Finally, taking $n = 1, m = 0$ and $V_1 = 1, V_2 = V_3 = \cdots = 0$, we find a $(p$-typical version of) the multiplicative formal group law $\hat{G}_m(X, Y)$ with $D(k)$-module

\[(28.5.8) \quad \mathcal{E}_p(\hat{G}_m; k) \simeq D(k)/D(k)(f - 1) \quad (= W_{p^\infty}(k))\]

So combining this with the results of (28.5.1) and (28.4.28), we find the classification up to isogeny theorem.

\[\textbf{(28.5.9) Theorem} \quad \text{Every finite dimensional formal group law } F(X, Y) \text{ over an algebraically closed field } k \text{ of characteristic } p > 0 \text{ is isogenous to a direct sum of formal group laws}\]

\[\hat{G}_m(X, Y); \quad G_{n,m}(X, Y) \quad \text{with } (n, m) = 1, n, m \in \mathbb{N}\]

\[\hat{W}_{p^n}(X, Y), \quad n \in \mathbb{N} \cup \{0\}\]

This decomposition is unique up to isogeny. The formal group laws $G_{n,m}(X, Y)$, $n, m \in \mathbb{N}$, $(n, m) = 1$, are simple and the $\hat{W}_{p^n}(X; Y)$ are indecomposable.

\[\textbf{(28.5.10) Remark} \quad \text{Manin introduced the notation } G_{n,m}(X, Y) \text{ with } 1 \leq n < \infty, 0 \leq m \leq \infty, (n, m) = 1 \text{ (with the convention } (n, \infty) = 1 \text{ for all } n) \text{ as a unifying notation for all the formal group laws occurring in (28.5.9). One sets}\]
\[ G_{1,0}(X, Y) = \hat{G}_m(X, Y). \quad G_{n,\infty}(X, Y) = \hat{W}_{p^\infty}(X, Y). \] Then the \( G_{n,m}(X, Y) \) are determined up to isogeny by:

(i) \( \text{dim } G_{n,m}(X, Y) = n; \)
(ii) \( G_{n,m}(X, Y) \) is indecomposable up to isogeny;
(iii) \( G_{n,m}(X; Y) \) is of height \( n + m. \)

29 Cartier–Dieudonné Theory for Formal \( A \)-Modules

In this section \( A \) is a discrete valuation ring with quotient field \( K \), uniformizing element \( \pi \), residue field \( k \) of characteristic \( p \) and with \( q \) elements, \( q = p' \). The uniformizing element \( \pi \) will be kept fixed throughout this section. \( A \) may be of characteristic \( p > 0 \) also.

In principle formal \( A \)-modules may be infinite dimensional in this section, but the main theorems are stated and proved only for finite dimensional formal \( A \)-modules.

29.1 Generalities concerning infinite dimensional formal \( A \)-modules

- (29.1.1) **Infinite dimensional formal \( A \)-modules** Let \( I \) be an index set. A possibly infinite dimensional formal \( A \)-module over an \( A \)-algebra \( B \) with index set \( I \) is a formal group law \( F(X, Y) \) over \( B \) with index set \( I \) together with a ring homomorphism \( \rho_F: A \to \text{End}_B(F(X, Y)) \) such that the \( i \)th component of \( \rho_F(a)(X) \) is congruent to \( aX_i \mod(\text{degree } 2) \) for all \( i \in I \). We shall also write \( [a]_F(X) \) for the \( I \)-tuple of power series \( \rho_F(a)(X) \) in \( (X_i), i \in I \).

Of course, the \( [a]_F(X) \) must satisfy the "monomials have compact support" condition of (27.1.3).

- (29.1.2) **The formal \( A \)-module \( \hat{W}_{q,\infty}(X, Y) \)** Let \( G_{\pi}(X, Y) \) over \( A \) be the Lubin–Tate formal group law with logarithm

\[ G_{\pi}(X) = X + \pi^{-1}X^q + \pi^{-2}X^{q^2} + \cdots \]

and let \( \Sigma_0^A, \Sigma_1^A, \Sigma_2^A, \ldots \) be the addition polynomials for the functor \( W_{q,\infty}(-) \) associated to \( G_{\pi}(X, Y) \); cf. Chapter IV, Section (25.3.18). These polynomials \( \Sigma_n^A(X; Y) \) in \( X_0, \ldots, X_n; Y_0, \ldots, Y_n \) define a formal group law with index set \( \{0, 1, 2, 3, \ldots\} \) over \( A \) with logarithm

\[
\hat{w}_q^A(X) = \begin{pmatrix}
X_0 \\
X_1 + \pi^{-1}X_0^q \\
X_2 + \pi^{-1}X_1^q + \pi^{-2}X_0^{q^2} \\
\vdots
\end{pmatrix}
\]
Now define for all \( a \in A \),
\[
[a]_{\hat{W}^A_{q,\infty}}(X) = (\hat{w}^A_q)^{-1}(a\hat{w}^A_q(X))
\]

The usual functional equation arguments now show that this defines \((\mathbb{N} \cup \{0\})\)-tuples of power series with coefficients in \( A \). (For those unhappy about the infinity of indeterminates, cf. (27.1.19)(v) above; cf. also (E.3.9).

More generally, one has infinite dimensional formal \( A \)-modules \( \hat{W}^F_{q,\infty}(X, Y) \), \( \hat{W}^F(X, Y) \) associated to every one dimensional formal \( A \)-module \( F(X, Y) \); cf. Chapter IV, Sections 25.1, 25.2, where the associated group functors are treated of which \( \hat{W}^F_{q,\infty} \) and \( \hat{W}^F \) are the “formal completions.”

(29.1.5) **Curves** The group of curves \( \mathcal{C}(F; B) \) of a possibly infinite dimensional formal \( A \)-module over the \( A \)-algebra \( B \) becomes an \( A \)-module via \( (a, \gamma(t)) \mapsto [a]_F(\gamma(t)) \). We have of course the usual operators \( f^a_n, v^a_n, \langle b \rangle \); and since \( [a]_F(X) \) is an endomorphism of \( F(X, Y) \), we have that \([a]_F\) commutes with all of \( f^a_n, v^a_n, \langle b \rangle \).

As a rule we shall simply write \([a]\) instead of \([a]_F\). Thus of the four kinds of operators \( f^a_n, v^a_n, [a], \langle b \rangle \) on \( \mathcal{C}(F; B) \) the first and third kind depend on \( F(X, Y) \) and the others do not depend on \( F(X, Y) \).

(29.1.6) **\( q \)-Typification and \( q \)-typical curves in the infinite dimensional case** In Chapter IV, Section (25.5.17) we defined functor endomorphisms \( \mathcal{C}^F_q : \mathcal{C}(F; -) \to \mathcal{C}(F; -) \) called “\( q \)-typifications” for finite dimensional formal \( A \)-modules \( F(X, Y) \) and we defined a subfunctor \( \mathcal{C}^q(F; -) \) of \( \mathcal{C}(F; -) \), the image of \( \mathcal{C}^F_q \), called “\( q \)-typical curve functor.” The constructions relied in a fairly essential way on the universal \( m \)-dimensional formal \( A \)-modules \( F^q_m(X, Y) \) and the universal curves \( \gamma_C(t) \). Neither object exists in the infinite dimensional case, nor can they exist because of the “monomials have finite support” conditions; cf. (27.1.3).

There does exist a substitute universal object, a sort of inductive limit of finite dimensional universal formal \( A \)-modules (or formal group laws) which can be made to perform the same services as the universal formal \( A \)-modules and group laws in the finite dimensional case. We shall not expose these constructions here (cf. [184]) but shall rely instead on a direct functional equation argument that works for \( \hat{W}^A_{q,\infty} \) and which works more generally for all “infinite dimensional functional equation” formal \( A \)-modules (but not for all (infinite dimensional) formal \( A \)-modules). For the Cartier–Dieudonné theory for finite dimensional formal \( A \)-modules which is to be developed below, only \( \hat{W}^A_{q,\infty} \) is important.

The functional equation type character of \( \hat{W}^A_{q,\infty}(X, Y) \) lies in the facts that \( \hat{W}^A_{q,\infty}(X, Y) \) has an \( A \)-logarithm (cf. (29.1.3) and (29.1.4)) and that this \( A \)-logarithm satisfies a functional equation
\[
\hat{w}^A_q(X) - \pi^{-1}Q\hat{w}^A_q(X^q) = X \in A[[X]]^N \cup \{0\}
\]
where $Q$ is the operator that maps the column vector $(b_0, b_1, b_2, \ldots)$ to the column vector $(0, b_0, b_1, b_2, \ldots)$.

In general of course the functional equation may involve infinitely many terms and a "twisting" endomorphism $\sigma$. All one dimensional formal $A$-modules $F(X, Y)$ have infinite dimensional functional equation type formal $A$-modules $\hat{W}^F(X, Y)$ associated to them; cf. Chapter IV, Sections 25.1, 25.2.

We shall present the general $q$-typification method for functional equation type infinite dimensional formal $A$-modules by just treating the case $\hat{W}_{q,\infty}(X; Y)$ (this saves a number of $\sum$ signs).

**29.1.8 q-typification for $\hat{W}^A_{q,\infty}(X, Y)$** Let $I = \{0, 1, 2, \ldots\}$ be the index set of $\hat{W}^A_{q,\infty}(X, Y)$ and let $A[C]$ be short for $A[C_{i,n}; i \in I, n \in \mathbb{N}]$. For each finite subset $\kappa$ of $I$, let $\gamma_\kappa(t)$ be the curve

$$\gamma_\kappa(t) = \sum_{i \in \kappa, n \in \mathbb{N}} \hat{W}^A_{q,\infty} C_{i,n} \delta_i(t^n)$$

where $\delta_i(t), i \in I$, is the standard V-basis for $\mathcal{G}(\hat{W}^A_{q,\infty}; -)$. Note that $\gamma_\kappa(t)$ is a curve, i.e., satisfies the "monomials have compact support" condition. Consider

$$\hat{W}^A_q(\gamma_\kappa(t)) = \sum_{n=1}^{\infty} x_{n,\kappa} t^n$$

where the $x_{n,\kappa}$ are $I$-tuples of polynomials in the $C_{i,n}$ with coefficients in $K$. Let $\sigma: K[C] \to K[C]$ be the $K$-endomorphism $C_{i,n} \to C_{i,n}^q$. Then by the functional equation lemma the $x_{n,\kappa}$ satisfy the conditions:

$$x_{n,\kappa} \in A[C]^I \quad \text{if } q \text{ does not divide } n$$

$$x_{n,\kappa} - \pi^{-1} Q_{\sigma^*} x_{q^{-1}n,\kappa} \in A[C]^I \quad \text{if } q \text{ does divide } n$$

It follows (by the functional equation lemma) that

$$\varepsilon_q \gamma_\kappa(t) = (\hat{W}^A_q)^{-1} \left( \sum_{n=0}^{\infty} x_{q^n,\kappa} t^{q^n} \right)$$

has its coefficients in $A[C]$ and hence is an element of $\mathcal{G}(\hat{W}^A_{q,\infty}; A[C])$.

This defines the $\varepsilon_q$ for the particular curves $\gamma_\kappa(t)$.

Now let $\gamma(t) \in \mathcal{G}(\hat{W}^A_{q,\infty}; B)$ be any curve with coefficients in any $A$-algebra $B$. Choose a number $s \in \mathbb{N}$. Because of the "monomials have finite support" condition there is a finite subset $\kappa(s) \subset I$ and a homomorphism $\phi_s: A[C] \to B$ such that

$$\phi_s(x_{n,\kappa}) = \gamma(t) \mod(\text{degree } s)$$

$$\phi_s(C_{i,n}) = 0 \quad \text{for } i \notin \kappa \text{ or } n \geq s$$

Moreover $\phi_s$ is uniquely determined by the conditions (29.1.13), simply because $\hat{W}^A_{q,\infty}(X, Y) \equiv X + Y \mod(\text{degree } 2)$. 
We now define
\[ \varepsilon_q \gamma(t) = \lim_{s \to \infty} (\phi_s)_* \varepsilon_q \gamma_{s(t)}(t) \]  
(29.1.14)

(where the limit is of course with respect to the topology of \( \mathcal{C}(\mathcal{W}^A_{q, \infty}; B) \) defined by the subgroups \( \mathcal{C}^n(\mathcal{W}^A_{q, \infty}; B) \)). Because of the uniqueness of the \( \phi_s \) satisfying (29.1.13), we have that
\[ \varepsilon_q \psi_* \gamma(t) = \psi_* \varepsilon_q \gamma(t) \]  
(29.1.15)

for any \( \psi : B \to B' \) in Alg\( _A \).

Now suppose that \( B \) is \( A \)-torsion free. Then (29.1.10), (29.1.12), and (29.1.14) show that we have
\[ \bar{w}_q(\gamma(t)) = \sum_{n=1}^{\infty} x_n t^n \Rightarrow \bar{w}_q(\varepsilon_q \gamma(t)) = \sum_{n=0}^{\infty} x_n q^n \]  
(29.1.16)

and this of course determines \( \varepsilon_q \) uniquely if \( B \) is \( A \)-torsion free. This characterization plus (29.1.15) plus the simple remark that any curve can be lifted back to a curve over an \( A \)-torsion free \( A \)-algebra then shows as usual that

\[ \text{(29.1.17) Lemma} \]  
Formula (29.1.14) defines a functor endomorphism of the \( A \)-module-valued functor \( \mathcal{C}(\mathcal{W}^A_{q, \infty}; -) \) and \( \varepsilon_q \varepsilon_q = \varepsilon_q \). Moreover, \( \varepsilon_q \) commutes with the operators \([a], a \in A, \langle b \rangle, \) and \( V_q \).

\[ \text{(29.1.18) More generally, the method given above works for any functional equation formal \( A \)-module and for any formal \( A \)-module of the form \( \phi_* F(X, Y) \) with \( \phi \in \text{Alg}_A \) and \( F(X, Y) \) of functional equation type. We also note that (29.1.14) agrees with the definitions given in (25.5.17) in the finite dimensional case. This, and (29.1.16), (29.1.12) means that \( \varepsilon_q \) commutes with the \( A \)-module homomorphisms induced by formal \( A \)-module homomorphisms \( \alpha(X) \). That is, the diagram
\[
\begin{array}{ccc}
\mathcal{C}(F; B) & \xrightarrow{\varepsilon_q} & \mathcal{C}(F; B) \\
\downarrow{\alpha_*} & & \downarrow{\alpha_*} \\
\mathcal{C}(G; B) & \xrightarrow{\varepsilon_q} & \mathcal{C}(G; B)
\end{array}
\]

commutes for every homomorphism of formal \( A \)-modules \( \alpha(X) : F(X, Y) \to G(X, Y) \).}

\[ \text{(29.1.19) Definition} \]  
\( \mathcal{F}G^A_\delta \) denotes the category of formal \( A \)-modules over the \( A \)-algebra \( B \).

\[ \text{(29.1.20) Definition} \]  
By the remarks made in (29.1.18), (29.1.17), and (29.1.6) we have defined a functor endomorphism \( \varepsilon_q \) of the functor \( \mathcal{C}(-; B) : \mathcal{F}G^A_\delta \to \text{Mod}_A \). We shall denote the image functor by \( \mathcal{C}_q(-; B) \). The elements of \( \mathcal{C}_q(-; B) \) are called \( q \)-typical curves.
Strictly speaking of course, we have defined $\varepsilon_q$ only for the full subcategory of $\mathbf{FG}_q^A$ consisting of the finite dimensional formal $A$-modules and $\bar{W}_{q,\infty}^A$. This is in fact enough for our purposes below.

(29.1.21) **Definition** A formal $A$-module $F(X, Y)$ with index set $I$ in $\mathbf{FG}_q^A$ will be called $A$-typical if it is of the form $F(X, Y) = \phi_* G(X, Y)$, where $G(X, Y) \in \mathbf{FG}_q^A$ is a formal $A$-module with a logarithm $g(X)$ of the form

$$g(X) = X + \sum_{i=0}^{\infty} b_i X^{q^i}$$

where the $b_i$ are $I$-tuples of elements of $B' \otimes_A K$, $B'$ is $A$-torsion free, and $\phi: B' \to B$ is an $A$-algebra homomorphism. Note that this agrees with our previous definition in the finite dimensional case (cf. Chapter IV, Section (25.4.27)). Note also that $\bar{W}_{q,\infty}^A(X; Y)$ is $A$-typical.

If $F(X, Y)$ is $A$-typical, then its standard $V$-basis $\delta_i(t)$, $i \in I$, consists of $q$-typical curves and we have

(29.1.23) **Lemma** Let $F(X, Y)$ be an $A$-typical formal $A$-module over $B$. Then every element $\gamma(t) \in \mathcal{C}_q(F; B)$ can be written uniquely as a convergent sum

$$\sum_{n=0}^{\infty} \sum_{i \in I} V_q^n \langle b_{n,i} \rangle \delta_i(t)$$

with for every $n$ only finitely many $i$ such that $b_{n,i} \neq 0$, and every element $\gamma(t) \in \mathcal{C}(F; B)$ can be written uniquely as a convergent sum

$$\sum_{q \mid m} V_m \gamma_m(t), \quad \gamma_m(t) \in \mathcal{C}_q(F; B)$$

**Proof** Standard; do the case "$B$ is $A$-torsion free" first.

(29.1.24) $\mathcal{C}_q(F; B)$ is a closed sub-$A$-module of $\mathcal{C}(F; B)$; its (inherited) topology is defined by the sub-$A$-modules $\mathcal{C}_q^{(n)}(F; B) = \mathcal{C}_q(F; B) \cap \mathcal{C}_q^n(F; B)$; $\mathcal{C}_q(F; B)$ is stable under $V_q[a], f_q$, and $\langle b \rangle$. Cf. Lemma (29.1.17). It is not stable under $V_m$ if $m$ is not a power of $q$ nor under $f_p$ (unless $q = p$).

The topological $A$-module $\mathcal{C}_q(F; B)$ is Hausdorff and complete.

(29.1.25) **The Frobenius operator $f_\pi$ in the infinite dimensional case** With respect to the Frobenius operator $f_\pi$ on $\mathcal{C}(F; B)$ for infinite dimensional formal $A$-modules, the situation is exactly the same as for $q$-typification.

The relevant formulas for the case of $\bar{W}_{q,\infty}^A(X, Y)$ are

$$f_\pi \gamma_\pi(t) = (\bar{W}_q^A)^{-1} \left( \sum_{n=1}^{\infty} \pi x_{q^n, \pi} t^n \right)$$

$$f_\pi \gamma(t) = \lim_{s \to \infty} (\phi_s)_* f_\pi \gamma_{\pi(s)}(t)$$
where $\gamma_\kappa$, $x_\kappa$, $\gamma_{\kappa(s)}$, and $\phi_\kappa$ are as in (29.1.9), (29.1.10), (29.1.13). The integrality of $f_\kappa \gamma_\kappa(t)$ is proved as usual (cf. Chapter IV, Section (25.5.3)). If $B$ is torsion free, then $f_\kappa$ is characterized by

$\text{(29.1.28)} \quad \tilde{w}_q^A(\gamma(t)) = \sum_{i=1}^{\infty} y_i t^i \quad \Rightarrow \quad \tilde{w}_q^A(f_\kappa \gamma(t)) = \sum_{i=1}^{\infty} \pi y_i \tau t^i$

and using this one proves in the usual way that

$\text{(29.1.29) Lemma} \quad f_\kappa$ is a continuous, additive, functor endomorphism of the functor $\mathcal{C}(-; B) : \mathcal{F}G_{B} \to \text{Mod}_A$. Moreover, $f_\kappa \phi_\kappa = \phi_\kappa f_\kappa$ for $\phi \in \text{Alg}_A$ and $f_\kappa$ commutes with $\varepsilon_q$, so $f_\kappa$ induces a functor endomorphism of $\mathcal{C}_q(-; B)$. The commutation rules of $f_\kappa$ with the various other operators on $\mathcal{C}(-; B)$ are

$\text{(29.1.30)} \quad f_\kappa f_n = f_n f_\kappa \quad \text{for all} \quad n \in \mathbb{N}$

$\text{(29.1.31)} \quad f_\kappa [a] = [a] f_\kappa \quad \text{for all} \quad a \in A$

$\text{(29.1.32)} \quad f_\kappa \langle b \rangle = \langle b^q \rangle f_\kappa \quad \text{for all} \quad b \in B$

$\text{(29.1.33)} \quad f_\kappa V_q = [\pi]$

$\text{(29.1.34)} \quad [u] f_\kappa^e V_p^{-1} = f_p \quad \text{if} \quad ur^e = p$

(in the characteristic zero case)

$\text{(29.1.35) Example} \quad$ Let $\delta_0(t), \delta_1(t), \delta_2(t), \ldots$ be the standard $V$-basis for $\tilde{W}_{q, \infty}^A(X; Y)$ over some $A$-algebra $B$. Then we have

$\text{(29.1.36)} \quad f_\kappa^n \delta_0(t) = \delta_n(t)$

It suffices (because $f_\kappa^n$ commutes with $\phi_\kappa$'s) to prove this for $A$-torsion free $A$-algebras $B$. We then have (cf. (29.1.3))

$\tilde{w}_q^A(\delta_0(t)) = \begin{pmatrix} t \\ \pi^{-1} t^q \\ \pi^{-2} t^{q^2} \\ \pi^{-3} t^{q^3} \\ \vdots \end{pmatrix}$, \quad $\tilde{w}_q^A(\delta_n(t)) = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ t \\ \pi^{-1} t^q \\ \pi^{-2} t^{q^2} \\ \vdots \end{pmatrix}$ \text{nth row}$

and the result follows from (29.1.28). Now $\tilde{W}_{q, \infty}^A(X, Y)$ is an $A$-typical formal $A$-module, so that the $\delta_0(t), \delta_1(t), \ldots$ are all in $\mathcal{C}_q(\tilde{W}_{q, \infty}^A; B)$. So that writing $\gamma_\kappa(t)$ for $\delta_0(t)$ we have by (29.1.36), Lemma (29.1.23) and (29.1.24) a unique convergent sum expression for all $\gamma(t) \in \mathcal{C}_q(\tilde{W}_{q, \infty}^A; B)$:

$\text{(29.1.37)} \quad \gamma(t) = \sum_{i,n}^{\infty} \mathcal{C}_q^A \langle b_{n,i} \rangle f_\kappa^n \gamma_\kappa(t)$
Further, \( \hat{W}_q^A \) is curvilinear so that
\[
\sum_{i=0}^{\infty} \delta_i(X_i) = (X_0, X_1, X_2, \ldots)
\]
so that we also have
\[
(X_0, X_1, X_2, \ldots) = \sum_{i=0}^{\infty} f_i^i \gamma_i(X_i).
\]

These formulas are of course the analogues for \( \hat{W}_q^A(X, Y) \) of (27.1.7) and the formulas of (27.1.8) for \( \hat{W}(X, Y) \).

### 29.2 The representation theorem

(\( = \) analogue of first theorem)

In this case the representation theorem says that for a fixed \( A \)-algebra \( B \) the functor \( \text{FG}_B^A \to \text{Mod}_A, F(X, Y) \mapsto \mathcal{C}_q(F; B) \) is representable by \( \hat{W}_q^A(X, Y) \) as a formal \( A \)-module over \( B \). More precisely,

**Theorem** (representation theorem) Let \( B \) be an \( A \)-algebra, let \( F(X, Y) \in \text{FG}_B^A \), and let \( \gamma(t) \in \mathcal{C}_q(F; B) \) be a curve. Then there exists precisely one homomorphism of formal \( A \)-modules \( \alpha_\gamma(X) : \hat{W}_q^A(X, Y) \to F(X, Y) \) such that \( \alpha_\gamma(\gamma(t)) = \gamma(t) \). The correspondence \( \mathcal{C}_q(F; B) \cong \text{FG}_B^A(\hat{W}_q^A(X, Y), F(X, Y)) \) is an isomorphism of topological \( A \)-modules.

**Proof** Suppose that \( \alpha_\gamma(X) \) is a homomorphism of formal \( A \)-modules such that \( \alpha_\gamma(\gamma(t)) = \gamma(t) \). Now \( \alpha_\gamma \) commutes with \( f_\gamma \) and is additive and continuous, so applying \( \alpha_\gamma \) to (29.1.38) we find that we must have
\[
\alpha_\gamma(X) = \sum_{i=0}^{\infty} f_i \gamma_i(X_i)
\]
This takes care of the uniqueness of \( \alpha_\gamma(X) \) and it remains to prove only that this \( \alpha_\gamma(X) \) is indeed a homomorphism of formal \( A \)-modules. The proof of this is completely parallel to the proof of the analogous fact concerning \( \hat{W}(X, Y) \); cf. (27.1.19). Here are the details. (The reader who fears this may become tedious is invited to skip this bit.) First note that if we have proved the theorem for a formal group \( A \)-module \( \hat{F}(X, Y) \) that is \( A \)-isomorphic to \( F(X, Y) \) over \( B \), then we have also proved it for \( F(X, Y) \). We can therefore suppose that \( F(X, Y) \) is \( A \)-typical. Now suppose first that \( B = A[V; C] \), that \( F(X, Y) \) is the universal \( m \)-dimensional \( A \)-typical formal \( A \)-module over \( A[V] \subset A[V; C] \), and that
\[
\gamma_C(t) = \sum_{i=0}^{\infty} C_i t^q
\]
(where \( C_i \) is short for the column vector \( (C_{i,1}, \ldots, C_{i,m}) \)) is the universal \( q \)-typical curve in \( \mathcal{C}_q(F; B) \). Consider
\[
f(\gamma_C(t)) = \sum_{n=0}^{\infty} x_n t^{qn}
\]
The $x_i$ are column vectors of polynomials in the $V$'s and $C$'s with coefficients in $K$; by the functional equation lemma they satisfy relations

$$
(29.2.3) \quad x_1 - \pi^{-1} V_1 x_1^{q_1} - \cdots - \pi^{-1} V_{i-1} x_1^{q_{i-1}} - \pi^{-1} V_0 x_0^{q_0} \in A[V, C]^m
$$

Now let $M$ be the $m \times (N \cup \{0\})$ matrix consisting of the column vectors $x_0, x_1, \pi x_2, \pi^2 x_3, \ldots$ (note that all entries of $M$ are integral, i.e., elements of $A[V; C]$). Now define

$$
(29.2.4) \quad \alpha_\gamma(X) = f^{-1}(M \tilde{w}_q^A(X))
$$

We have already seen (cf. (29.1.33)) that $\tilde{w}_q^A(\gamma(t))$ is the column vector $(t, \pi^{-1} t^q, \pi^{-2} t^{q^2}, \ldots)$. So we have

$$
(29.2.5) \quad f(\alpha_\gamma(\gamma(t))) = f(\gamma(t))
$$

and hence $\alpha_\gamma(\gamma(t)) = \gamma(t)$ because $A[V; C]$ is $A$-torsion free, so (29.2.4) is the right formula (in the torsion free case). It remains to prove that $\alpha_\gamma(X)$ as defined by (29.2.4) is integral because this $\alpha_\gamma(X)$ is certainly a formal $A$-module homomorphism over $K[V; C]$. The integrality follows from (29.2.2) (which is certainly integral) and the fact that $\alpha_\gamma(X)$ is also unique over $K[V; C]$ (also by (29.2.2)). This proves the theorem in the case $F_q^A(X, Y; \gamma_c(t))$ over $A[V; C]$.

(Alternatively, one can easily show that $M \tilde{w}_q^A(X)$ satisfies the same type of functional equation as $f(X) = f_\gamma^A(X)$, by using (29.2.3), exactly as we did for $\tilde{W}(X, Y)$ in (27.1.19).) Now let $F(X, Y)$ over $B$ be any formal $A$-module over any $A$-algebra $B$ and $\gamma(t)$ any element of $\mathcal{C}_q(F; B)$. Then there is a unique homomorphism $\phi_*: A[V; C] \to B$ such that $\phi_* F_q^A(X, Y) = F(X, Y)$, $\phi_* \gamma_c(t) = \gamma(t)$. Applying $\phi_*$ to the $\alpha_\gamma(X)$ of (29.2.4) then gives a homomorphism $\tilde{W}_q^{A, \infty}(X, Y) \to F(X, Y)$ that takes $\gamma(t)$ to $\gamma(t)$, which is the unique homomorphism doing this by (29.2.2). This takes care of existence of $\alpha_\gamma(X)$ for finite dimensional formal $A$-modules.

(To take care of the infinite dimensional formal $A$-modules one uses a corollary of the universal constructions alluded to in (29.1.6), viz that every formal $A$-module over $B$ is of the form $\phi_* F(X, Y)$ where $F(X, Y)$ is a functional equation formal $A$-module over an $A$-algebra of the form $A[C]$; cf. [184] for details.)

Finally, we observe that, given the fact that $\alpha_\gamma(X)$ as defined by (29.2.2) is a formal $A$-module homomorphism, formula (29.2.2) says that $\gamma(t) \mapsto \alpha_\gamma(X)$ is additive, continuous, and commutes with the $A$-module structures on $\mathcal{C}_q(F; B)$ and $F_G^A(\tilde{W}_q^{A, \infty}(X, Y), F(X, Y))$; i.e., we have $[a]\gamma(t) \mapsto [a]\alpha_\gamma(X) = [a]_F(X) \circ \alpha_\gamma(X)$.

### 29.3 The ring of operators $\text{Cart}_A(B)$

#### (29.3.1) Operators of $\mathcal{C}_q(-; B)$

Let $B$ be a fixed $A$-algebra. An operator $Q$ on $\mathcal{C}_q(-; B)$ is a functor endomorphism of the set-valued functor $\mathcal{C}_q(-; B)$ on $\text{FG}_A^B$. As usual, this forces other properties of $Q$. 
(29.3.2) Lemma Let $Q_1, Q_2$ be two operators on $\mathcal{C}_q(-; A)$. Then we have:

(i) $Q_1 \gamma(t) = Q_2 \gamma(t) \Rightarrow Q_1 = Q_2$.

(ii) $Q_1$ is additive and continuous and induces $A$-module endomorphisms.

(iii) Let $\gamma(t) \in \mathcal{C}_q(\tilde{W}_{q,\infty}; B)$, then there is a unique operator $Q_\gamma$ such that $Q_\gamma(\gamma(t)) = \gamma(t)$.

Proof (i) Let $\gamma(t) \in \mathcal{C}_q(F; B), F(X, Y) \in FG_q^A$. Then by Theorem (29.2.1) there is a unique homomorphism $\alpha_\gamma(X): \tilde{W}_{q,\infty}(X, Y) \rightarrow F(X, Y)$ such that $\alpha_\gamma(\gamma(t)) = \gamma(t)$. The functoriality of $Q_1$ and $Q_2$ now gives us

$Q_1 \gamma(t) = Q_1 \alpha_\gamma(\gamma(t)) = \alpha_\gamma(Q_1 \gamma(t)) = \alpha_\gamma(Q_2 \gamma(t)) = Q_2 \alpha_\gamma(\gamma(t)) = Q_2 \gamma(t)$

(ii) To prove that $Q_1$ is additive, continuous, and commutes with the $[a]$ operators simply observe that the formula

$Q_1 \gamma(t) = \alpha_\gamma(Q_1 \gamma(t))$

implies all this because $\gamma(t) \mapsto \alpha_\gamma(X)$ is a continuous $A$-module homomorphism (cf. Theorem (29.2.1)).

(iii) The defining formula for $Q_\gamma$ is $Q_\gamma(\delta(t)) = \alpha_\delta(\gamma(t))$. This is functorial by the uniqueness of the $\alpha_\delta(X)$ such that $\alpha_\delta(\gamma(t)) = \delta(t)$.

(29.3.3) Corollary There is a one–one correspondence between operators $Q$ and elements $\gamma(t) \in \mathcal{C}_q(\tilde{W}_{q,\infty}; B)$.

(29.3.4) Corollary Every operator of $\mathcal{C}_q(-; B)$ can be uniquely written as a sum

$$\sum_{m,n=0}^\infty v_q^m b_{m,n} f^n \pi, \quad b_{m,n} \in B$$

with for every $m$ only finitely many $n$ such that $b_{m,n} \neq 0$. This follows from Corollary (29.3.3), together with formula (29.1.37).

(29.3.6) Let $b, c \in B$. Then one particular operator on $\mathcal{C}_q(-; B)$ is $\langle b \rangle + \langle c \rangle$, and according to Corollary (29.3.4) we must be able to write this operator in the form (29.3.5). We claim that

$$\langle b \rangle + \langle c \rangle = \sum_{n=0}^\infty v_q^m \langle r^n_m(b, c) \rangle f^n \pi$$

where the $r^n_m(Z_1, Z_2)$ are certain polynomials with coefficients in $A$, defined by the conditions

$$(Z_1^m + Z_2^m) = \sum_{i=0}^n \pi^i r^n_i(Z_1, Z_2) q^{n-i}$$

(To prove that these polynomials do indeed have their coefficients in $A$, use induction on $n$ and the fact that for any polynomial $r(Z_1, Z_2)$ with coefficients in $A$ we have $r(Z_1^i, Z_2^i) = r(Z_1, Z_2) q^{i+1} \mod \pi^{i+1}$.)
(29.3.9) **Proof of formula (29.3.7)** Because every \( F(X, Y) \in \mathbf{FG}_B^A \) comes (via a \( \phi_* \)) from a formal \( A \)-module with an \( A \)-logarithm and because both sides of (29.3.7) commute with \( \phi_*'s \) and \( \alpha_*'s \), it suffices to prove (29.3.7) for the case of an additive formal \( A \)-module. (Cf. Chapter III, Sections (16.2.11) and (16.2.12) for a similar argument in detail.)

So suppose that \( F(X, Y) \) is an additive formal \( A \)-module. Then \( \mathcal{G}_q(F; B) \) is the abelian group of power series \( \gamma(t) = \sum_{n=0}^{\infty} x_n t^{q^n} \) with ordinary addition and \( f_n(\sum_{n=0}^{\infty} x_n t^{q^n}) = \sum_{n=0}^{\infty} \pi x_{n+1} t^{q^n} \); cf. (29.1.28). So the right-hand side of (29.3.7) applied to \( \gamma(t) \) yields

\[
\left( \sum_{m=0}^{\infty} V_q^m \langle r_m(b, c) \rangle f_n^m \right) \left( \sum_{n=0}^{\infty} x_n t^{q^n} \right) = \sum_{m=0}^{\infty} V_q^m \langle r_m(b, c) \rangle \sum_{n=0}^{\infty} x_{n+m} t^{q^{n+m}} \\
= \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \pi^{n+m} r_m(b, c) t^{q^{n+m}} \\
= \sum_{s=0}^{\infty} \left( \sum_{n=0}^{s} \pi^{n-s} r_{n-s}(b, c) t^{q^n} \right) t^{q^s} \\
= \sum_{s=0}^{\infty} (b^{q^s} + c^{q^s}) t^{q^s} \\
= \langle b \rangle \gamma(t) + \langle c \rangle \gamma(t)
\]

which proves our assertion.

(29.3.10) **Remark** Formula (29.3.7) for \( \langle b \rangle + \langle c \rangle \) holds for \( \langle b \rangle + \langle c \rangle \) considered as an operator on \( \mathcal{G}_q(-; B) \). It does not hold for \( \langle b \rangle + \langle c \rangle \) considered as an operator on \( \mathcal{G}_p(-; B) \) and also of course not for \( \langle b \rangle + \langle c \rangle \) as an operator on \( \mathcal{G}(--; B) \).

(29.3.11) **The operators** \([a]\) Because we are dealing with formal \( A \)-modules, we also have the operators \([a]\) of \( \mathcal{G}_q(--; B) \); these are, according to (29.3.4), also writable as expressions of the form (29.3.5). We claim that

\[
(29.3.12) \quad [a] = \sum_{n=0}^{\infty} V_q^n \langle b_n \rangle f_n^a
\]

where the \( b_n \) are such that

\[
(29.3.13) \quad w_{q,n}(b_0, \ldots, b_n) = a \quad \text{for all} \quad n \in \mathbb{N} \cup \{0\}
\]

i.e., we have that \( b_t = \Omega_t(a) \); cf. Chapter IV, Section (25.3.18). Here the \( \Omega_t \) are polynomials with coefficients in \( K \) such that \( \Omega_t(a) \in A \) for all \( a \in A \). The first two \( \Omega_t \) are \( \Omega_0 = Z, \Omega_1 = \pi^{-1}(Z - Z^q) \). That the \( \Omega_t(a) \) are in \( A \) for all \( a \in A \) follows of course from Corollary (29.3.4) (once we have shown that (29.3.12) holds); it also follows from Section (25.3.18) of Chapter IV. Here is an indepen-
dent (really the same) proof. If \( b_0, \ldots, b_n \in A \), then \( w_{q,n}^A(b_0^q, \ldots, b_n^q) \equiv w_{q,n+1}^A(b_0, \ldots, b_{n+1}) \mod \pi^{n+1} \), hence
\[
b_{n+1} = \pi^{-(n+1)}(w_{q,n+1}^A(b_0, \ldots, b_{n+1}) - w_{q,n}^A(b_0^q, \ldots, b_n^q)) \equiv 0 \mod A
\]

**Proof of formula (29.3.12)** As usual it suffices to prove this for the additive formal \( A \)-module. We find
\[
\left( \sum_{n=0}^{\infty} V_q^n \langle b_n \rangle f_\pi^n \right) \left( \sum_{i=0}^{\infty} x_i t^{qi} \right) = \sum_{n=0}^{\infty} \sum_{i=0}^{\infty} \pi^n b_n^q \pi^{qi} x_{i+n} t^{qi+n}
\]
\[
= \sum_{n=0}^{\infty} w_{q,n}(b_0, \ldots, b_n) x_n t^{q^n}
\]
\[
= [a] \left( \sum_{i=0}^{\infty} x_i t^{qi} \right)
\]

We can now describe the \( A \)-algebra \( \text{Cart}_A(B) \) as follows:

**Proposition** Let \( B \) be an \( A \)-algebra. Then \( \text{Cart}_A(B) \) is the \( A \)-algebra consisting of all expressions

\[
\sum_{m=0}^{\infty} V_q^m \langle b_{m,n} \rangle f_\pi^n, \quad b_{m,n} \in B
\]

in the symbols \( V_q \) and \( f_\pi \) with for every \( m \) only finitely many \( b_{m,n} \neq 0 \). The \( A \)-algebra structure is given by

\[
[a] = \sum_{m=0}^{\infty} V_q^m \langle \Omega^A_m(a) \rangle f_\pi^m
\]

where the \( \Omega^A_m(Z) \) are the polynomials with coefficients in \( K \) determined by

\[
w_{q,n}^A(\Omega_0^A, \Omega_1^A, \ldots, \Omega_n^A) = Z \quad \text{for all} \quad n \in \mathbb{N} \cup \{0\}
\]

The calculation rules in \( \text{Cart}_A(B) \) are

\[
\langle b \rangle V_q = V_q \langle b^q \rangle, \quad f_\pi \langle b \rangle = \langle b^q \rangle f_\pi
\]

\[
f_\pi V_q = [\pi] = \sum_{n=0}^{\infty} V_q^m \langle \Omega^A_m(\pi) \rangle f_\pi^m
\]

\[
\langle b + c \rangle = \sum_{m=0}^{\infty} V_q^m \langle r^A_m(b, c) \rangle f_\pi^m
\]

where the \( r^A_m(Z_1, Z_2) \) are the polynomials with coefficients in \( A \) given by

\[
Z_1^{q^n} + Z_2^{q^n} = \sum_{s=0}^{n} \pi^s r^A_s(Z_1, Z_2)^{q^{n-s}}
\]
29.4 The faithfulness theorem
(= analogue of second theorem)

(29.4.1) Theorem Let \( F(X, Y), G(X, Y) \in \mathcal{C}_p^\dagger \) and let \( \beta: \mathcal{C}_q(F; B) \to \mathcal{C}_q(G; B) \) be an additive continuous homomorphism that commutes with the operators \( V_q, f_\alpha \), and \( \langle b \rangle \) for all \( b \in B \). Then there is a unique homomorphism of formal \( A \)-modules \( \alpha(X): F(X, Y) \to G(X, Y) \) such that \( \alpha \circ \beta = \beta \).

Proof It suffices to prove this for \( A \)-typical formal \( A \)-modules \( F(X, Y) \) and \( G(X, Y) \). These are also \( p \)-typical, and by Lemma (29.1.23) we can write every \( p \)-typical curve in \( \mathcal{C}_p(F; B) \) as a finite sum

\[
\gamma(t) = \sum_{i=0}^{r-1} V_p^i \gamma_i(t), \quad \gamma_i(t) \in \mathcal{C}_q(F; B)
\]

where \( q = p^r \). We now define an extension \( \bar{\beta}: \mathcal{C}_p(F; B) \to \mathcal{C}_p(G; B) \) by the formula

\[
\bar{\beta}(\gamma(t)) = \sum_{i=0}^{r-1} V_p^i \beta(\gamma_i(t))
\]

Note that this is the only possible extension of \( \beta \) if we want \( \bar{\beta} \) to be additive. Clearly \( \bar{\beta} \) is an additive continuous map \( \mathcal{C}_p(F; B) \to \mathcal{C}_p(G; B) \). We claim that \( \bar{\beta} \) also commutes with the operators \( f_\alpha, \langle b \rangle, V_p, f_\alpha, \) and \( [a] \).

To see this note that the unique expressions of \( [a], \langle b \rangle, V_p, f_\alpha \), applied to \( \gamma(t) \) as sums of elements in \( \mathcal{C}_q(F; B) \) are respectively

\[
[a] \gamma(t) = \sum_{i=0}^{r-1} V_p^i ([a] \gamma_i(t))
\]

\[
\langle b \rangle \gamma(t) = \sum_{i=0}^{r-1} V_p^i \langle b^p \rangle \gamma_i(t)
\]

\[
V_p \gamma(t) = \sum_{i=0}^{r-2} V_p^{i+1} \gamma_i(t) + F (V_q \gamma_{r-1}(t))
\]

\[
f_\alpha \gamma(t) = \sum_{i=0}^{r-1} V_p^i (f_\alpha \gamma_i(t))
\]

The first three of these formulas are obvious (\([a] \) operators commute with \( V_p \) and \( \langle b \rangle V_p = V_p \langle b^p \rangle \) and \( V_p V_p^{r-1} = V_q \)). The fourth formula is less obvious because in general \( V_m \) and \( f_\alpha \) certainly do not commute.

However, we have

\[
(29.4.4) \quad \text{if } q \not| m \text{ and } \gamma(t) \in \mathcal{C}_q(F; B), \text{ then } V_m f_\alpha \gamma(t) = f_\alpha V_m \gamma(t).
\]
To prove this it suffices to prove this for the additive formal $A$-modules, and then we have

$$V_m f_\pi \left( \sum_{i=0}^\infty x_i t^{q^i} \right) = V_m \left( \sum_{i=0}^\infty \pi x_{i+1} t^{q^i} \right) = \sum_{i=0}^\infty \pi x_{i+1} t^{q^i m}$$

and on the other hand

$$f_\pi V_m \left( \sum_{i=0}^\infty x_i t^{q^i} \right) = f_\pi \left( \sum_{i=0}^\infty \pi x_i t^{q i q^{-1} m} \right) = \sum_{i=0}^\infty \pi x_i t^{q i m}$$

and these sums are equal because $q$ divides $q^i m$ if and only if $i \geq 1$ because $q$ does not divide $m$.

Applying (29.4.3), we now find respectively

$$\bar{\beta}([a] \gamma(t)) = \sum_{i=0}^{r-1} V_p^i \beta([a] \gamma_i(t)) = \sum_{i=0}^{r-1} V_p^i [a] \beta(\gamma_i(t))$$

$$= [a] \sum_{i=0}^{r-1} V_p^i \beta(\gamma_i(t)) = [a] \bar{\beta}(\gamma(t))$$

because $\beta$ commutes with $[a]$ operators since every $[a]$ operator can be written in terms of $V_q$, $\langle b \rangle$'s and $f_\pi$ (cf. (29.3.11));

$$\bar{\beta}(\langle b \rangle \gamma(t)) = \sum_{i=0}^{r-1} V_p^i \beta(\langle b^{p^i} \rangle \gamma_i(t)) = \sum_{i=0}^{r-1} V_p^i \langle b^{p^i} \rangle \beta(\gamma_i(t))$$

$$= \sum_{i=0}^{r-1} \langle b \rangle V_p^i \beta(\gamma_i(t)) = \langle b \rangle \bar{\beta}(\gamma(t))$$

because $\beta$ commutes with $\langle c \rangle$ operators;

$$\bar{\beta}(V_p \gamma(t)) = \sum_{i=0}^{r-2} V_p^{i+1} \beta(\gamma_i(t)) + \beta(V_q \gamma_{r-1}(t))$$

$$= V_p \left( \sum_{i=0}^{r-2} V_p^i \beta(\gamma_i(t)) \right) + V_q \beta(\gamma_{r-1}(t))$$

$$= V_p \left( \sum_{i=0}^{r-2} V_p^i \beta(\gamma_i(t)) + V_p^{r-1} \beta(\gamma_{r-1}(t)) \right) = V_p \bar{\beta}(\gamma(t))$$

because $\beta$ commutes with $V_q$;

$$\bar{\beta}(f_\pi \gamma(t)) = \sum_{i=0}^{r-1} V_p^i \beta(f_\pi \gamma_i(t)) = \sum_{i=0}^{r-1} V_p^i f_\pi \beta(\gamma_i(t))$$

$$= \sum_{i=0}^{r-1} f_\pi V_p^i \beta(\gamma_i(t)) = f_\pi \bar{\beta}(\gamma(t))$$

because $\beta$ commutes with $f_\pi$ and because of (29.4.4).
Now if $A$ is of characteristic zero, we have

$$f_p = [u]f_p^e V_p^{-1}$$

if $p = u \pi e$, $u$ a unit of $A$. So $\bar{B}$ also commutes with $f_p$. And if $A$ is of characteristic $p$, we have that $f_p = 0$ by Remark (29.4.6) below.

It follows that $\bar{B} : \mathcal{C}_p(F; B) \to \mathcal{C}_p(G; B)$ is an additive continuous homomorphism that commutes with $f_p$, $V_p$, and $\langle b \rangle$ operators. By Theorem (27.7.10) it follows that there is a homomorphism of formal group laws $\alpha(X) : F(X, Y) \to G(X, Y)$ such that $\bar{B} = \mathcal{C}_p(\alpha(X); B)$. This homomorphism $\alpha(X)$ has the additional property that

$$\alpha([a] \gamma(t)) = [a] \alpha(\gamma(t))$$

for every $p$-typical curve $\gamma(t)$ (because $\bar{B}$ commutes with the $[a]$ operators). A slightly modified version of the curve lemma (27.1.9) (we must now take $d_1, \ldots, d_m$ to be powers of $p$ to prove this modified version of (27.1.9); this can be done of course) then shows that

$$\alpha([a]_F(X)) = [a]_G(\alpha(X))$$

so that $\alpha(X)$ is in fact an $A$-homomorphism.

**Corollary** Let $F(X, Y), G(X, Y) \in \text{FG}_A$ and let $\alpha(X) : F(X, Y) \to G(X, Y)$ be a homomorphism of the formal group laws $F(X, Y), G(X, Y)$. Then $\alpha(X)$ is a homomorphism of formal $A$-modules if and only if $\alpha_*$ commutes with $f_\pi$.

**Remark** Let $F(X, Y)$ be a formal $A$-module over $B \in \text{Alg}_A$ and suppose that $A$ is of characteristic $p > 0$. Then $[p]_F(X) = 0$ so that $F(X, Y)$ is isomorphic to the additive formal group law (cf. Chapter I, Corollary (5.6.7) and Chapter IV, Remark (21.1.14)). Now $f_p^e$ depends only on the formal group structure of $F(X, Y)$ not on the formal $A$-module structure and $f_p^e$ is zero if $F(X, Y)$ is an additive formal group law. Hence $f_p^e = 0$ if $F(X, Y)$ is a formal $A$-module with $A$ of characteristic $p > 0$.

**29.5 The existence theorem**

(= analogue of third theorem)

As in the one prime case, the existence theorem is the easiest to prove.

**Theorem** Let $\mathcal{C}$ be a complete Hausdorff topological group with continuous additive operators $V_q, f_q$, and $\langle b \rangle$ such that the relations (29.3.19)-(29.3.21) hold. Suppose that $\mathcal{C} = \lim V_q^\infty \mathcal{C}$, that $V_q$ is injective, and that $\mathcal{C}/V_q \mathcal{C}$ is a free $B$-module of finite rank. Then there exists a formal $A$-module $F(X, Y)$ over $B$ of dimension rank$_B(\mathcal{C}/V_q \mathcal{C})$ such that $\mathcal{C} \simeq \mathcal{C}(F; B)$ and such that under this isomorphism the various operators correspond.

**Proof** Let $\delta_1, \ldots, \delta_m$ be a set of elements of $\mathcal{C}$ such that their classes
mod $V_q\mathcal{C}$ are a basis for $\mathcal{C}/V_q\mathcal{C}$ as a $B$-module. Then one proves as usual that $\delta_1, \ldots, \delta_m$ is a $V$-basis for $\mathcal{C}$, i.e., that every element of $\mathcal{C}$ can be written uniquely as a convergent sum

$$\gamma = \sum_{j=1}^{m} \sum_{n=0}^{\infty} V_q^n \langle b_{n,j} \rangle \delta_j$$

In particular, we can write

$$(29.5.2) \quad f_n \delta_i = \sum_{n=0}^{\infty} \sum_{j=1}^{m} V_q^n \langle c(n, j, i) \rangle \delta_j$$

Let $F_q^A(X, Y)$ over $A[V]$ be the $m$-dimensional universal $A$-typical formal $A$-module. Let $\delta_1(t), \ldots, \delta_m(t)$ be the standard $V$-basis of $\mathcal{C}_q(F_q^A; A[V])$. Then we claim

$$(29.5.3) \quad f_n \delta_i(t) = \sum_{n,j} F_q V_q^n \langle V_{n+1}(j, i) \rangle \delta_j(t)$$

This is proved exactly as in the corresponding formula for $f_p$ in the proof of Theorem (27.7.14). The calculations are identical and so are the formulas except that some $p'$s must be changed into $\pi'$s and other $p'$s must be changed into $q'$s.

Let $\phi: A[V] \rightarrow B$ be the $A$-algebra homomorphism defined by $\phi(V_{n+1}(j, i)) = c(n, j, i)$ for $n \in N \cup \{0\}$. Then formulas (29.5.2) and (29.5.3) show that $\mathcal{C}_q(\phi_* F_q^A; B) \cong \mathcal{C}$ where the isomorphism takes the standard basis $\delta_1(t), \ldots, \delta_m(t)$ into the chosen basis $\delta_1, \ldots, \delta_m$. Q.E.D.

**Remark** A Cart$_A(B)$-module $\mathcal{C}$ will be called reduced if it satisfies the conditions of (29.5.1) (i.e., if it comes from a formal $A$-module over $B$). Then we have also proved a one–one correspondence between $A$-typical formal $A$-modules and reduced Cart$_A(B)$-modules with a particular $V$-basis.

**Remark** In the hypothesis of Theorem (29.5.1) it is not necessary to require that all relations (29.3.19) hold exactly. For example, concerning the relation $\langle b \rangle + \langle c \rangle$, it suffices to require that $(\langle b \rangle + \langle c \rangle)_\gamma \equiv \langle b + c \rangle_\gamma$ mod $V_q\mathcal{C}$. A similar remark applies to Theorem (27.7.14).

### 29.6 Description of the ring Cart$_A(B)$

In this section we give a description of Cart$_A(B)$ which is analogous to the description of Cart$_p(A)$ given in 28.1.

**Remark** Recall that $W_{q,\infty}^A(-)$ is the unique functor Alg$_A \rightarrow$ Alg$_A$ that as a set functor looks like $W_{q,\infty}^A(B) = \{b_0, b_1, b_2, \ldots \mid b_i \in B\}$, $W_{q,\infty}^A(\phi)(b_0, b_1, b_2, \ldots) = (\phi(b_0), \phi(b_1), \ldots)$ and which is such that the polynomials

$$(29.6.1) \quad w_{q,n}^A(Z_0, \ldots, Z_n) = Z_0^{r^n} + \pi Z_1^{r^{n-1}} + \cdots + \pi^n Z_n$$

induce functorial $A$-algebra homomorphisms $w_{q,n}^A: W_{q,\infty}^A(B) \rightarrow B$. Recall also that $W_{q,\infty}^A(-)$ admits two operators $V_q$ and $f_{\pi}$ which are defined by
\(V_q(b_0, b_1, \ldots) = (0, b_0, b_1, \ldots)\) and \(w^A_n f_\pi = w^A_{q,n+1}\) for all \(n \in \mathbb{N} \cup \{0\}\). Finally, recall that \(f_\pi\) is an \(A\)-algebra endomorphism of \(W^A_{q,\infty}(B)\). To avoid confusion with the symbol \(f_\pi\) occurring in \(\text{Cart}_A(B)\) we shall from now on use \(\tau^A\) in Section 29 to denote the functorial \(A\)-algebra endomorphism \(f_\pi\) of \(W^A_{q,\infty}(-)\).

(29.6.3) **Proposition**  The map \((b_0, b_1, b_2, \ldots) \mapsto \sum_{n=0}^{\infty} V^q_n(b_n) f_\pi^n\) is a functorial \(A\)-algebra homomorphism that identifies \(W^A_{q,\infty}(-)\) with a subfunctor of \(\text{Cart}_A(-)\).

**Proof**  It suffices to prove this for \(A\)-torsion free \(A\)-algebras \(B\) (by the functorial character of \(W^A_{q,\infty}(-)\) and \(\text{Cart}_A(-)\)). Let \(\mathcal{A}_2 \subset \text{Cart}_A(B)\) be the right ideal of all elements \(\sum V^q_n(b_{m,n}) f_\pi^n\) such that \(b_{0,n} = 0\) for all \(n\). Note that \(\text{Cart}_A(B)/\mathcal{A}_2\) is a free \(B\)-module with as a basis the classes of the \(f_\pi^n \mod \mathcal{A}_2, n = 0, 1, 2, \ldots\) Now calculate \(f_\pi^n x \mod \mathcal{A}_2\) for all \(x \in \text{Cart}_A(B)\). We find

\[
f_\pi^n x = f_\pi^n \left(\sum_{i,j} V^q_i(b_{i,j}) f_\pi^i\right)
\]

\[
\equiv \sum_{i=0}^{n} \sum_{j=0}^{n} \pi^i b_{i,j} f_\pi^{n-i+j}
\]

We note that if \(B\) is \(A\)-torsion free and without nilpotents, then knowledge of \(f_\pi^n x \mod \mathcal{A}_2\) for all \(n\) determines \(x\) completely, and we also note that \(x\) has \(b_{m,n} = 0\) for all \(m \neq n\) if and only if \(f_\pi^n x = \lambda_n f_\pi^n\) for all \(n \in \mathbb{N} \cup \{0\}\). It follows that

(29.6.4)

\[
\left\{\sum_{n=0}^{\infty} V^q_n(b_n) f_\pi^n\right\}
\]

is a subring of \(\text{Cart}_A(B)\) at least in the case that \(B\) is \(A\)-torsion free. But then as (29.6.4) clearly defines a subfunctor of \(\text{Cart}_A(-)\) we have that this holds for all \(A\)-algebras \(B\).

We are now going to identify the functorial subring \(R(B) = \sum_{n=0}^{\infty} V^q_n(b_n) f_\pi^n\) with \(W^A_{q,\infty}(B)\). To this end define

\[
w^A_{q,n} \left(\sum_{r=0}^{\infty} V^q_r(b_r) f_\pi^r\right) = \sum_{r=0}^{n} \pi^r b_{r}^{q^{-r}}
\]

We shall now prove that

(29.6.5)  \[w^A_{q,n}(V^q_r(b) f_\pi^r + V^q_s(c) f_\pi^s) = w^A_{q,n}(V^q_r(b) f_\pi^r) + w^A_{q,n}(V^q_s(c) f_\pi^s)\]

\[w^A_{q,n}(\phi V^q_r(b) f_\pi^r) = \phi w^A_{q,n}(V^q_r(b) f_\pi^r)\]

\[w^A_{q,n}(V^q_r(b) f_\pi^r)(V^q_m(c) f_\pi^m) = w^A_{q,n}(V^q_r(b) f_\pi^r)w^A_{q,n}(V^q_m(c) f_\pi^m)\]

We define \(w^A_{q,n}(b)\) for \(b \in \mathbb{N} \cup \{0\}\) by induction on \(n\):

\[w^A_{q,n}(b) = \sum_{r=0}^{n} \pi^r b_{r}^{q^{-r}}\]

We assert that

\[
w^A_{q,n}(b) = \sum_{r=0}^{n} \pi^r b_{r}^{q^{-r}}
\]

Note that the above definitions are consistent, for \(\sum_{r=0}^{n} \pi^r b_{r}^{q^{-r}} = \sum_{r=0}^{n} \pi^r b_{r}^{q^{-r}}\) for \(b \in \mathbb{N} \cup \{0\}\).
for all \( n, m, r \in \mathbb{N} \cup \{0\} \). This will then prove the proposition. To prove relations (29.6.5) first observe that for all \( x \in R(B) \),

\[
w_{q,n}^A(\langle V_q^r x f^r \rangle) = \begin{cases} 0 & \text{if } n < r \\ \pi^{r}w_{q,n-r}(x) & \text{if } r \leq n \end{cases}
\]

Thus for the first formula of (29.6.5) we can take \( r = 0 \). Then we have

\[
w_{q,n}^A(\langle b \rangle + \langle c \rangle) = w_{q,n}^A \left( \sum_{i=0}^{\infty} V_q^i \langle r_i^A(b, c) \rangle f_i^r \right)
\]

\[
= \sum_{i=0}^{n} \pi^i(r_i^A(b, c))^q^{a-i} = b^q + c^q
\]

\[
= w_{q,n}^A(\langle b \rangle) + w_{q,n}^A(\langle c \rangle)
\]

By the definition of the polynomials \( r_i^A(Z_1, Z_2) \); cf. (29.3.8). Because \( [a] \) commutes with \( V_q^r \), we can also take \( r = 0 \) in the second formula of (29.6.5). Then we have

\[
w_{q,n}^A([a]\langle b \rangle) = w_{q,n}^A \sum_{i=0}^{\infty} V_q^i \langle \Omega_i^A(a) \rangle f_i^r \langle b \rangle
\]

\[
= w_{q,n}^A \left( \sum_{i=0}^{\infty} V_q^i \langle \Omega_i^A(a) b^q \rangle f_i^r \right) = \sum_{i=0}^{n} \pi^i(\Omega_i^A(a) b^q)^q^{a-i}
\]

\[
= \left( \sum_{i=0}^{n} \pi^i(\Omega_i(a)) b^q \right) = ab^q = aw_{q,n}^A(\langle b \rangle)
\]

by (29.3.18). Finally, re the third formula of (29.6.5) we have if \( r \leq m \),

\[
(\langle V_q^r b \rangle f^r \langle c \rangle f^m) = \left[ \pi^{r} \right] V_q^r \langle b \rangle V_q^{m-r} \langle c \rangle f^m = \left[ \pi^{r} \right] V_q^m \langle b^{q^{a-r}} c \rangle f^m
\]

so using (29.6.6) again, we find, using the second formula of (29.6.5),

\[
w_{q,n}^A(\langle V_q^r b \rangle f^r V_q^m \langle c \rangle f^m) = w_{q,n}^A(\left[ \pi^{r} \right] V_q^m \langle b^{q^{a-r}} c \rangle f^m)
\]

\[
= \pi^{r}w_{q,n}^A(V_q^m \langle b^{q^{a-r}} c \rangle f^m)
\]

\[
= \begin{cases} 0 & \text{if } n < m \\ \pi^{r+m}b^q c^q & \text{if } n \geq m \end{cases}
\]

and on the other hand (still assuming \( r \leq m \))

\[
w_{q,n}^A(\langle V_q^r b \rangle f^r)w_{q,n}^A(\langle V_q^m c \rangle f^m) = \begin{cases} 0 & \text{if } n < m \\ (\pi^{r}b^{q^{a-r}})(\pi^{m}c^{q^{a-m}}) & \text{if } n \geq m \end{cases}
\]

The case \( m \leq r \) is treated similarly. This proves (29.6.5) and hence the proposition.
(29.6.7) Now let us see what $f_\pi$ and $V_q$ do to elements of $W_{q,\infty}^A(B) \subset \text{Cart}_A(B)$. We have

$$f_\pi \left( \sum_{i=0}^{\infty} V_q^i b_i f_\pi^i \right) = \langle b_\delta \rangle f_\pi + [\pi] \sum_{i=1}^{\infty} V_q^{i-1} \langle b_i \rangle f_\pi^i$$

$$= \left( \langle b_\delta \rangle + [\pi] \sum_{i=1}^{\infty} V_q^{i-1} \langle b_i \rangle f_\pi^{i-1} \right) f_\pi$$

$$= y f_\pi$$

for some $y \in W_{q,\infty}^A(B)$. We claim that $y = \tau^A(x)$. To prove this we calculate

$$w_{q,n}^A(y) = w_{q,n}^A \left( \langle b_\delta \rangle + [\pi] \sum_{i=1}^{\infty} V_q^{i-1} \langle b_i \rangle f_\pi^{i-1} \right)$$

$$= b_\delta^{n+1} + \pi w_{q,n}^A(b_1, b_2, b_3, \ldots)$$

$$= b_\delta^{n+1} + \pi b_1^n + \cdots + \pi^n b_{n+1}$$

$$= w_{q,n+1}^A \left( \sum_{i=0}^{\infty} V_q^i b_i f_\pi^i \right) = w_{q,n+1}^A(x)$$

which proves that $x f_\pi = f_\pi \tau^A(x)$ for all $x \in W_{q,\infty}^A(B) \subset \text{Cart}_A(B)$ for $A$-torsion free $A$-algebras $B$ and hence by functoriality for all $B \in \text{Alg}_A$.

Similarly, one finds that $V_q x = \tau^A(x) V_q$. Putting all this together we find the following description of $\text{Cart}_A(B)$ as an overring of $W_{q,\infty}^A(B)$.

(29.6.8) Proposition $\text{Cart}_A(B)$ is the $A$-algebra of all expressions

$$x_0 + \sum_{i=1}^{\infty} V_q^i x_i + \sum_{i=1}^{\infty} y_i f_\pi^i$$

with coefficients in the $A$-algebra $W_{q,\infty}^A(B)$ with the condition that $\lim_{i \to \infty} y_i = 0$. The calculation rules are

$$x V_q = V_q \tau^A(x), \quad f_\pi x = \tau^A(x) f_\pi,$$

$$f_\pi V_q = [\pi] \in W_{q,\infty}^A(B), \quad V_q f_\pi = (0, 1, 0, \ldots) \in W_{q,\infty}^A(B)$$

(29.6.9) Now suppose that $k'$ is a perfect algebraic extension of $k$, the residue field of $A$ and let $A'$ be the (completed if necessary) unramified extension of $A$ with residue field $k'$. Then we know that $W_{q,\infty}^A(k') = A'$, and that under this isomorphism $\tau^A$ goes to the Frobenius substitution in $\text{Gal}(K'/K)$ (Theorem (25.3.30) and Remark (25.6.16)). Moreover, in this case we have that $(0, 1, 0, 0, \ldots)$ corresponds to $\pi \in A'$ (and $[a]$ corresponds to $a$). Also $\tau^A$ is an automorphism, so we can write $f_\pi$ and $V_q$ on the left or on the right as we please.

More generally, if $k'$ is a perfect (algebraic or not) field extension of $k$, then
we have that \( W_{q, \infty}^A(k') \) is a discrete valuation ring with uniformizing element \( \pi \) and, since \( k' \) is of characteristic \( p \), we have
\[
\pi = f_\pi V_q(1, 0, 0, 0, \ldots) = f_\pi(0, 1, 0, 0, \ldots) = V_q f_\pi(1, 0, 0, \ldots)
\]
(cf. Proposition (25.6.14)).

**29.6.10** The Dieudonné algebras \( D^A(k') \) and \( D^ AST(k') \) For any perfect extension \( k' \) of \( k \) we now define the Dieudonné algebra \( D^A(k') \) as the sub-\( A \)-algebra of \( \text{Cart}_A(k') \) consisting of all expressions
\[
x_0 + \sum_{i=0}^{\infty} V_q^i x_i + \sum_{i=0}^{<\infty} y_i f_\pi^i
\]
with \( x_i, y_i \in W_{q, \infty}^A(k') \). The calculation rules are \( f_\pi x = \tau^A(x) f_\pi \ (\tau^A(x) \equiv x^q \mod \pi) \) and \( xV_q = V_q \tau^A(x) \) and \( f_\pi V_q = \pi = V_q f_\pi \). The only difference between \( \text{Cart}_A(k') \) and \( D^A(k') \) is that in the latter we allow only finite sums \( \sum \ y_i f_\pi^i \) instead of infinite sums \( \sum \ y_i f_\pi^i \) with \( \lim_{i \to \infty} y_i = 0 \). Because \( \mathcal{E}_q(F; k') \) is complete for formal \( A \)-modules \( F(X, Y) \), there is a one–one correspondence between reduced \( D^A(k') \) modules and reduced \( \text{Cart}_A(k') \) modules.

We define the localized Dieudonné algebras \( D^ AST(k') \) as the \( A \)-algebras of all expressions \( \sum_{i=n}^{\infty} V_q^i x_i, \ x_i \in W_{q, \infty}^A(k'), \ n \in \mathbb{Z}, \) with the calculation rule \( xV_q = V_q \tau^A(x) \).

Note that if \( k' \) is algebraically closed, then \( D^ AST(k') \) is a ring \( \mathcal{E} \) of the type discussed in (28.4.1) for which we can classify all finitely generated torsion modules.

### 29.7 A-Height of formal A-modules

**29.7.1** Definition Let \( k' \) be a perfect extension field of \( k \) and \( F(X, Y) \) a finite dimensional formal \( A \)-module over \( k' \). Then we define the \( A \)-height of \( F(X, Y) \) as the dimension of \( \mathcal{E}_q(F; k')/\pi \mathcal{E}_q(F; k') \) over \( k' \). (Note that the operators \( \langle b \rangle, \ b \in k' \), turn \( \mathcal{E}_q(F; k')/\pi \mathcal{E}_q(F; k') \) into a vector space over \( k' \).) If \( k' \) is not perfect, consider \( F(X, Y) \) as a formal \( A \)-module over some perfect extension field \( l \) of \( k' \); we define the \( A \)-height of \( F(X, Y) \) as the height of \( F(X, Y) \) over \( l \).

**29.7.2** Comparison with the definition of Chapter IV In case \( A \) is the ring of integers of some finite extension \( K \) of \( \mathbb{Q}_p \) of degree \( n \) we have also defined the height of a formal \( A \)-module over \( k' \) as
\[
A\text{-ht}(F(X, Y)) = n^{-1} \text{ht}(F(X, Y))
\]

The two definitions agree in this case. Indeed, we know that
\[
\text{ht}(F(X, Y)) = \dim_k(\mathcal{E}_p(F; k')/\pi \mathcal{E}_p(F; k'))
\]
Now every element \( \gamma(t) \) of \( \mathcal{E}_p(F; k') \) can be written uniquely as a sum \( \gamma(t) = \)
\[ \sum_{\gamma(t)} \psi_\gamma(t) \] with \( \gamma(t) \in \mathfrak{g}(F; k') \), i.e., \( \mathfrak{g}(F; k') \) has index \( r \) in \( \mathcal{C}_q(F; k') \) where \( r \) is such that \( q = p^r \).

Because \( p = un^e \) for some unit \( u \in A \), we have that \([p]\) is injective if and only if \([\pi]\) is injective.

Using this we see that

\[
\dim_k(\mathfrak{g}_q(F; k')/[p]\mathfrak{g}_q(F; k')) = r \dim_k(\mathfrak{g}_q(F; k')/[\pi]\mathfrak{g}_q(F; k'))
\]

so that indeed height = \( n \times (A\text{-height}) \).

Of course if \( A \) is of characteristic \( p \), then \([p]\) = 0 and only Definition (29.7.1) makes sense.

(29.7.4) **A-height and dimension** Suppose that \( F(X, Y) \) is of finite \( A \)-height \( h \). Then \( f_n \) is injective and we find

\[
h = A\text{-ht}(F(X, Y)) = \dim_k(\mathfrak{g}_q(F; k')/[\pi]\mathfrak{g}_q(F; k'))
\]

\[
= \dim_k(\mathfrak{g}_q(F; k')/V_q\mathfrak{g}_q(F; k')) + \dim_k(V_q\mathfrak{g}_q(F; k')/[\pi]\mathfrak{g}_q(F; k'))
\]

\[
= m + \dim_k(\mathfrak{g}_q(F; k')/f_n\mathfrak{g}_q(F; k')) = m + m'
\]

where \( m = \dim(F(X, Y)) \). In particular, we see that always

\[
A\text{-ht}(F(X, Y)) \geq \dim(F(X, Y))
\]

so that the only formal \( A \)-modules of \( A \)-height 1 are one dimensional.

(29.7.5) Let \( F(X, Y) \) be a formal \( A \)-module of finite \( A \)-height over a perfect field \( k' \). Then \( \mathfrak{g}_q(F; k') \) is a module over the discrete valuation ring \( W_{q, \infty}(k') \) and \( \mathfrak{g}_q(F; k')/[\pi]\mathfrak{g}_q(F; k') \) is free of finite rank over \( k' = W_{q, \infty}(k')/\pi W_{q, \infty}(k') \). Thus we see that \( \mathfrak{g}_q(F; k') \) is a free \( W_{q, \infty}(k') \)-module of finite rank \( h = A\text{-ht}(F(X, Y)) \) (just as in the case of formal group laws in (28.3.10)).

29.8 Classification up to isogeny of formal \( A \)-modules over an algebraically closed field of characteristic \( p > 0 \)

(29.8.1) **Isogenies** An isogeny between formal \( A \)-modules is a formal \( A \)-module homomorphism that as a homomorphism of formal group laws is an isogeny. Two formal \( A \)-modules are said to be isogenous if they can be connected to each other by a chain of isogenies (going in either direction). One shows as in Proposition (28.3.8) that two formal \( A \)-modules are isogenous if and only if their \( D_q(k') \)-modules

\[
D_q(k') \otimes_{D_A(k')} \mathfrak{g}_q(F; k'), \quad D_q(k') \otimes_{D_A(k')} \mathfrak{g}_q(G; k')
\]

are isomorphic.
Construction of some formal $A$-modules  Let $F^A(X, Y)$ be the universal $A$-typical formal $A$-module of dimension $n \geq 1$. Substituting

\[
V_1 = \begin{pmatrix}
0 & \cdots & 0 \\
1 & \cdots & \vdots \\
0 & \cdots & \vdots \\
\vdots & \cdots & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{pmatrix}, \quad V_2 = \cdots = V_m = 0
\]

\[
V_{m+1} = \begin{pmatrix}
0 & \cdots & 0 & 1 \\
\vdots & \cdots & 0 & 0 \\
\vdots & \cdots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & 0
\end{pmatrix}, \quad V_{m+2} = V_{m+3} = \cdots = 0
\]

with $m \geq 1$, and $(n, m) = 1$ (and $V_1 = 0$ if $n = 1$) we obtain a formal $A$-module over $A$, which when considered as a formal $A$-module over $k'$ has $D^A(k')$-module isomorphic to

\[
D^A(k')/D^A(k')(f^n_q - V^m_q)
\]

We shall denote this formal $A$-module with $G^A_{n,m}(X, Y)$. This formal $A$-module is of dimension $n$ and $A$-height $m + n$.

Now let $n = 1$ and substitute $V_1 = 1$, $V_2 = V_3 = \cdots = 0$; the result is the one dimensional formal $A$-module $G^A_1(X, Y)$ of $A$-height $1$ that as a formal $A$-module over $k'$ has $D^A(k')$-module

\[
D^A(k')/D^A(k')(f_q - 1)
\]

We shall now also use $G^A_{1,0}(X, Y)$ to denote this formal $A$-module.

Finally, let $n \geq 1$ and substitute

\[
V_1 = \begin{pmatrix}
0 & \cdots & 0 \\
1 & \cdots & \vdots \\
0 & \cdots & \vdots \\
\vdots & \cdots & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{pmatrix}
\]

\[
V_2 = V_3 = \cdots = 0 \quad \text{(if $n = 1$, then also $V_1 = 0$)}
\]

The result is a formal $A$-module of dimension $n$ and infinite $A$-height; it is in fact the quotient $\tilde{W}_{q,n}^A(X, Y)$ of $\tilde{W}_{q,\infty}^A(X, Y)$ obtained by considering only the first $n$ addition polynomials $\Sigma_0^A, \ldots, \Sigma_{n-1}^A$. Its $D^A(k')$-module is

\[
D^A(k')/D^A(k')f^n_q
\]

We shall also use $G^A_{n,\infty}(X; Y)$ as a notation for this formal $A$-module. If $n = 1$, we obtain the one dimensional additive formal $A$-module.

All this is proved exactly as the corresponding facts for $Z_\nu$-modules in (28.5.3); cf. also (29.5.3).
One now reasons exactly as in Section 28.5 to obtain the following classification theorem for formal $A$-modules.

(29.8.3) **Theorem**  Let $k'$ be an algebraically closed extension field of $k$ the (finite) residue field of the discrete valuation ring $A$. Then every finite dimensional formal $A$-module over $k'$ is isogenous to a direct sum of the formal $A$-modules

$$G_{n,m}^A(X, Y), \quad 1 \leq n < \infty, \quad 0 \leq m \leq \infty, \quad (n, m) = 1$$

This decomposition is unique up to isogeny (of formal $A$-modules). The formal $A$-modules $G_{n,m}^A(X, Y)$ with $n, m \in \mathbb{N}$ and $(n, m) = 1$ are simple (as formal $A$-modules), and the $G_{n,\infty}^A(X, Y)$ are indecomposable.

(29.8.4) **Remarks**

(i) Theorem (29.8.3) holds also for $A$ of characteristic $p > 0$; in that case the underlying formal group laws are all additive.

(ii) If $(n, m) = 1$, $n, m \in \mathbb{N}$, then $G_{n,m}^A(X, Y)$ is simple as a formal $A$-module; but even when $A$ is of characteristic zero, it may be decomposable as a formal group law. For instance, if $n = 2$ and $[K : \mathbb{Q}_p] = 2$, then as a formal group law $G_{2,1}^A(X, Y)$ decomposes up to isogeny into two copies of $G_{1,2}(X; Y)$.

### 30 "Le Tapis de Cartier" for Formal $A$-Modules, or Lifting Formal Group Laws and Formal $A$-Modules Revisited

Let $A$ be a discrete valuation ring with uniformizing element $\pi$ and finite residue field $k$ of $q$ elements. The quotient field of $A$ is denoted $K$. In this section we discuss a generalization for formal $A$-modules of what has become known as the "tapis de Cartier," the subject of Cartier's 1972 IHES seminar. One obtains the case of formal group laws by taking $A = \mathbb{Z}_{(p)}$ and $p = \pi = q$ everywhere below.

#### 30.1 Generalized Lubin–Tate formal $A$-modules associated to a semilinear endomorphism

(30.1.1) **The formal $A$-module homomorphisms $F$ and $G$** Let $\Gamma(X, Y)$ be a formal $A$-module over a field $l$ (i.e., $l$ is an extension field of $k$). Let $\sigma$ be the Frobenius $k$-endomorphism of $l$, i.e., $\sigma(x) = x^q$ for all $x \in l$. Applying $\sigma$ to the coefficients of the power series $\Gamma(X, Y)$ and the power series $[a]_\Gamma(X) \in l[[X]], \ a \in A$, gives us a formal $A$-module which we shall denote $\sigma_* \Gamma(X, Y)$. (Note that indeed $J(\sigma_* [a]_\Gamma(X)) = (\text{image of } a \text{ in } l)$ because $a^q \equiv a \text{ mod } \pi$; note also that applying $\tau: x \mapsto x^p$ to $\Gamma(X, Y)$ and the $[a]_\Gamma(X)$ does as a rule not define a formal $A$-module, but only a twisted formal $A$-module in the sense of Chapter IV, Section 25.10.)
The power series $X^q$ now defines a homomorphism of formal $A$-modules

\[(30.1.2) \quad \mathcal{F}(X) : \Gamma(X, Y) \to \sigma_* \Gamma(X, Y)\]

because $\Gamma(X, Y)^q = \sigma_* \Gamma(X^q, Y^q)$ and $([a][X^q])^q = \sigma_* [a](X^q)$ for all $a \in A$. The endomorphism $[\pi]_\Gamma(X)$ of $\Gamma(X, Y)$ is necessarily a power series in $X^q$ (cf. the definition of $A$-height in Chapter IV, Section 21.8 for the one dimensional case; for the higher dimensional case, cf. Lemma (30.1.31) below).

Let $\varphi(X)$ be the power series such that

\[(30.1.3) \quad \varphi(X^q) = [\pi]_\Gamma(X)\]

Then we claim $\varphi(X)$ is a homomorphism of formal $A$-modules:

\[(30.1.4) \quad \varphi(X) : \sigma_* \Gamma(X, Y) \to \Gamma(X, Y)\]

Indeed, we have

\[
\varphi(\sigma_* \Gamma(X^q, Y^q)) = \varphi((\Gamma(X, Y))^q) = \varphi(F(\Gamma(X, Y)))
\]

\[
= [\pi]_\Gamma(\Gamma(X, Y)) = \Gamma([\pi]_\Gamma(X), [\pi]_\Gamma(Y))
\]

\[
= \Gamma(\varphi(X^q), \varphi(Y^q))
\]

so that indeed $\varphi(\sigma_* \Gamma(X, Y)) = \Gamma(\varphi(X), \varphi(Y))$. Similarly, one shows that $\varphi(\sigma_* [a]_\Gamma(X)) = [a]_\Gamma(\varphi(X))$. This also proves that

\[(30.1.5) \quad [\Gamma(X, Y) \xrightarrow{\mathcal{F}_*} \sigma_* \Gamma(X, Y) \xrightarrow{\varphi} \Gamma(X, Y)] = \Gamma(X, Y) \xrightarrow{[\pi]} \Gamma(X, Y)
\]

and similarly one has

\[(30.1.6) \quad [\sigma_* \Gamma(X, Y) \xrightarrow{\varphi} \Gamma(X, Y) \xrightarrow{\mathcal{F}_*} \sigma_* \Gamma(X, Y)]
\]

\[
= \sigma_* \Gamma(X, Y) \xrightarrow{[\pi]} \sigma_* \Gamma(X, Y)
\]

because $\mathcal{F}(\varphi(X^q)) = \mathcal{F}([\pi]_\Gamma(X)) = ([\pi]_\Gamma(X))^q = \sigma_* [\pi]_\Gamma(X^q) = [\pi]_{\sigma_*} \Gamma(X^q)$.

More properly, we should write $\mathcal{F}_\Gamma$ and $\varphi_\Gamma$ (especially $\varphi_\Gamma$) instead of $\mathcal{F}$ and $\varphi$; in case of possible confusion, we shall do so. Slightly more generally, one has of course Frobenius homomorphisms $\mathcal{F}(X) : \sigma^n* \Gamma(X, Y) \to \sigma^n* \Gamma(X, Y)$ and Verschiebung homomorphisms $\varphi(X) : \sigma^{n+1}* \Gamma(X, Y) \to \sigma^n* \Gamma(X, Y)$ for all $n \in \mathbb{N} \cup \{0\}$.

**30.1.7 Construction of certain generalized Lubin--Tate formal $A$-modules; the setting** Let $B$ be an $A$-torsion free local $A$-algebra with maximal ideal $\pi B$ that admits an $A$-algebra endomorphism $\sigma : B \to B$ such that $\sigma(b) \equiv b^q \mod \pi B$ for all $b \in B$. Let $M$ be a free $B$-module of finite rank together with a $\sigma$-semilinear endomorphism $\eta : M \to M$; i.e., $\eta$ is additive and $\eta(bm) = \sigma(b)\eta(m)$ for all $b \in B$ and $m \in M$. Note that $\eta$ is an $A$-module homomorphism.

The most important example for us will be $B = W_{\ell, \infty}(l)$ where $l$ is a perfect field extension of $k$; $\sigma$ the Frobenius endomorphism of $B$ induced by $\mathcal{F}_\Gamma$:
$W^\mathcal{A}_{q,\infty}(-) \rightarrow W^\mathcal{A}_{q,\infty}(-)$; and $M$ the Cartier–Dieudonné module of $q$-typical curves $\varphi_q^*(\Gamma; l)$ of some formal $A$-module $\Gamma(X, Y)$ over $l$, which is of finite $A$-height. The assumptions made above all hold by Chapter IV, Propositions (25.6.8), (25.6.14); cf. also (28.3.10), (29.6.10), and (29.7.5).

### (30.1.8) Construction of certain generalized Lubin–Tate formal $A$-modules

Let $B, \sigma, M, \eta$ be as in (30.1.7). Choose a basis $e_1, \ldots, e_h$ of $M$ over $B$ and let $D = D(\eta)$ be the matrix of $\eta$ with respect to the basis $e_1, \ldots, e_h$, i.e.,

$$\eta e_i = \sum_{j=1}^{h} d_{ij} e_j, \quad i = 1, \ldots, h$$

Let $g(M, \eta)(X)$ be the $h$-tuple of power series in $X = (X_1, \ldots, X_h)$ defined by the functional equation

$$g(M, \eta)(X) = X + \pi^{-1}D(\eta)\sigma_* g(M, \eta)(X^q)$$

and define $G(M, \eta)(X, Y)$ and $[a](X)$ for all $a \in A$ by

$$G(M, \eta)(X, Y) = g(M, \eta)^{-1}(g(M, \eta)(X) + g(M, \eta)(Y))$$

$$\rho(M, \eta)(a)(X) = [a](X) = g(M, \eta)^{-1}(ag(M, \eta)(X)) \quad \text{for all } a \in A$$

By the functional equation lemma (30.1.10)–(30.1.12) define a formal $A$-module $(G(M, \eta)(X, Y), \rho(M, \eta))$ with $A$-logarithm $g(M, \eta)(X)$. (We shall generally use $G$ and $g$ to denote formal $A$-modules and their $A$-logarithms in all of Section 30 so as to not overwork the letter $F$.)

### (30.1.13) Functorial properties of the construction

Let $B, \sigma, M, \eta$ be as in (30.1.7). Let $\hat{M}, \hat{\eta}$ be a second free $B$-module of finite rank $h'$ with a $\sigma$-sesquilinear endomorphism $\hat{\eta}: \hat{M} \rightarrow \hat{M}$ and let $\mu: M \rightarrow \hat{M}$ be a homomorphism of $B$-modules such that $\mu \eta = \hat{\eta} \mu$. Choose a basis $\hat{e}_1, \ldots, \hat{e}_{h'}$ of $\hat{M}$ and let $E$ be the matrix of $\mu$ with respect to the bases $e_1, \ldots, e_h$ of $M$ and $\hat{e}_1, \ldots, \hat{e}_{h'}$ of $\hat{M}$. Define

$$\alpha_\mu(X) = g(\hat{M}, \hat{\eta})^{-1}(Eg(M, \eta)(X))$$

then, again by the functional equation lemma, $\alpha_\mu(X)$ has its coefficients in $B$ and hence is a formal $A$-module homomorphism $G(M, \eta)(X, Y) \rightarrow G(\hat{M}, \hat{\eta})(X, Y)$.

In particular, it follows that $G(M, \eta)(X, Y)$ does not depend (up to isomorphism) on the choice of the basis $e_1, \ldots, e_h$, thus justifying (to some extent) the notation $G(M, \eta)(X, Y)$. We should of course write something like $G(M, \eta, e_1, \ldots, e_h)(X, Y)$ instead because the power series $G(M, \eta)(X, Y)$ and $\rho(M, \eta)(\alpha)(X)$ do depend on the choice of $\{e_1, \ldots, e_h\}$. 

(30.1.15) **The q-typical curves in** $G(M, \eta)(X, Y)$  Let $B, \sigma, \eta, M$ be as in (30.1.7). Let $\gamma(t) \in \mathcal{C}_q(G(M, \eta); B)$; let

\[ g(M, \eta)(\gamma(t)) = \sum_{i=0}^{\infty} y_i t^q_i, \quad y_i \in (B \otimes_A K)^n \]

Then by the functional equation lemma the $y_i$ satisfy $y_i \equiv \pi^{-i} D(\eta) \sigma_*(y_{i-1}) \mod B^n$ for all $i = 1, 2, \ldots, y_0 \in B^n$. And conversely, if the $y_i$ satisfy these congruences, then $g(M, \eta)^{-1}(\sum y_i t^q_i)$ has integral coefficients and hence is in $\mathcal{C}(G(M, \eta); B)$.

Identifying $M$ with $B^n$ via the basis $e_1, \ldots, e_n$ and $M \otimes_A K$ with $(B \otimes_A K)^n$ via the same basis, we find that

\[ \gamma(t) \in \mathcal{C}_q(G(M, \eta); B) \iff g(M, \eta)(\gamma(t)) = \sum_{i=0}^{\infty} x_i t^q_i \]

with $x_i \in M \otimes_A K$ such that

\[ x_i \equiv \pi^{-i} \eta(x_{i-1}) \mod M \quad \text{for all} \quad i \in \mathbb{N} \]

\[ x_0 \in M \]

This description is independent of the choice of the basis $\{e_1, \ldots, e_n\}$ of $M$.

(30.1.17) **A canonical map** $\beta_0 : M \to \mathcal{C}_q(G(M, \eta); B)$  Let $B, \sigma, M, \eta$ be as in (30.1.7). For each $x \in M$, we define a curve $\beta_0(x) = \gamma_x(t)$ by the formula

\[ g(M, \eta)(\beta_0(x)) = g(M, \eta)(\gamma_x(t)) = \sum_{i=0}^{\infty} \pi^{-i} \eta^i(x) t^q_i \]

This does indeed define a curve in $\mathcal{C}_q(G(M, \eta); B)$ by (30.1.16b). We note that $\beta_0$ is additive and $A$-linear. Further, since $f_\eta$ is characterized by

\[ g(M, \eta)(\gamma(t)) = \sum_{i=0}^{\infty} x_i t^q_i \iff g(M, \eta)(f_\eta \gamma(t)) = \sum_{i=0}^{\infty} \pi x_{i+1} t^q_i \]

we see that

\[ f_\eta \gamma_x(t) = \gamma_{\eta(x)}(t) \]

i.e., $\beta_0$ takes $\eta$ into the Frobenius operator on $\mathcal{C}_q(G(M, \eta); B)$.

An immediate corollary of (30.1.16b) is now

(30.1.20) **Corollary** Every $\gamma(t) \in \mathcal{C}_q(G(M, \eta); B)$ can be uniquely written as a convergent sum

\[ \gamma(t) = \sum_{i=0}^{\infty} V_i \gamma_x(t), \quad x_i \in M \]

(30.1.22) **"Recovering"** $(M, \eta)$  Let $B, \sigma, \eta, M$ be as in (30.1.7) and suppose in addition that $\sigma$ is an automorphism of $B$. (This will be the case in the important example that we briefly discussed in (30.1.7).) Let $M^\sigma$ be the free $B$-module of rank $h$ over $B$ obtained from $M$ by modifying the $B$-module
structure by setting $b \ast m = \sigma^{-1}(b)m$. Then $\eta = \eta^\sigma : M^\sigma \to M^\sigma$ is still a $\sigma$-semilinear map and $\eta : M^\sigma \to M$ is a $B$-linear map. Choose the same basis $e_1, \ldots, e_n$ for $M^\sigma$ as for $M$ and let $D^\sigma = D(\eta^\sigma)$ be the matrix of $\eta = \eta^\sigma : M^\sigma \to M^\sigma$, then we claim $D^\sigma = \sigma^* D(\eta)$. Indeed, if $D^\sigma = (d^\sigma_{ij})$, then

$$\eta e_i = \sum_{j=1}^\infty (d^\sigma_{ij}) \ast e_j = \sum_{j=1}^n \sigma^{-1}(d^\sigma_{ij})e_j$$

But $\eta e_i = \sum d_{ij}e_j$, so that indeed $d^\sigma_{ij} = \sigma(d_{ij})$. It follows that

$$(30.1.23) \quad G(M^\sigma, \eta)(X, Y) = \sigma^* G(M, \eta)(X, Y)$$

We have just seen that $\eta : M^\sigma \to M$ is a $B$-module homomorphism. Moreover, we have of course $M^\sigma \xrightarrow{\pi} M \xrightarrow{\pi} M = M^\sigma \xrightarrow{\pi} M^\sigma \xrightarrow{\pi} M$, so that by (30.1.13) we have an induced homomorphism of formal $A$-modules

$$(30.1.24) \quad \nu(M, \eta)(X) : \sigma^* G(M, \eta)(X, Y) \to G(M, \eta)(X, Y)$$

Identifying $\text{Lie}(G(M, \eta))$ with $M = \mathcal{E}_q(G(M, \eta); B)/\mathcal{E}_q^{(1)}(G(M, \eta); B)$ (cf. (30.1.15)), we note that

$$(30.1.25) \quad \text{Lie}(\nu(M, \eta)) = \eta : M^\sigma \to M$$

$$(30.1.26) \quad \textbf{Lemma} \quad \text{Let } B, \sigma, \eta, M \text{ be as in (30.1.22). Then the reduction mod } \pi B \text{ of } \nu(M, \eta)(X) \text{ is the Verschiebung homomorphism } \nu^\sigma(X) : \tilde{G}(M^\sigma, \eta)(X, Y) \to \tilde{G}(M, \eta)(X, Y).$$

**Proof** First note that $\tilde{G}(M^\sigma, \eta) = \sigma^* \tilde{G}(M, \eta) = \sigma^* \tilde{G}(M, \eta)$ where we have used $\sigma$ both to denote the given automorphism of $B$ and the automorphism $x \mapsto x^\sigma$ of $l = B/\pi B$ induced by $\sigma$.

Let $\Gamma(X, Y)$ be a formal $A$-module over $l$. Then applying $\sigma^*$ to the coefficients of a $\gamma(t) \in \mathcal{E}_q(\Gamma(X, Y), l)$ induces a Cart$\_a(l)$-homomorphism $\mathcal{E}_q(\Gamma(X, Y), l) \to \mathcal{E}_q(\sigma^* \Gamma(X, Y), l), \gamma(t) \mapsto \sigma^* \gamma(t)$; and since $\gamma(t)^\sigma = \sigma^* \gamma(t^\sigma)$, we find the following relation between $\sigma^*, \mathcal{F}_*$, and $V_q$ (where $\mathcal{F}_* : \mathcal{E}_q(\Gamma(X, Y), l) \to \mathcal{E}_q(\sigma^* \Gamma(X, Y), l)$ is the curve morphism induced by the homomorphism $\mathcal{F}(X)$):

$$(30.1.27) \quad \mathcal{F}_* = V_q^\sigma \Gamma \sigma^* = \sigma_\ast V_q^\Gamma : \mathcal{E}_q(\Gamma/l) \to \mathcal{E}_q(\sigma^* \Gamma/l)$$

We claim that similarly

$$(30.1.28) \quad \nu^\sigma = f_q^\Gamma \sigma^{-1}_\ast = \sigma^{-1}_\ast f_q^\sigma \Gamma : \mathcal{E}_q(\sigma^* \Gamma/l) \to \mathcal{E}_q(\Gamma/l)$$

To prove (30.1.28) note that

$$\mathcal{F}_* \nu^\sigma = [\pi]^{\sigma \ast_{\Gamma}} = V_q^\sigma \Gamma f_q^\sigma \Gamma = V_q^\sigma \Gamma \sigma^* \sigma^{-1}_\ast f_q^\sigma \Gamma = \mathcal{F}_* \sigma^{-1}_\ast f_q^\sigma \Gamma$$

and (30.1.28) follows because $\mathcal{F}_*$ is injective.

Now let $x \in M$ and let $\gamma_x(t) \in \mathcal{E}_q(G(M, \eta), B)$ be the curve $\beta_0(x)$. The $A$-algebra homomorphism $\sigma : B \to B$ induces a Cart$\_a(B)$-homomorphism

$$\sigma_\ast : \mathcal{E}_q(G(M, \eta); B) \to \mathcal{E}_q(\sigma_\ast G(M, \eta); B) = \mathcal{E}_q(G(M^\sigma, \eta); B)$$
and \(\sigma_\ast \gamma_x(t) = \gamma_x^\varepsilon(t)\) where the upper \(\sigma\) on \(\gamma_x^\varepsilon(t)\) means that we now view \(x\) as an element of \(M^\sigma\), i.e., \(\gamma_x^\varepsilon(t) \in \mathcal{C}_d G(M^\sigma, \eta); B\) is the curve with

\[
g(M^\sigma, \eta)(\gamma_x^\varepsilon(t)) = \sum \pi^{-i} \eta^i(x) t^{q^i}, \quad \pi^{-i} \eta^i(x) \in M^\sigma \otimes_A K
\]

(Here we have identified \((B \otimes_A K)^n\) with \(M\) on the left-hand side by means of a basis \(e_1, \ldots, e_n\) and \((B \otimes_A K)^n\) with \(M^\sigma\) on the right-hand side by means of the same basis \(e_1, \ldots, e_n\).) The curves homomorphism \(v_\ast\) induced by \(v(M, \eta)(X)\) takes the curve \(\gamma(t)\) with \(g(M^\sigma, \eta)(\gamma(t)) = \sum x_i t^{q^i}, \ x_i \in M^\sigma \otimes_A K\) into the curve \(\nu_\ast \gamma(t)\) with \(g(M, \eta)(\nu_\ast \gamma(t)) = \sum \eta(x_i) t^{q^i}, \ \eta(x_i) \in M \otimes_A K\). It follows that if \(x \in M\), then

\[
(30.1.29) \quad v_\ast \sigma_\ast \gamma_x(t) = \gamma_{\eta(x)}(t), \quad x \in M
\]

Reducing mod \(\pi B\) and using (30.1.19) and (30.1.28) we find for all \(y \in M^\sigma\)

\[
v_\ast \gamma_y^\varepsilon(t) = v_\ast \sigma_\ast \sigma^{-1}_\ast \gamma_y^\varepsilon(t) = v_\ast \sigma_\ast \gamma_y(t) = \gamma_{\eta(y)}(t)
\]

\[
= f_\ast \gamma_{\eta(y)}(t) = f_\pi \sigma^{-1}_\ast \gamma_y(t) = f_\pi \sigma^{-1}_\ast \gamma_y^\varepsilon(t) = \nu_\ast \gamma_y^\varepsilon(t)
\]

where bars over symbols denote reductions mod \(\pi B\). Therefore \(v_\ast\) and \(\nu_\ast\) coincide on all curves of the form \(\gamma_y^\varepsilon(t)\). But both \(v_\ast\) and \(\nu_\ast\) are Cart(t)-homomorphisms and hence commute with \(V_\ast\), so \(v_\ast = \nu_\ast\), by Corollary (30.1.20), which in turn implies \(v(X) = \nu(X)\) by the faithfulness theorem (29.4.1).

\[
(30.1.30) \ \textbf{Summing up} \ \text{Let} \ B, \sigma, M, \eta \text{ as in (30.1.22) (i.e., } \sigma \text{ is an automorphism). We have associated in a functorial way to } (M, \eta) \text{ a formal } A\text{-module } G(M, \eta)(X, Y) \text{ together with a homomorphism of formal } A\text{-modules } v(M, \eta)(X, Y) : \sigma_\ast G(M, \eta)(X, Y) \to G(M, \eta)(X, Y) \text{ which modulo } \pi B \text{ reduces to the Verschiebung homomorphism } \nu(X) : \sigma_\ast G(M, \eta)(X, Y) \to G(M, \eta)(X, Y). \text{ The pair } (M, \eta) \text{ is recoverable from } G(M, \eta)(X, Y), v(M, \eta)(X, Y) \text{ as } M = \text{Lie}(G(M, \eta)(X, Y)), \eta = \text{Lie}(v(M, \eta)(X, Y)).
\]

We still have to prove that \([\pi]_\tau(X)\) is a power series in \(X^q\) also in the higher dimensional case. This follows from

\[
(30.1.31) \ \textbf{Lemma} \ \text{Let } F(X, Y) \text{ be an } m\text{-dimensional formal } A\text{-module over } B \in \text{Alg}_A. \text{ Then there is an } m\text{-tuple of power series } \beta(X) \text{ over } B \text{ such that } [\pi]_\tau(X) \equiv \beta(X^q) \mod \pi B.
\]

\[\text{Proof}\] It suffices to prove this in the case that \(B = A[V]\) and \(F(X, Y) = F^V(X, Y)\), the universal \(A\)-typical \(m\)-dimensional formal \(A\)-module. Suppose we have already found a power series \(\beta(X)\) such that

\[
\beta(X^q) \equiv [\pi](X) \mod (\pi A[V], \text{ degree } n)
\]

Write

\[
\beta(X^q) \equiv [\pi](X) + \sum_{|n| = n} a_n X^n \mod (\pi A[V], \text{ degree } n + 1)
\]
where the $a_n$ are certain $m$-vectors with coordinates in $A[V]$. By part (iv) of the functional equation lemma it follows that
\[
\varphi^*(\beta(X^q)) \equiv \pi \varphi^*(X) + \sum_{|a| = n} a_n X^n \mod (\pi A[V], \text{degree } n + 1)
\]
(where we have also used that $\varphi^*(X) \equiv X \mod (\text{degree } 2)$. Now both $\varphi^*(\beta(X^q))$ and $\pi \varphi^*(X)$ are power series in $X_1^q, \ldots, X_n^q$ modulo $\pi A[V]$. It follows that $a_n \equiv 0 \mod \pi A[V]$ for all $n$ not of the form $n = qd$. With induction this completes the proof.

\textbf{(30.1.32) Remark} Note that this is virtually the same argument as we used in Remark (5.4.8) of Chapter I to establish formula (5.4.9). More generally one shows in this manner that $[\pi]^n_F(X)$ is of the form
\[
[\pi]^n_F(X) = \pi^n \beta_0(X) + \pi^{n-1} \beta_1(X^q) + \cdots + \pi \beta_{n-1} (X^{q^{n-1}}) + \beta_n(X^q)
\]
with $\beta_i(X) \in B[[X]]$, $i = 0, \ldots, n$, and $\beta_0(X) = X \mod (\text{degree } 2)$.

\textbf{(30.1.34) Remark} The same argument (essentially) shows that if $F(X, Y) = F_0(X, Y)$, $v_i \in B^m \times m$, is an $A$-typical formal $A$-module and $r$ is the largest number in $N$ such that $v_i \equiv 0 \mod \pi B^m \times m$ for all $i < r$, then $[\pi]^n_F(X)$ is an $m$-tuple of power series in $X_1^q, \ldots, X_n^q \mod \pi B$. Cf. also Section 21.8 in the one dimensional case.

\section{30.2 Universality (adjointness) properties of Lubin–Tate formal $A$-modules}

\textbf{(30.2.1) The equivalence of categories} Let $B$, $\sigma$ be as in (30.1.22). Let $\text{Mod}_\sigma(B)$ be the category of pairs $(M, \eta)$ where $M$ is a free $B$-module of finite rank and $\eta: M \to M$ is a $\sigma$-semilinear endomorphism of $M$ (i.e., $\eta(bm) = \sigma(b)\eta(m)$ for all $b \in B$, $m \in M$). The morphisms of $\text{Mod}_\sigma(B)$ are $B$-module homomorphisms $\mu: M \to \tilde{M}$ such that $\tilde{\eta}\mu = \mu\eta$.

Let $\text{FG}_{B,\sigma}^A$ be the category of pairs $(G(X, Y), v(X))$ where $G(X, Y)$ is a finite dimensional formal $A$-module over $B$ and $v(X)$ is a homomorphism of formal $A$-modules $v(X): \sigma_\ast G(X, Y) \to G(X, Y)$ that reduces mod $\pi B$ to the Verschiebung homomorphism $v(X): \sigma_\ast G(X, Y) \to G(X, Y)$ over $l$. The morphisms of $\text{FG}_{B,\sigma}^A$ are formal $A$-module homomorphisms $\alpha(X): G(X, Y) \to \tilde{G}(X, Y)$ such that $\tilde{v}(X) \circ \alpha(X) = \alpha(X) \circ v(X)$.

In Section 30.1 we have constructed a functor $LT: \text{Mod}_\sigma(B) \to \text{FG}_{B,\sigma}^A$, $(M, \eta) \mapsto (G(M, \eta)(X, Y), v(M, \eta)(X, Y))$, and we have also a functor in the inverse direction, $\text{Lie}: \text{FG}_{B,\sigma}^A \to \text{Mod}_\sigma(B)$. We have already seen that $\text{Lie} \circ LT = \text{id}$.

\textbf{(30.2.2) Theorem} The functors $LT$ and $\text{Lie}$ are (inverse) equivalences of categories.
Proof Since \(\text{Lie} \circ LT = id\), we only have to show that if \((G(X, Y), \nu(X)) \in \text{FG}^A_{B, \eta}\), then there exists a pair \((M, \eta) \in \text{Mod}_A(B)\) such that \((G(M, \eta)(X, Y), \nu(M, \eta)(X))\) is isomorphic to the given pair \((G(X, Y), \nu(X))\). Let \(g(X)\) be the \(A\)-logarithm of \(G(X, Y)\). Then the \(A\)-logarithm of \(\sigma^* G(X, Y)\) is \(\sigma^* g(X)\); and since \(B\) is \(A\)-torsion free, the formal \(A\)-module homomorphism \(\nu(X)\) is necessarily of the form

\[
(30.2.3) \quad \nu(X) = g^{-1}(D\sigma^* g(X))
\]

for some matrix \(D\). Now we also know that \(\nu(X)\) reduces to \(\nu(X) \mod \pi B\). Now \(\nu(X^n) = \nu(X) \circ \mathcal{F}(X) = [\pi]_G(X)\), which means that

\[
(30.2.4) \quad \nu(X^n) = g^{-1}(D\sigma^* g(X^n)) \equiv [\pi]_G(X) \mod \pi B
\]

Now \(B\) admits an \(A\)-algebra endomorphism \(\sigma\) such that \(\sigma(b) \equiv b^a \mod \pi B\), so by Proposition (21.8.6) of Chapter IV we can assume (up to isomorphism) that \(G(X, Y)\) is a functional equation formal \(A\)-module. (The proof given there is for the one dimensional case; the higher dimensional case is proved in exactly the same way; cf. also Corollary (20.1.5).) By part (iv) of the functional equation lemma 10.2 we then have

\[
(30.2.5) \quad D\sigma^* g(X^n) \equiv \pi g(X) \mod \pi B
\]

and hence

\[
(30.2.6) \quad g(X) - \pi^{-1} D\sigma^* g(X^n) \in B[X]
\]

which by the functional equation lemma means that \(G(X, Y)\) is strictly isomorphic to the formal \(A\)-module with logarithm

\[
(30.2.7) \quad \hat{g}(X) = X + \pi^{-1} D\sigma^* \hat{g}(X^n)
\]

which is the logarithm associated to the \(B\)-module \(B^n\) with \(\sigma\)-semilinearl endomorphism given by the matrix \(D\); cf. (30.1.10) above. Transferring \(\nu(X)\) via this strict isomorphism gives us the homomorphism \(\hat{\nu}(X) = \hat{g}^{-1}(D\sigma^* \hat{g}(X))\), which is precisely the homomorphism induced by \(\eta\): \((B^n)^a \to B^n\). This proves the theorem.

(30.2.8) **Adjointness (universality) properties of the Lubin–Tate formal \(A\)-module construction** Let \(H(X, Y)\) be a formal \(A\)-module over \(B\) and let \((M, \eta) \in \text{Mod}_A(B)\) and \(\alpha(X)\: G(M, \eta)(X, Y) \to H(X, Y)\) a homomorphism of formal \(A\)-modules. This induces a homomorphism of Cart\(_A(B)\)-modules \(\alpha: \mathcal{C}_q(G(M, \eta); B) \to \mathcal{C}_q(H; B)\). In particular, \(\alpha\) commutes with \(\beta_\alpha\). Composing \(\alpha\) with \(\beta_\beta: M \to \mathcal{C}_q(G(M, \eta); B)\), we therefore find a homomorphism \(\nu(\alpha): M \to \mathcal{C}_q(H(X, Y); B)\). Let \(\Delta_B: B \to W^A_{q, \infty}(B)\) be the unique \(A\)-algebra homomorphism such that \(w_{q,n} \circ \Delta_B = \sigma^n\) for all \(n \in \mathbb{N} \cup \{0\}\); cf. Chapter IV, Proposition (25.7.2). Via \(\Delta_B\) we can view \(\mathcal{C}_q(H(X, Y); B)\) as a \(B\)-module.
(30.2.9) **Theorem** Let \( B, \sigma, M, \eta \) be as in (30.1.7). Then:

(i) \( r(\alpha) : M \to \mathfrak{C}_q(H(X, Y); B) \) is a homomorphism of \( B \)-modules.

(ii) \( r(\alpha) \circ \eta = f_x \circ r(\alpha) \).

(iii) \( \alpha(X) \to r(\alpha) \) is a bijection between the set of formal \( A \)-module homomorphisms \( G(M, \eta)(X, Y) \to H(X, Y) \) and \( B \)-linear homomorphisms \( \beta : M \to \mathfrak{C}_q(H(X, Y); B) \) such that \( \beta \circ \eta = f_x \circ \beta \).

(30.2.10) **Remarks**

(i) Let \( \tilde{\sigma} : W_{q,\infty}^A(B) \to W_{q,\infty}^A(B) \) be the Frobenius endomorphism (cf. Chapter IV, Section 25.6 where we used \( f_x \) to denote \( \tilde{\sigma} \)). Then we claim

\[ \tilde{\sigma} \circ \Delta_B = \Delta_B \circ \sigma \]

This is seen as follows. As a pictorial aid consider the diagram

\[ \begin{array}{ccc}
B & \xrightarrow{\sigma} & W_{q,\infty}^A(B) \\
\downarrow{\Delta_B} & & \downarrow{\sigma} \\
B & \xrightarrow{\sigma} & W_{q,\infty}^A(B) \\
\end{array} \]

We have (cf. (25.6.5) and (25.7.2) of Chapter IV)

\[ w_{q,n} \circ \tilde{\sigma} \circ \Delta_B = w_{q,n+1} \circ \Delta_B = \sigma^{n+1} \]

and on the other hand

\[ w_{q,n} \circ \Delta_B \circ \sigma = \sigma^n \circ \sigma = \sigma^{n+1} \]

so that \( w_{q,n} \circ (\Delta_B \circ \sigma) = w_{q,n} \circ (\tilde{\sigma} \circ \Delta_B) \) for all \( n \in \mathbb{N} \cup \{0\} \), which, since \( B \) is \( A \)-torsion free, implies that \( \Delta_B \circ \sigma = \tilde{\sigma} \circ \Delta_B \).

(ii) We know that \( f_x \) is a \( \tilde{\sigma} \)-semilinear endomorphism of the \( W_{q,\infty}^A(B) \)-module \( \mathfrak{C}_q(H; B) \), so by (i) above we can (via \( \Delta_B \)) consider \( \mathfrak{C}_q(H; B) \) as a \( B \)-module with a \( \sigma \)-semilinear endomorphism \( f_x \). Enlarging \( \text{Mod}_q(B) \) a bit to include also these pairs \( (\mathfrak{C}_q(H; B), f_x) \), part (iii) of Theorem (30.2.9) becomes an adjoint functor theorem

\( \text{Mod}_q(B)((M, \eta), \mathcal{F}\mathfrak{C}_q(H; B)) \simeq \text{FG}_B^q(G(M, \eta)(X, Y), H(X, Y)) \)

where \( \mathcal{F} \) is the forgetful functor "forget about \( V_q \)."

(30.2.11) **Proof of Theorem (30.2.9)** Part (ii) is an immediate consequence of (30.1.19) because \( f_x \) commutes with \( \alpha_* \). To prove part (i) it suffices to show that

(30.2.12)

\[ \gamma_{bx}(t) = \Delta_B(b)\gamma_x(t) \]
because $\alpha_*$ is a $W_{q, \infty}(B)$-homomorphism. The proof of (30.2.12) is again one of the standard ghost component calculations. Let $g(X) = g(M, \eta)(X)$, $G(X, Y) = G(M, \eta)(X, Y)$. Then we have on the one hand

$$g(\gamma_{bx}(t)) = \sum_{i=0}^{\infty} \pi^{-i} \eta^i(bx)t^q = \sum_{i=0}^{\infty} \pi^{-i} \sigma^i(b) \eta^i(x)t^q$$

And on the other hand we have $\Delta_B(b) = (b_0, b_1, b_2, \ldots)$ where the $b_i$ are such that $w_{q,i}(b_0, \ldots, b_n) = \sigma^n(b)$, so that

$$g(\Delta_B(b)\gamma_x(t)) = g\left(\sum_{i=0}^{\infty} V_q^i \langle b_i \rangle f_x^i \gamma_x(t)\right)$$

$$= \sum_{i=0}^{\infty} \sum_{j=0}^{i} \eta^{i+j}(x) \pi^{-j} t^{q^i+j} b_q^j$$

$$= \sum_{i=0}^{\infty} \pi^{-i} t^{q^i} \eta^i(x) \sum_{s=0}^{i} \pi^s b_s^{q^{i-s}}$$

$$= \sum_{i=0}^{\infty} w_{q,i}(b_0, \ldots, b_i) \pi^{-i} \eta^i(x)t^q$$

$$= \sum_{i=0}^{\infty} \sigma^i(b) \pi^{-i} \eta^i(x)t^q$$

which is the same as (30.2.13) so that we have proved (30.2.12).

To prove part (iii) of Theorem (30.2.9) we first associate to every $\beta: M \to \mathcal{C}_q(H; B)$ that is $B$-linear and takes $\eta$ into $f_x$, a Cartier-B(B)-homomorphism $\beta: \mathcal{C}_q(G(M, \eta); B) \to \mathcal{C}_q(H; B)$. Recall that every curve in $\mathcal{C}_q(G(M, \eta); B)$ can be uniquely written as a convergent sum

$$\gamma(t) = \sum_{i=0}^{\infty} V_q^i \gamma_x(t)$$

Write $\beta_x(t)$ for the curve in $\mathcal{C}_q(H; B)$ that $\beta$ associates to $x \in M$. We define

$$\bar{\beta}(\gamma(t)) = \sum_{i=0}^{\infty} V_q^i \beta_x(t)$$

where $\gamma(t)$ is as in (30.2.14). We claim that then

$$\bar{\beta}(V_q \gamma(t)) = V_q \bar{\beta}(\gamma(t))$$

$$\bar{\beta}(\Delta_B(b)\gamma(t)) = \Delta_B(b)\bar{\beta}(\gamma(t)) \quad \text{for all } b \in B$$

$$\bar{\beta}(f_x \gamma(t)) = f_x \bar{\beta}(\gamma(t))$$

Of these (30.2.16) is a triviality. To prove (30.2.17) we first have to write $\Delta_B(b)\gamma(t)$ in the form (30.2.14). To this end recall that if $\bar{\sigma}$ is the Frobenius
endomorphism of $W^A_{q, \infty}(B)$, then $V_q z = \tilde{\sigma}(z) V_q$ for all $z \in W^A_{q, \infty}(B)$ and recall that $\Delta_B(\sigma b) = \tilde{\sigma}\Delta_B(b)$ by remark (30.2.10)(i). Using this, we have

$$\Delta_B(b)\gamma(t) = \sum_{i=0}^{\infty} \Delta_B(b) V_q^i \gamma_{x_i}(t) = \sum_{i=0}^{\infty} V_q^i \tilde{\sigma}^i \Delta_B(b) \gamma_{x_i}(t)$$

$$= \sum_{i=0}^{\infty} V_q^i \Delta_B(\sigma^i(b)) \gamma_{x_i}(t) = \sum_{i=0}^{\infty} V_q^i \gamma_{\sigma^i(b)x_i}(t)$$

where we have also used the $B$-linearity of $x \mapsto \gamma_{x}(t)$. It follows that

$$\bar{\beta}(\Delta_B(b)\gamma(t)) = \sum_{i=0}^{\infty} V_q^i \beta_{\sigma^i(b)x_i}(t) = \sum_{i=0}^{\infty} V_q^i \Delta_B(\sigma^i(b)) \beta_{x_i}(t)$$

$$= \sum_{i=0}^{\infty} \Delta_B(b) V_q^i \beta_{x_i}(t) = \Delta_B(b)\bar{\beta}(\gamma(t))$$

where we have now used the $B$-linearity of $x \mapsto \beta_{x}(t)$. This proves (30.2.17).

To prove (30.2.18) recall that $[\pi] = \Delta_B(\pi)$ as an element of $\text{Cart}_A(B)$; cf. (29.3.11). We have

$$f_\pi \gamma(t) = \sum_{i=0}^{\infty} f_\pi V_q^i \gamma_{x_i}(t) = f_\pi \gamma_{x_0}(t) + \sum_{i=1}^{\infty} [\pi] V_q^{i-1} \gamma_{x_i}(t)$$

$$= \gamma_{\pi(x_0)}(t) + \sum_{i=1}^{\infty} V_q^{i-1} \Delta_B(\pi) \gamma_{x_i}(t)$$

$$= \gamma_{\pi(x_0) + \pi x_1}(t) + \sum_{i=2}^{\infty} V_q^{i-1} \gamma_{\pi x_i}(t)$$

so that

$$\bar{\beta}(f_\pi \gamma(t)) = \beta_{\pi(x_0) + \pi x_1}(t) + \sum_{i=2}^{\infty} V_q^{i-1} \beta_{\pi x_i}(t)$$

$$= \beta_{\pi(x_0)}(t) + [\pi] \beta_{x_1}(t) + \sum_{i=2}^{\infty} V_q^{i-1} [\pi] \beta_{x_i}(t)$$

$$= f_\pi \beta_{x_0}(t) + [\pi] \sum_{i=1}^{\infty} V_q^{i-1} \beta_{x_i}(t)$$

$$= f_\pi \beta_{x_0}(t) + f_\pi \sum_{i=1}^{\infty} V_q^i \beta_{x_i}(t) = f_\pi \bar{\beta}(\gamma(t))$$

Note also that $\bar{\beta}$ is additive and continuous. It follows that $\bar{\beta}$ also commutes with the operators $\langle b \rangle$ because (as is very easily checked) each $\langle b \rangle$ can be written as a convergent sum $\sum_{c=0}^{\infty} V_q^i \Delta_B(c) f_\pi$. Hence $\bar{\beta}$ is a $\text{Cart}_A(B)$-homomorphism and hence comes from some homomorphism of formal $A$-modules $\bar{\beta}(X) \colon G(M, \eta)(X, Y) \to H(X, Y)$. This assigns a homomorphism of formal $A$-
modules $\overline{\beta}(X)$ to every $B$-linear map $\beta: M \to \mathcal{G}_q(H; B)$ which takes $\eta$ into $f_\pi$. It is obvious that $r(\overline{\beta}(X)) = \beta$ proving the injectivity of $\beta \mapsto \overline{\beta}(X)$. On the other hand, because every curve in $\mathcal{G}_q(G(M, \eta); B)$ can be written in the form (30.2.14), the induced homomorphism $\alpha_\pi$ of a formal $A$-module homomorphism is completely determined by the $\gamma_\pi(t)$ proving that $r(\alpha)(X) = \alpha(X)$. This concludes the proof of Theorem (30.2.9).

(30.2.19) The next thing we want to discuss is the remarkable lifting property (which underlies the universal extension theorem (26.5.8)) which the Lubin-Tate formal $A$-modules associated to a semilinear map enjoy. To this end we need the following technical lemma (30.2.20). The basic setup is as follows: $B$, $\sigma$, $M$, $\eta$ are as in (30.1.7); in addition we suppose that $B$ is complete (in the $\pi B$-adic topology), that $\sigma$ is an automorphism, and that there is a $\sigma^{-1}$-semilinear endomorphism $\zeta: M \to M$ (i.e., $\zeta(bx) = \sigma^{-1}(b)\zeta(m)$) such that $\zeta\eta = \eta\zeta = \pi$. Finally, we assume that there is an $r \in \mathbb{N}$ such that $\zeta^r M \subset \pi^r M$.

(30.2.20) Lemma Let $B$, $\sigma$, $M$, $\zeta$, $\eta$ be as in (30.2.19). Let $\mathfrak{h}$ be a $A$-torsion free $B$-module that is complete and Hausdorff in the $\pi B$-adic topology and let $R \subset \mathfrak{h}$ be a submodule. Suppose that we have for all $j \in \mathbb{N} \cup \{0\}$ a $B$-linear map $\tau_j: M \to \mathfrak{h}/\pi^j R$ such that
\begin{equation}
\tau_j \zeta \equiv \pi \tau_{j-1} \mod \pi^j R, \quad j \in \mathbb{N}
\end{equation}
Then there exists a unique $B$-linear map $\tau: M \to \mathfrak{h}$ such that
\begin{equation}
\tau \eta^j \equiv \tau_j \mod \pi^j R, \quad j \in \mathbb{N} \cup \{0\}
\end{equation}

Proof We first prove that $\tau$ is (if it exists at all) unique—Suppose that $\hat{\tau}$ is a second $B$-linear map $M \to \mathfrak{h}$ such that (30.2.22) holds. Then if $\tau = \tau - \hat{\tau}$, we have $\tau \eta^j x \equiv 0 \mod \pi^j R$ for all $j \in \mathbb{N} \cup \{0\}$. Take $j = ks$ where $k$ is such that $\zeta^k M \subset \pi^k M$. Then
\begin{equation}
\tau \eta^k \tau \eta^s \pi^s M \subset \pi^{s+k^2} R \subset \pi^{s+k^2} \mathfrak{h}
\end{equation}
and because $\mathfrak{h}$ is $A$-torsion free it follows that $\tau x \in \pi^s \mathfrak{h}$ for all $s$ hence $\tau x = 0$ because $\mathfrak{h}$ is Hausdorff in the $\pi B$-adic topology.

To prove existence we proceed (of course) by successive approximation. First, because $M$ is a free $B$-module, there exist $B$-linear maps $\hat{\tau}_j: M \to \mathfrak{h}$ that lift the $\tau_j$ so that (30.2.21) holds with $\hat{\tau}_j$ instead of $\tau_j$. Now take $\rho_0 = \hat{\tau}_0$, then (30.2.22) holds for $j = 0$ with $\tau = \rho_0$. Suppose with induction that we have found $\rho_n: M \to \mathfrak{h}$ such that (30.2.22) holds with $\tau = \rho_n$ for all $j \leq n$. Let
\begin{align*}
\hat{\tau}_{n+1} \zeta &\equiv \pi \hat{\tau}_n + \pi^{n+1} \nu \mod(\pi^{n+2} R) \\
\rho_n \eta^j &\equiv \hat{\tau}_n + \pi^j \mu \mod(\pi^{j+1} R)
\end{align*}
where $\nu, \mu: M \to \mathfrak{h}$ are $B$-linear maps. (Such $\nu, \mu$ exist by (30.2.21) (with $\hat{\tau}$'s instead of $\tau$'s) and (30.2.22) (with $\rho_n$ for $\tau$).) Define
\begin{equation}
\rho_{n+1} = \rho_n + (\nu - \mu) \zeta^n
\end{equation}
Then we have modulo\( (\pi^{n+2} R) \)
\[
\rho_{n+1} \eta^{n+1} \zeta = \rho_{n} \eta^{n} (\eta \zeta) + (\nu - \mu) (\eta^{n} \eta \zeta) \\
\equiv \hat{\tau}_{n} \pi + \pi^{n+1} \mu + \hat{\tau}_{n+1} \zeta - \pi \hat{\tau}_{n} - \pi^{n+1} \mu \equiv \hat{\tau}_{n+1} \zeta
\]
so, in particular, we have \( \rho_{n+1} \eta^{n+1} \zeta (\eta x) \equiv \hat{\tau}_{n+1} \pi (\eta x) \mod (\pi^{n+2} R) \), i.e., \( \rho_{n+1} \eta^{n+1} (\pi x) \equiv \hat{\tau}_{n+1} (\pi x) \) for all \( x \in M \), so that \( \rho_{n+1} \eta^{n+1} \equiv \hat{\tau}_{n+1} \mod (\pi^{n+1} R) \) because \( \hat{h} \) is \( A \)-torsion free. So (30.2.22) holds with \( j = n + 1 \) if we take \( \tau = \rho_{n+1} \); it follows (using (30.2.21)) that (30.2.22) also holds for all \( j \leq n + 1 \) with \( \tau = \rho_{n+1} \). Because \( \xi^{k} M \subset \pi M \) for a certain \( k \) and \( \hat{h} \) is complete in the \( \pi B \)-adic topology, we have that the sequence \( \{ \rho_{n} \} \) converges for \( n \to \infty \) to a certain \( \tau : M \to \hat{h} \). This \( \tau \) then satisfies (30.2.22) for all \( j \in \mathbb{N} \cup \{ 0 \} \).

\( \square \) (30.2.23) Let \( B, \sigma, M, \eta, \zeta \) be as in (30.2.19). Let \( \tilde{G}(X, Y) \) over \( B \) be the formal \( A \)-module associated to \( (M, \eta) \) and let \( \tilde{g}(X) \) be its \( A \)-logarithm. Then for each \( x \in M \) we claim that \( \tilde{g}^{-1}(\zeta x t) \in \mathcal{O}_{\zeta}(\tilde{G}; B) \). This is seen as follows: recall that \( \sum_{i=0}^{\infty} x_{i} t^{i} \in M \otimes_{A} K[T] \) is of the form \( \tilde{g}(\gamma(t)) \) with \( \gamma(t) \in \mathcal{O}_{\zeta}(\tilde{G}; B) \) iff \( x_{i} \equiv \pi^{-i} \eta(x_{i-1}) \mod M \) for all \( j \in \mathbb{N} \) and \( x_{0} \in M \). So the only thing we have to show is that \( \pi^{-i} \eta(x_{i}) \in M \) which is the case because \( \eta \zeta = \pi \). We shall write

(30.2.24)
\[
\delta_{\zeta x}(t) = \tilde{g}^{-1}(\zeta x t) \in \mathcal{O}_{\zeta}(\tilde{G}; B)
\]

We have seen in (30.1.20) that every curve \( \gamma(t) \in \mathcal{O}_{\zeta}(\tilde{G}; B) \) can be written uniquely as a convergent sum \( \sum V_{q} \gamma_{x}(t) \). In the case of the curves \( \delta_{\zeta x}(t) \) the sum in question is

(30.2.25)
\[
\delta_{\zeta x}(t) = \gamma_{\zeta x}(t) + V_{q} \gamma_{-x}(t)
\]

Indeed, by definition
\[
\tilde{g}(\gamma_{\zeta x}(t)) = \sum_{i=0}^{\infty} \eta^{i}(\zeta x) \pi^{-i} t^{i}, \quad \tilde{g}(V_{q} \gamma_{-x}(t)) = \sum_{i=0}^{\infty} \eta^{i}(-x) \pi^{-i} t^{i+1}
\]
so that \( \tilde{g}(\gamma_{\zeta x}(t)) + \tilde{g}(V_{q} \gamma_{-x}(t)) = \zeta x t \).

\( \square \) (30.2.26) Theorem Let \( B, \sigma, M, \eta, \zeta \) be as in (30.2.19). Let \( \tilde{G}(X, Y) \) be the formal \( A \)-module associated to \( (M, \eta) \) and suppose we have the following diagram of \( (A \)-typical) formal \( A \)-modules over \( B \):

\[
0 \longrightarrow R^{+}(X, Y) \longrightarrow H(X, Y) \overset{\delta(X)}{\longrightarrow} H_{1}(X, Y) \longrightarrow 0
\]

where \( R^{+} \) is the additive formal \( A \)-module with Lie algebra \( R \) and where the upper line is exact (i.e., the associated sequence of curve modules \( 0 \to \mathcal{O}_{\zeta}(R^{+}; B) \to \mathcal{O}_{\zeta}(H; B) \to \mathcal{O}_{\zeta}(H_{1}; B) \to 0 \) is exact). Suppose moreover that for each \( x \in M \) there is an \( a(x) \in \hat{h} \), the Lie algebra of \( H \), such that \( \delta_{a(x)}(t) = \).
$h^{-1}(a(x); t) \in C_q(H; B)$ and $\alpha_*(\delta_{a(x)}(t)) = \beta(\delta_{\xi}(t))$. (Here $h(X)$ is the $A$-logarithm of $H(X, Y)$.) Then there exists a unique homomorphism $\bar{\beta}(X) : \bar{G}(X, Y) \to H(X, Y)$ of formal $A$-modules over $B$ such that $\alpha(X) \circ \bar{\beta}(X) = \beta(X)$.

**Remarks**

(i) Let $G(X, Y)$ be an $A$-typical formal $A$-module over $B$ with $A$-logarithm $g(X)$. Then $g^{-1}(at), a \in g = \text{Lie}(G)$ is in $C_q(G; B)$ iff $g^{-1}(aX) : \bar{G}_a(X, Y) \to G(X, Y)$ is a homomorphism of formal $A$-modules over $B$. (In both cases the condition is $g^{-1}(aX)$ (or $g^{-1}(at)$) has its coefficients in $B$ rather than $B \otimes_A K$.) So the technical lifting condition in the hypothesis of Theorem (30.2.26) can also be stated as: for every one parameter additive subgroup $\beta(\delta_{\xi}(X))$ in $H_1(X, Y)$, there is a one parameter additive subgroup $\delta_{a(x)}(X)$ in $H(X, Y)$ that lifts $\beta(\delta_{\xi}(X))$.

(ii) Since every formal $A$-module over $B$ is strictly isomorphic to an $A$-typical one, the restriction to $A$-typical formal $A$-modules in (30.2.26) is harmless.

**Start of the proof of Theorem (30.2.26)** Taking $q$-typical curves, we have the following diagram

$$
\begin{array}{cccccc}
0 & \longrightarrow & C_q(R^+; B) & \longrightarrow & C_q(H; B) & \longrightarrow & C_q(H_1; B) & \longrightarrow & 0 \\
& & & & & & & & \\
& & & & & & & & \beta_0 \\
\gamma_x(t) & \mapsto & \beta_0 \\
\beta & \downarrow & \beta & \downarrow & \beta & \downarrow & \beta & \downarrow & \beta \\
M & \longrightarrow & C_q(\bar{G}; B) & \longrightarrow & C_q(\bar{G}; B) & \longrightarrow & C_q(\bar{G}; B) & \longrightarrow & 0
\end{array}
$$

where $\beta_0 : M \to C_q(\bar{G}; B), x \mapsto \gamma_x(t)$ is the canonical map of (30.1.17). Let $\mathfrak{h}$ be the Lie algebra of $H(X, Y)$. Then $h(C_q(H; B))$ is a certain subgroup of the additive group of all power series $\sum_{i=0}^{\infty} y_i t^i \pi^{-i}$ with $y_i \in \mathfrak{h}$ and $h(C_q(R^+; B))$ is the subgroup of all power series $\sum_{i=0}^{\infty} z_i t^i \pi^{-i}$ with $z_i \in \pi R \subset \mathfrak{h}$ because $R^+$ is an additive subgroup of $H(X, Y)$.

Now let $x \in M$ and consider the curve $\beta_0(\gamma_x(t)) = \beta_0(\gamma_x(t)) \in C_q(H_1; B)$. Let $\tilde{\gamma}(x; t)$ be any lift of $\beta(\gamma_x(t))$ and write

$$
(30.2.29) \quad h(\tilde{\gamma}(x; t)) = \sum_{j=0}^{\infty} \tau_j(x) \pi^{-j} t^j
$$

Then by the remarks just made the $\tau_j(x)$ are well determined modulo $\pi^j R$. So associated to $\beta(X)$ there is a unique collection of $B$-linear maps

$$
\tau_j : M \to \mathfrak{h}/\pi^j R
$$

**Lemma** The $B$-linear maps $\tau_j$ determined by (30.2.29) satisfy $\tau_j \zeta \equiv \tau_{j-1} \pi \mod \pi^j R$ for all $j \in \mathbb{N}$. 

Proof Let $x \in M$ and let $\delta_{a(x)}(t) = h^{-1}(a(x)t) \in \mathcal{C}_q(H; B)$ be a lift of $\beta(\gamma_x(t)) = \beta(\delta^{-1}(\gamma_x t))$. Now by (30.2.25)

\[
\beta(\delta_x(t)) = \beta(\gamma_x(t)) + \beta(V_q \gamma_x(t))
\]

So, taking the lift $V_q \gamma(-x; t)$ of $V_q \beta(\gamma_{-x}(t))$, we find modulo $h(\mathcal{C}_q(R^+; B))$ in $h(\mathcal{C}_q(H; B))$

\[
a(x)t \equiv \sum_{j=0}^{\infty} \tau_j(\xi(x)) \pi^{-j}t^q_j + \sum_{j=0}^{\infty} \tau_j(-x) \pi^{-j}t^{q+1}_j
\]

and comparing coefficients we see that

\[
\tau_j(\xi(x)) \equiv \pi \tau_{j-1}(x) \mod \pi^j R
\]

proving the lemma.

\textbf{(30.2.31) On formal $A$-module homomorphisms $G(M, \eta)(X, Y) \to H(X, Y)$} Let $B, \sigma, M, \eta$, be as in (30.1.7). Suppose that $\beta(X): G(M, \eta)(X, Y) \to H(X, Y)$ is a formal $A$-module homomorphism. According to Theorem (30.2.9), $\beta(X)$ determines a unique map

\[
\beta: M \to \mathcal{C}_q(H; B)
\]

which is $B$-linear and which is such that $\beta \eta = f_{\eta} \beta$. Let $h(X)$ be the logarithm of $H(X, Y)$ and let $h$ be the Lie algebra of $H(X, Y)$. Then, we claim, $\beta$ is necessarily of the form

\textbf{(30.2.32)}

\[
h(\beta(x)) = \sum_{i=0}^{\infty} \tau \eta_i(x) \pi^{-i}t^q_i
\]

where $\tau: M \to h$ is a $B$-linear homomorphism. To prove this write

\[
h(\beta(x)) = \sum_{n=0}^{\infty} \tau_n(x) \pi^{-n}t^{q_n}, \quad \tau_n: M \to h
\]

Then using $\beta \eta = f_{\eta} \beta$,

\[
h(\beta(\eta x)) = h(f_{\eta} \beta(x)) = \sum_{n=0}^{\infty} \tau_{n+1}(x) \pi^{-n}t^{q_n}
\]

we see that $\tau_n(\eta x) = \tau_{n+1}(x)$ for all $x$, so that we must have $\tau_n = \tau_0 \eta^n$. So that indeed $\beta(x)$ is of the form (30.2.32) for some map $\tau = \tau_0: M \to h$. It remains to show that $\tau$ is a morphism of $B$-modules. The additivity of $\tau$ follows from the additivity of $\beta$. Now we also know that $\beta(bx) = \Delta_{\beta}(bx) \beta(x)$. Let $\Delta_{\beta}(b) = (b_0, b_1, b_2, \ldots)$. Then $w_{q,n}(b_0, \ldots, b_n) = \sigma^n(b)$. And we find

\[
h(\beta(bx)) = \sum_{i=0}^{\infty} \tau \eta^i(bx) \pi^{-i}t^q_i = \sum_{i=0}^{\infty} \tau(\sigma^i(b) \eta^i(x)) \pi^{-i}t^q_i
\]
while on the other hand
\[
h(\Delta_b(b)\beta(x)) = h\left( \sum_{n=0}^{\infty} V_q^n \langle b_n \rangle f_n^{\ast} \beta(x) \right)
\]
\[
= \sum_{n=0}^{\infty} \sum_{i=0}^{\infty} \tau \eta^{i+n}(x)b_n^{i} \pi^{-i} t^{i+n}
\]
\[
= \sum_{r=0}^{\infty} \left( \sum_{s=0}^{r} b_s^{r-s} \pi^{s} \right) \tau \eta^{r}(x) t^{r}
\]
\[
= \sum_{r=0}^{\infty} \sigma^{r}(b) \tau \eta^{r}(x) t^{r}
\]

Comparing these two expressions, we see (by looking at the coefficient of \( t \)) that \( \tau(bx) = b \tau(x) \) for all \( b \) and \( x \); and, conversely, if \( \tau(bx) = b \tau(x) \) for all \( b \in B \), then \( h(\beta(bx)) = h(\Delta_b(b)\beta(x)) \). So we have shown

\textbf{(30.2.33) Lemma} A \( B \)-linear morphism \( \beta : M \to \mathcal{C}_q(H; B) \) such that \( \beta \eta = f_n^{\ast} \beta \) is necessarily of the form (30.2.32) with \( \tau : M \to \mathfrak{h} \) a homomorphism of \( B \)-modules; and, conversely, if \( \tau : M \to \mathfrak{h} \) is a homomorphism of \( B \)-modules, then (30.2.32) defines a \( B \)-linear morphism \( \beta : M \to \mathcal{C}_q(H; B) \) such that \( \beta = f_n^{\ast} \beta \) provided that \( \beta(x) \in B[t] \) for all \( x \in M \).

Another, rather easier, way of obtaining this triviality is as follows. Every formal \( A \)-module homomorphism \( \beta(X) : G(M, \eta)(X, Y) \to H(X, Y) \) is of the form \( h^{-1}(ag(x)) \) where \( h(X) \) is the \( A \)-logarithm of \( H(X, Y) \) and \( g(X) \) that of \( G(M, \eta)(X, Y) \). It follows that the induced map \( \beta_* : \mathcal{C}_q(G(M, \eta); B) \to \mathcal{C}_q(H; B) \) has the property \( h(\beta_*(\gamma(t))) = \tau g(\gamma(t)) \) where \( \tau \) is a \( B \)-module morphism \( M \to \mathfrak{h} \). Substituting \( \gamma_x(t) = \beta_0(x) \) and recalling that \( g(\gamma_x(t)) = \sum \eta^i(x) \pi^{-i} t^q \), we find
\[
h(\beta(x)) = h(\beta_*(\gamma_x(t))) = \sum_{i=0}^{\infty} \tau \eta^{i}(x) \pi^{-i} t^{q}
\]

\textbf{(30.2.34) Proof of Theorem (30.2.26) (conclusion)} Let \( \tau_j : M \to \mathfrak{h}/\pi^j R \) be as in (30.2.28). By Lemma (30.2.30) we can apply Lemma (30.2.20) to find a map
\[
\tau : M \to \mathfrak{h}, \quad \tau \eta^n \equiv \tau_n \mod \pi^n R
\]

Now define \( \tilde{\beta} : M \to \mathcal{C}_q(H; B \otimes_A K) \) by the formula
\[
(30.2.35) \quad \tilde{\beta}(x) = h^{-1} \left( \sum_{n=0}^{\infty} \tau \eta^n(x) \pi^{-n} t^{q^n} \right)
\]

Then because \( \tau \eta^n \equiv \tau_n \mod \pi^n R \), we have that \( \alpha_\ast \tilde{\beta}(x) = \beta_\ast \beta_0(x) \). We claim that \( \tilde{\beta}(x) \in \mathcal{C}_q(H; B) \subseteq \mathcal{C}_q(H; B \otimes_A K) \). This is seen as follows. As before let \( \gamma(x; t) \in \mathcal{C}_q(H; B) \) be any curve such that \( \alpha_\ast(\gamma(x; t)) = \beta_\ast \beta_0(x) \). We have
\[
h(\tilde{\beta}(x)) = \sum_{n=0}^{\infty} \tau \eta^n(x) \pi^{-n} t^{q^n}, \quad h(\gamma(x; t)) = \sum_{n=0}^{\infty} \tau_n(x) \pi^{-n} t^{q^n}
\]
and $\tau^n(\tau(x) - \tau(x)) = \pi^n r_n(x) \in \pi^n R$ because $\tau^n \equiv \tau \mod \pi^n R$. Because $R^+$ is an additive subgroup of $H(X, Y)$, we have $h^{-1} \left( \sum_{i=0}^{\infty} r_i t^q \right) \in \mathcal{C}_{q}(H; B)$ for all sequences $(r_0, r_1, r_2, \ldots)$ of elements of $R$. Hence

$$\bar{\beta}(x) = h^{-1} \left( \left( \sum_{n=0}^{\infty} \tau_n(x) \pi^{-n} t^q \right) + \left( \sum_{n=0}^{\infty} r_n(x) t^q \right) \right)$$

$$= \bar{\gamma}(x, t) + h^{-1} \left( \sum_{n=0}^{\infty} r_n(x) t^q \right) \in \mathcal{C}_{q}(H; B)$$

By Lemma (30.2.33) and Theorem (30.2.9) it follows that there is a unique homomorphism of formal $A$-modules $\tilde{\beta}(X)$ such that $\bar{\beta} \cdot \beta_0 = \tilde{\beta}$ which again by part (iii) of Theorem (30.2.9) means that $\alpha(X) \circ \bar{\beta}(X) = \beta(X)$.

It remains to show that $\tilde{\beta}(X)$ is unique. Using Theorem (30.2.9), it suffices to show that if $\tilde{\beta}: M \to \mathcal{C}_{q}(H; B)$ is such that $\alpha \circ \tilde{\beta} = \alpha \circ \bar{\beta} = \beta$, then $\tilde{\beta} = \bar{\beta}$. By Lemma (30.2.33) $\tilde{\beta}$ is of the form

$$h \cdot \tilde{\beta}(x) = \sum_{i=0}^{\infty} \tilde{\eta}^i(x) \pi^{-i} t^q$$

for some $B$-module homomorphism $\tilde{\eta}: M \to h$. Then from $\alpha \circ \tilde{\beta} = \alpha \circ \bar{\beta} = \beta$ we see that $\tilde{\eta}^i \equiv \tau_i \mod \pi^i R$ and the uniqueness part of Lemma (30.2.20) then says that $\tilde{\eta} = \tau$, so that $\tilde{\beta} = \bar{\beta}$. This concludes the proof of the theorem.

### 30.3 The universal extension with additive kernel

- **(30.3.1)** Let $B, \sigma, M, \eta, \zeta$ be as before in (30.2.19). In addition we now suppose that we have given a free submodule $N \subset M$ such that $M/N$ is also free and such that $N + \pi M = \zeta M$. (The hypothesis that $M/N$ is free is equivalent to $N \cap \pi M = \pi N$.)

- **(30.3.2) Quotients of Lubin–Tate formal $A$-modules by additive kernels** Let $B, \sigma, M, \eta, \zeta, N$ be as in (30.3.1). Let $\tilde{G}(X, Y) = LT(M, \eta)$ be the Lubin–Tate formal $A$-module associated to $(M, \eta)$. By hypothesis $N \subset \zeta M$ so for every $y \in N$ there is a (unique) $x \in M$ ($\zeta$ is injective because $M$, being free, is $A$-torsion free) such that $y = \zeta x$. We have seen that if $\tilde{g}(x)$ is the $A$-logarithm of $\tilde{G}(X, Y)$, then $\tilde{g}^{-1}(\zeta x) \in \mathcal{C}_{q}(\tilde{G}; B)$ and in fact $\tilde{g}^{-1}(\zeta x) = \delta_{\zeta x}(t) = \gamma_{\zeta x}(t) + V_q \gamma_{-x}(t)$ (cf. (30.2.23)). This gives us an embedding $\mathcal{C}_{q}(N^+; B) \to \mathcal{C}_{q}(\tilde{G}; B)$ where $N^+(X, Y)$ is the additive formal $A$-module with Lie algebra $N$. We form the exact sequence

$$(30.3.3) \quad 0 \to \mathcal{C}_{q}(N^+; B) \to \mathcal{C}_{q}(\tilde{G}; B) \to R \to 0$$

- **(30.3.4) Proposition** The $\text{Cart}_A(B)$-module $R$ is a reduced $\text{Cart}_A(B)$-module. So $R = \mathcal{C}_{q}(G; B)$ for some formal $A$-module $G(X, Y)$. Further, $G(X, Y)$ is of finite $A$-height and (30.3.3) is the exact sequence of $q$-typical curves of the extension with additive kernel $0 \to N^+(X, Y) \to \tilde{G}(X, Y) \to G(X, Y) \to 0$.
Proof. We show first that \( \gamma(t) \in \mathcal{C}_q(\overline{G}; B) \), \( \mathbf{V}_q \gamma(t) \in \mathcal{C}_q(N^+; B) \Rightarrow \gamma(t) \in \mathcal{C}_q(N^+; B) \). We can write \( \gamma(t) \) as a unique sum

\[
\gamma(t) = \sum_{i=0}^{\infty} V_q^i \gamma_{x_i}(t)
\]

Now \( \mathcal{C}_q(N^+; B) = \{\sum_{i=0}^{\infty} V_q^i \delta_{\zeta y_i}(t)\} \), where

\[
\delta_{\zeta y_i}(t) = \tilde{g}^{-1}(\zeta y_i t) = \gamma_{\zeta y_i}(t) + c \gamma_{-\gamma}(t^q)
\]

with \( \zeta y_i \in N \). So if \( \mathbf{V}_q \gamma(t) \in \mathcal{C}_q(N^+; B) \), we must have

\[
\sum_{i=0}^{\infty} V_q^{i+1} \gamma_{x_i}(t) = \sum_{i=0}^{\infty} V_q^i \gamma_{\zeta y_i}(t) + \sum_{i=0}^{\infty} V_q^{i+1} \gamma_{-\gamma}(t)
\]

\[
= \gamma_{\zeta y_0}(t) + \sum_{i=1}^{\infty} V_q^i \gamma_{\zeta y_i - y_{i-1}}(t)
\]

which gives us

\[
\zeta y_0 = 0, \quad x_0 = \zeta y_1 - y_0, \quad x_1 = \zeta y_2 - y_1, \quad \ldots
\]

so that \( y_0 = 0 \) and

\[
\gamma(t) = \sum_{i=0}^{\infty} V_q^i \gamma_{x_i}(t) = \gamma_{\zeta y_1}(t) + c (V_q \gamma_{\zeta y_2} + c V_q \gamma_{-\gamma}) + c \cdots
\]

\[
= \delta_{\zeta y_1}(t) + c V_q \delta_{\zeta y_2}(t) + \cdots \in \mathcal{C}_q(N^+; B)
\]

By Proposition (28.2.2) and the argument used in (28.3.2) it follows that there is a \( V \)-basis \( \{\gamma_1(t), \ldots, \gamma_h(t)\} \) for \( \mathcal{C}_q(\overline{G}; B) \) such that \( \{\gamma_1(t), \ldots, \gamma_h(t)\} \) is a \( V \)-basis for \( \mathcal{C}_q(N^+; B) \). It follows immediately that the classes of \( \{\gamma_{r+1}(t), \ldots, \gamma_h(t)\} \) are a \( V \)-basis for \( R \).

Hence \( R \) is a reduced Cart.\((B)\)-module, and so there exists a formal \( A \)-module \( G(X, Y) \) such that \( \mathcal{C}_q(G; B) = R \). It remains to prove that \( G(X, Y) \) is of finite \( A \)-height.

(30.3.5) Proof that \( G(X, Y) \) is of finite \( A \)-height. To prove that \( G(X, Y) \) is of finite \( A \)-height we must show that \( G(X, Y) \), the reduction of \( G(X, Y) \) mod \( \pi B \), is of finite \( A \)-height and by definition this means that we must show that \( f_\pi \) is injective on \( \mathcal{C}_q(\overline{G}; l) \). Let \( \gamma(t) \in \mathcal{C}_q(\overline{G}; B) \). Then \( f_\pi \) is injective on \( \mathcal{C}_q(\overline{G}; l) \) iff for all \( \gamma(t) \in \mathcal{C}_q(\overline{G}; B) \)

(30.3.6) \( f_\pi \gamma(t) \in \mathcal{C}_q(N^+; B) + \pi \mathcal{C}_q(\overline{G}; B) \)

implies that

(30.3.7) \( \gamma(t) \in \mathcal{C}_q(N^+; B) + \pi \mathcal{C}_q(\overline{G}; B) \)

(Recall that \( \pi \mathcal{C}_q(\overline{G}; B) = \{\sum x_i t^i \mid \sum x_i t^i \) is \( q \)-typical and \( x_i \in \pi B \) for all \( i \); do
not confuse \(\pi \mathcal{C}_q(G; B)\) with \([\pi] \mathcal{C}_q(G; B)\), the image of \(\mathcal{C}_q(G; B)\) under the endomorphism \([\pi]\) of \(\mathcal{C}_q(G; B)\).

Write

\[
(30.3.8) \quad \gamma(t) = \sum_{n \geq n_0} V^*_q \gamma_n(t)
\]

We claim that it now suffices to prove that if \(\gamma(t)\) satisfies condition (30.3.6), then \(x_{n_0} \in N + \pi M\). Indeed, suppose that \(x_{n_0} \in N + \pi M\), then \(\tilde{g}^{-1}(x_{n_0} t^{q_{n_0}}) \in \mathcal{C}_q(N^+; B) + \pi \mathcal{C}_q(G; B)\) (by part (iv) of the functional equation lemma 10.2) and subtracting \(\tilde{g}^{-1}(x_{n_0} t^{q_{n_0}})\) from \(\gamma(t)\) we find a \(\gamma_1(t)\)

\[
\gamma_1(t) = \sum_{n \geq n_0 + 1} V^*_q \gamma_n(t)
\]

(with \(y_{n_0 + 1} = x_{n_0 + 1} + \zeta^{-1} x_{n_0}, \gamma_i = x_i, i \geq n_0 + 2\)) which also satisfies (30.3.6) (because \(f_\pi \mathcal{C}_q(N^+; B) \subset \mathcal{C}_q(N^+; B)\) and \(\mathcal{C}_q(\pi \mathcal{C}_q(G; B)) \subset \pi \mathcal{C}_q(G; B)\); this last fact is seen as follows; using part (iv) of the functional equation lemma

\[
\gamma(t) \in \pi \mathcal{C}_q(G; B) \iff f(\gamma(t)) = \sum_{i=0}^{\infty} b_i t^{q^i} \quad \text{with} \quad b_i \in \pi B
\]

\[
\Rightarrow f_\pi(\gamma(t)) = \sum_{i=0}^{\infty} \pi b_{i+1} t^{q^i} \quad \text{with} \quad b_{i+1} \in \pi B
\]

\[
\Rightarrow f_\pi(\gamma(t)) \in \pi^2 \mathcal{C}_q(G; B) \subset \pi \mathcal{C}_q(G; B)
\]

This proves the claim. So suppose that the \(\gamma(t)\) of (30.3.8) satisfies (30.3.6). We have

\[
f_\pi(\gamma(t)) = f_\pi \sum_{n \geq n_0} V^*_q \gamma_n(t) = f_\pi V^*_q \gamma_{n_0} + \sum_{n > n_0} V^*_q \gamma_n(t)
\]

Using part (iv) of the functional equation lemma again and applying \(\tilde{g}\), we see that we must have

\[
\eta(x_{n_0}) \equiv y_{n_0} \mod \pi M, \quad y_{n_0} \in N
\]

\[
\pi^{-1} \eta^2(x_{n_0}) + \eta x_{n_0+1} \equiv y_{n_0+1} \mod \pi M, \quad y_{n_1} \in N
\]

\[
\vdots
\]

\[
\pi^{-r} \eta^{r+1}(x_{n_0}) + \pi^{-r+1} \eta^r(x_{n_0+1}) + \cdots + \eta(x_{n_0+r}) \equiv y_{n_0+r} \mod \pi M, \quad y_{n_0+r} \in N
\]

Applying \(\zeta^r\) to the \(r\)th equation, we obtain (using that \(M\) is \(B\)-torsion free)

\[
\eta(x_{n_0}) + \pi^{-r+1} \eta \zeta^r x_{n_0+1} + \pi^{-r+2} \eta^r \zeta^r x_{n_0+2} + \cdots + \zeta^r \eta(x_{n_0+r}) \equiv \zeta^r y_{n_0+r} \mod \pi M
\]
and hence (since $\eta \zeta = \pi$) we see that

$$\eta(x_{n_0}) \in \zeta^r N + \pi M$$

for all $r \in \mathbb{N}$. There is an $r$ such that $\zeta^r M \subset \pi M$, hence we find that $\eta(x_{n_0}) \in \pi M$ or (since $M$ is torsion free so that $\eta$ is injective) $x_{n_0} \in \zeta M = N + \pi M$ and we are through.

**Theorem** (30.3.9) The sequence

$$0 \rightarrow N^+(X, Y) \rightarrow \tilde{G}(X, Y) \xrightarrow{\alpha(X)} G(X, Y) \rightarrow 0$$

is the universal extension of $G(X, Y)$ with additive kernel.

That is, for every exact sequence of formal group laws with additive kernel

$$0 \rightarrow P^+(X, Y) \rightarrow H(X, Y) \xrightarrow{\beta(X)} G(X, Y) \rightarrow 0$$

there is a unique homomorphism $\tilde{\alpha}(X) : \tilde{G}(X, Y) \rightarrow H(X, Y)$ such that $\beta(X) \circ \tilde{\alpha}(X) = \alpha(X)$, or in other words there is a unique homomorphism $N^+ \rightarrow P^+$ such that $0 \rightarrow P^+ \rightarrow H \rightarrow G \rightarrow 0$ is the pushout of $0 \rightarrow N^+ \rightarrow \tilde{G} \rightarrow G \rightarrow 0$ along $N^+ \rightarrow P^+$.

**Corollary** (30.3.10) $\text{Ext}^1(G, P^+) \cong \mathbb{F}G^A_\beta(N^+, P^+) = \text{Mod}_\beta(N, P);$ $\text{Ext}^1(G, \tilde{G}_a) = N^*$,

the linear dual of the Lie algebra $N$ of $N^+$.

**Proof of the theorem** (30.3.11) Consider the diagram

$$0 \rightarrow N^+ \rightarrow \tilde{G}(X, Y) \xrightarrow{\alpha(X)} G(X, Y) \rightarrow 0$$

$$0 \rightarrow P^+ \rightarrow H(X, Y) \xrightarrow{\beta(X)} G(X, Y) \rightarrow 0$$

According to Theorem (30.2.26) there exist a unique $\tilde{\alpha}(X)$ such that $\beta(X) \circ \tilde{\alpha}(X) = \alpha(X)$ if every curve of the form $\alpha_*(\tilde{g}^{-1}(\zeta xt))$ in $G(X, Y), x \in M$, can be lifted to a curve in $H(X, Y)$ of the form $h^{-1}(at), a \in \mathfrak{h}$ the Lie algebra of $H(X, Y)$. Now $\zeta M = N + \pi M$ and $N^+ \subset \text{Ker} \alpha(X)$ so that $\alpha_*(g^{-1}(\zeta xt)$ is of the form $g^{-1}(\pi bt), b \in \mathfrak{g}$, the Lie algebra of $G$. Since $\beta_*$ is surjective, there is an $a \in \mathfrak{h}$ such that $\text{Lie}(\beta)(a) = b$, and then $h^{-1}(\pi at) \in \mathcal{C}_q(H; B)$ (part (iv) of the functional equation lemma again), and

$$\beta_*(h^{-1}(\pi at)) = g^{-1}(\pi bt) = \alpha_*(g^{-1}(\zeta xt)).$$

Q.E.D.

**Theorem** (30.3.12) Let $B, \sigma, M, \eta, \zeta, N$ be as in (30.3.1) and let $0 \rightarrow N^+(X, Y) \rightarrow \tilde{G}(X, Y) \xrightarrow{\alpha(X)} G(X, Y) \rightarrow 0$ be the exact sequence associated to these data. Let $\tilde{G}(X, Y)$ over $l$ be the reduction of $G(X, Y)$ mod $\pi B$. Then $M \cong \mathcal{C}_q(\tilde{G}; l)$. More precisely, the composed map

$$M \xrightarrow{\beta_0} \mathcal{C}_q(\tilde{G}; B) \xrightarrow{\alpha_0} \mathcal{C}_q(G; B) \longrightarrow \mathcal{C}_q(\bar{G}; l)$$

is an isomorphism and under this isomorphism $\eta$ goes to $f_\eta$ and $\zeta$ to $V_\eta$. 


Proof Let \( \chi : M \rightarrow \mathcal{C}_q(G; l) \) be the composed map (30.3.13) and let us write \( r: \mathcal{C}_q(G; B) \rightarrow \mathcal{C}_q(G; l) \) for the reduction map. Then because \( \beta_0, \alpha_*, \) and \( r \) are all \( B \)-linear (via \( B \approx W_{q, \infty}^A(\mathcal{B}) \)) we see that \( \chi \) is \( B \)-linear. Further, \( r \) and \( \alpha_* \) commute with \( f_n \) and \( \beta_0(\eta x) = f_n \beta_0(x) \), so \( \chi \) takes \( \eta \) into \( f_n \). Now consider what \( \chi \) does to \( z \). We can write \( z = y + \pi z, y \in N, z \in M \). We have

\[
\gamma(t) = g^{-1}(z(t)) + \mathcal{C}_q(G; B) = g^{-1}(yt) + \mathcal{C}_q(G; B)
\]

But \( g^{-1}(yt) \in \mathcal{C}_q(N^+; B) \) and \( g^{-1}(\pi z(t)) \in \pi \mathcal{C}_q(G; B) \). It follows that

\[
\chi(z(t)) = r \alpha_*(\mathcal{C}_q(G; B)) = V_q \chi(t)
\]

Now filter \( M \) by the submodules \( \zeta^r \) \( ( \text{this is a filtration because } \zeta^k M \subseteq \zeta^k M \text{ for } k \text{ large enough}) \) and \( \mathcal{C}_q(G; l) \) by the submodules \( V_q \mathcal{C}_q(G; l) \). Then \( \chi(\zeta^r M) \subseteq V_q \mathcal{C}_q(G; l) \) and we have induced maps

\[
\zeta^r M / \zeta^{r+1} M \rightarrow V_q \mathcal{C}_q(G; l) / V_q \mathcal{C}_q(G; l)
\]

We want to show that these maps are bijective. Because \( \zeta \) and \( V_q \) are both injective, it suffices to prove this for the case \( r = 0 \). Surjectivity is easiest. By the definition of \( \beta_0, M \rightarrow \mathcal{C}_q(G; B) \rightarrow \mathcal{C}_q(G; B) / V_q \mathcal{C}_q(G; B) \) is surjective since \( \beta_0(x) = xt \mod V_q \mathcal{C}_q(G; B) \). Since Lie(\( \alpha \)) and Lie(\( t \)) (by abuse of notation) are also surjective, it follows that \( \chi : M \rightarrow \mathcal{C}_q(G; l) / V_q \mathcal{C}_q(G; l) \) is surjective. To see injectivity, suppose \( r \alpha_*(\mathcal{C}_q(G; l)) \subseteq V_q \mathcal{C}_q(G; l) \). This means that the coefficient of \( t \) in \( \gamma(t) \) is in \( N + \pi M \). But the coefficient of \( t \) in \( \gamma(t) \) is \( x \) and \( N + \pi M = \zeta M \). Hence \( x \in \zeta M \). This concludes the proof of the theorem.

(30.3.15) Lifting formal \( A \)-modules We now turn our attention to the lifting of formal \( A \)-modules. Let \( l \) be a perfect extension field of \( k \) and \( \Gamma(X, Y) \) be a formal \( A \)-module over \( l \) that is of finite \( A \)-height. We take \( M = \mathcal{C}_q(\Gamma; l), B = W_q^{A_\infty}(l), \sigma \) is the Frobenius endomorphism of \( W_q^{A_\infty}(l), \eta = f_n, \zeta = V_q \) (as endomorphisms of \( M \)). We claim that all the hypotheses of (30.2.19) are satisfied in this case. First, because \( \Gamma(X, Y) \) is of finite \( A \)-height, we have that \( M = \mathcal{C}_q(\Gamma; l) \) is a free \( B = W_q^{A_\infty}(l) \)-module of finite rank (cf. (29.7.5)). Also \( f_n \mathcal{C}_q = \mathcal{C}_q f_n = [\pi], \) which is the image of \( \pi \in A \) under the \( A \)-algebra structure map \( A \rightarrow W_q^{A_\infty}(l) \). Further, \( \eta = f_n \) is \( \sigma \)-semilinear and \( \zeta = V_q \) is \( \sigma^{-1} \)-semilinear (cf. (29.6.7)). It remains to show that \( \zeta^r M \subseteq \pi M \) for \( r \) large enough. This is also a consequence of the finite height property of \( \Gamma(X, Y) \). Indeed, by Proposition (28.2.2) (or rather its analogue for Cart \( (\mathcal{B}) \)-modules) there exists a \( V \)-basis \( \{ \gamma_i \} \) of \( \mathcal{C}_q(\Gamma; l) \) and a partition of \( \{ 1, 2, \ldots, n \} = I_\infty \cup I_0 \cup I_2 \cup \cdots \) such that

\[
\gamma = \sum_{s=0}^\infty \sum_{i=1}^n V^a_{\pi}(a_{s,i}) \gamma_i \in [\pi] \mathcal{C}_q(\Gamma; l)
\]

iff \( a_{s,i} = 0 \) if \( i \in I_\infty \) and \( n < l \). Because \( \Gamma(X, Y) \) is of finite height, we have that \( \mathcal{C}_q(\Gamma; l)[\pi] \mathcal{C}_q(\Gamma; l) \) is a finite dimensional \( l \)-module, which means that \( I_\infty = \emptyset \)
so that $\mathbf{V}_q \mathcal{C}_q(\Gamma; l) = [\pi] \mathcal{C}_q(\Gamma; l)$ if $r$ is the maximum of the indices $i$ for which $I_i \neq \emptyset$. (There are only finitely many $i$ for which $I_i \neq \emptyset$ because $\Gamma(X, Y)$ is finite dimensional, i.e., $n < \infty$.)

We are now in a position to apply the constructions of (30.3.2) to obtain formal $A$-modules $G(X, Y)$ over $B = W_{q, \infty}^A(l)$. According to Theorem (30.3.12) we then have that $\mathcal{C}_q(G; l) \simeq M = \mathcal{C}_q(\Gamma; l)$ as a Cartier-$A(l)$-module, so that $G(X, Y)$ and $\Gamma(X, Y)$ are isomorphic. That is, the formal $A$-modules thus obtained are lifts of $\Gamma(X, Y)$. The question of course arises whether all lifts are obtained in this way. This is in fact the case, and this is what we are going to prove next. So let $G(X, Y)$ over $B = W_{q, \infty}^A(l)$ be any formal $A$-module that lifts $\Gamma(X, Y)$. The first thing to do is to construct a homomorphism of formal $A$-modules $\tilde{G}(X, Y) \to G(X, Y)$ where $\tilde{G}(X, Y) = G(M, \eta)(X, Y)$. The picture is

\[
\begin{array}{c}
0 \\
\downarrow \\
S \\
\downarrow \\
\mathcal{C}_q(\tilde{G}; B) \xrightarrow{\beta_*} \mathcal{C}_q(G; B) \\
\downarrow{\beta_0} \\
M \xrightarrow{\beta} \mathcal{C}_q(\Gamma; l) \\
\downarrow{r} \\
0
\end{array}
\]

(30.3.16)

where $r$ is the reduction map, and $S = \text{Ker } r$. The existence of $\beta_*$ is (by Theorem (30.2.9)) equivalent to the existence of a $B$-linear map $\beta: M \to \mathcal{C}_q(G; B)$ such that $\beta(\eta x) = f_* \beta(x)$; or in other words what we have to construct is a section of $r$ that commutes with $f_*$ (but not necessarily with $V_q$).

**Construction of $\beta$** Let $\mathfrak{g}$ be the Lie algebra of $G(X, Y)$. For each $x \in M = \mathcal{C}_q(\Gamma; l)$, let $\tilde{\gamma}(x, t)$ be any curve in $\mathcal{C}_q(G; B)$ that lifts $x \in \mathcal{C}_q(\Gamma; l)$. Write

$$g(\tilde{\gamma}(x, t)) = \sum_{i=0}^{\infty} \tau_i(x) \pi^{-i} t^{q^i}$$

Now $S = \pi \mathcal{C}_q(\Gamma; B)$, and by part (iv) of the functional equation lemma this means that for all $\delta(t) \in S$, $g(\delta(t)) = \sum_{i=0}^{\infty} \pi b_i t^{q^i}$ with $b_i \in \mathfrak{g}$ for all $i \in \mathbb{N} \cup \{0\}$; cf. also (21.8.6). So the $\tau_i(x)$ are well defined mod $\pi^{i+1} \mathfrak{g}$.

Now consider $\zeta x = V_a x$ in $\mathcal{C}_q(\Gamma; l)$. Then we have of course

$$g(\tilde{\gamma}(\zeta x, t)) = \sum_{i=0}^{\infty} \tau_i(\zeta x) \pi^{-i} t^{q^i} \mod g(S)$$
On the other hand, \( V_q \tilde{\gamma}(x, t) \) is also a lift of \( \zeta x = V_q x \), and

\[
g(V_q \tilde{\gamma}(x, t)) = \sum_{i=0}^{\infty} \tau_i(x) \pi^{-i t^q + 1} \mod g(S)
\]

Comparing coefficients, we see that \( \tau_i \tilde{\gamma} \equiv \tau_{i-1} \pi \mod \pi^{i+1} g \). Take \( R = \pi g \).

Then we see that we can apply Lemma (30.2.20) to obtain a unique map \( \tau: M \to g \) such that

\[
\tau \eta^i(x) \equiv \tau_i(x) \mod \pi^{i+1} g
\]

for all \( i \in \mathbb{N} \cup \{0\} \). Now define \( \beta: M \to C_q(G; B) \) by

\[
\beta(x) = g^{-1} \left( \sum_{i=0}^{\infty} \tau \eta^i(x) \pi^{-i t^q} \right)
\]

This map takes \( \eta \) into \( f_\pi \) and is \( B \)-linear, so (by Lemma (30.2.33)) the only thing we still have to check is that \( \beta(x) \in C_q(G; B) \) rather than \( C_q(G; B \otimes_A K) \). But modulo \( \pi C_q(G; B) \), we have

\[
\sum_{i=0}^{\infty} \tau \eta^i(x) \pi^{-i t^q} \equiv \sum_{i=0}^{\infty} \tau_i(x) \pi^{-i t^q} = g(\tilde{\gamma}(x, t))
\]

so that by another application of part (iv) of the functional equation lemma we have that indeed \( \beta(x) \in C_q(G; B) \) and even that

\[
(30.3.18) \quad \beta(x) \equiv \tilde{\gamma}(x, t) \mod \pi C_q(G; B)
\]

showing that \( \beta \) is in fact a section of \( r \).

\[ (30.3.19) \textbf{Remark} \quad \text{Note that if we identify (as usual) } M \text{ with the Lie algebra } \tilde{\mathfrak{g}} \text{ of } \tilde{G}(X, Y), \text{ then } \text{Lie}(\beta(X)) = \tau \text{ where } \beta(X) \text{ is the homomorphism of formal } A\text{-modules } \tilde{G}(X, Y) \to G(X, Y) \text{ corresponding to } \beta. \]

\[ (30.3.20) \textbf{Lemma} \quad \beta_* \text{ is surjective.} \]

\textbf{Proof} \quad This is practically a triviality. Since \( \beta \) is a section of \( r \), we first have that \( M \to g/\pi g \) is surjective (where we identify \( g \) with \( C_q(G; B)/V_q C_q(G; B) \)). Next \( \beta \) is \( B \)-linear and \( \text{Lie}(\{\pi\}) : g \to g \) is multiplication with \( \pi \). Hence \( \beta(\pi^r M) \subset \pi^r g \mod V_q C_q(G; B) \) and the induced maps \( \pi^r M/\pi^{r+1} M \to \pi^r g/\pi^{r+1} g \) are all surjective. It follows that \( M \to C_q(G; B)/V_q C_q(G; B) \) is surjective. Since \( \beta_* \) commutes with \( V_q \), it follows that \( \beta_* \) is surjective.

\[ (30.3.21) \textbf{Corollary} \quad \text{Let } N = \text{Ker}(\text{Lie}(\beta(X))) = \text{Ker} \tau. \text{ Then } M/N \text{ is free.} \]

\textbf{Proof} \quad By the surjectivity of \( \text{Lie}(\beta(X)): \tilde{\mathfrak{g}} \to g \) we have \( M/N \cong g \).

\[ (30.3.22) \textbf{Lemma} \quad N \subseteq \zeta M. \]
Proof Let \( x \in N \subset M \). Then \( \text{Lie}(\beta(X))(x) = 0 \), which means that \( \beta(x) \in V_q \mathcal{G}_q(G; B) \). By (30.3.18) this means that
\[
x = r\beta(x) \in V_q \mathcal{G}_q(G) = \zeta M
\]

(30.3.23) Lemma \( \mathcal{G}_q(N^+; B) = \text{Ker } \beta_* \).

Proof Let \( x \in N \subset \zeta M \subset M \). Then \( \tilde{g}^{-1}(xt) = \gamma(t) + \gamma(t^q) \), where \( y \in M \) is such that \( x = \zeta y \). Then
\[
g(\beta_*(\tilde{g}^{-1}(xt))) = \sum_{i=0}^{\infty} \tau \eta^i(x)\pi^{-it}t^q - \sum_{i=0}^{\infty} \tau \eta^i(y)\pi^{-t}t^q + 1 = \tau xt
\]
So if \( x \in N \), \( (\tilde{g}^{-1}(xt)) \in \text{Ker } \beta_* \). Since every element in \( \mathcal{G}_q(N^+; B) \) is a convergent sum of expressions of the form \( V_q \tilde{g}^{-1}(x_i t) \), \( x_i \in N \), and \( \beta_* \) commutes with \( V_q \), it follows that \( \mathcal{G}_q(N^+; B) \subset \text{Ker } \beta_* \). Now let \( \gamma(t) \in \text{Ker } \beta_* \) and write
\[
(30.3.24) \quad \gamma(t) = \sum_{n \geq s} V_q^n \gamma_{x_n}(t)
\]
If we can show that \( \gamma(t) \in \text{Ker } \beta_* \), then implies that \( x_s \in N \), we are through.

Indeed, writing \( x_s = \zeta y_s \), \( y_s \in M \), we have
\[
\gamma(t) = \tilde{g}^{-1}(x_s t) = \sum_{n \geq s+1} V_q^n \gamma_{x_n}(t)
\]
with \( z_{s+1} = x_{s+1} + y_s \), \( z_i = x_i \) for \( i \geq s + 2 \). Using induction and the fact that \( \mathcal{G}_q(N^+; B) \) is complete and that \( \mathcal{G}_q(\tilde{G}; B) \) is Hausdorff, it follows that \( \gamma(t) \in \mathcal{G}_q(N^+; B) \). So it remains to show that if \( \gamma(t) \) is of the form (30.3.24) and \( \gamma(t) \in \text{Ker } \beta_* \), then \( x_s \in N \). Consider
\[
\hat{\gamma}(t) = \sum_{j=0}^{\infty} V_q^j \gamma_{x_{j+1}}(t)
\]
then \( 0 = \beta_*(\gamma(t)) = \beta_*(V_q^s \hat{\gamma}(t)) = V_q^s \beta_*(\hat{\gamma}(t)) \); and since \( V_q \) is injective, it follows that \( \beta_*(\hat{\gamma}(t)) = 0 \). But then \( \text{Lie}(\beta(X))(x_{0+s}) = \tau(x_s) = 0 \) and hence \( x_s \in N \). This proves Lemma (30.3.23).

(30.3.25) Lemma \( \zeta M = N + \pi M \).

Proof We have already seen that \( N \subset \zeta M \), hence \( N + \pi M \subset \zeta M \) since \( \pi M = \zeta(\eta M) \subset \zeta M \). Conversely, let \( x \in \zeta M \subset M \). We have
\[
\beta_0(x) = xt \quad \text{mod } V_q \mathcal{G}_q(\tilde{G}; B)
\]
and hence
\[
\beta(x) = \tau(x)t \quad \text{mod } V_q \mathcal{G}_q(G; B)
\]
On the other hand
\[
\beta(x) = \hat{\gamma}(x, t) \quad \text{mod } \pi \mathcal{G}_q(G; B)
\]
and $\tilde{\gamma}(x, t)$ is a lift of $x \in \zeta M = V_q \mathcal{G}(\Gamma; l)$, which means that the coefficient of $t$ in $\tilde{\gamma}(x, t)$ is divisible by $\pi$, so that $\tau x = \pi y$ for some $y \in g$. But $\tau : M \to g$ is surjective, so there is a $z \in M$ such that $y = \tau z$, then $\tau x = \tau \tau z$ or $x - \pi z \in N$, proving the lemma.

(30.3.26) Putting everything together we obtain the following. Let $\Gamma(X, Y)$ be a finite $A$-height formal $A$-module over $l$. Then if $G(X, Y)$ is a lift of $\Gamma(X, Y)$ over $B = W_{q, \infty}(l)$, there is an exact sequence

$$0 \to N^+(X, Y) \to \tilde{G}(X, Y) \to G(X, Y) \to 0$$

with $\tilde{G}(X, Y) = LT(\mathcal{G}_q(\Gamma; l), f_\eta)(X, Y)$. This sequence is the universal extension of $G(X, Y)$ by an additive kernel by Theorem (30.3.9). So in particular we see that: (i) a universal extension with additive kernel of a finite height formal $A$-module $G(X, Y)$ over $B$ always exists; and (ii) the middle term of this universal extension depends only on $\Gamma(X, Y)$, the reduction mod $\pi B$ of $G(X, Y)$.

Now let $G(X, Y)$ and $\tilde{G}(X, Y)$ be isomorphic formal $A$-modules over $B$. Then taking universal extensions we obtain a diagram

$$
\begin{align*}
0 \to N^+(X, Y) & \to \tilde{G}(X, Y) \to G(X, Y) \to 0 \\
0 \to \tilde{N}^+(X, Y) & \to \tilde{g}(X, Y) \to \tilde{G}(X, Y) \to 0
\end{align*}
$$

where the dashed arrows exist by the universal extension property. This gives us an isomorphism $M \cong \tilde{M}$ where $M = \mathcal{G}_q(\tilde{G}; l)$, $\tilde{M} = \mathcal{G}_q(\tilde{G}; l)$ which takes $N$ onto $\tilde{N}$. Conversely, given an isomorphism of $\text{Cart}_A(l)$-modules $M \cong \tilde{M}$ which takes $N$ onto $\tilde{N}$, we obtain an isomorphism $LT(M, f_\eta)(X, Y) \cong LT(\tilde{M}, f_\eta)(X, Y)$ taking $N^+(X, Y)$ onto $\tilde{N}^+(X, Y)$ and hence an isomorphism $G(X, Y) \to \tilde{G}(X, Y)$. We have

(30.3.27) **Corollary** (classification theorem for formal $A$-modules over $B = W_{q, \infty}(l)$) Finite height formal $A$-modules over $B = W_{q, \infty}(l)$ where $l$ is a perfect field extension of $k$, the residue field of $A$, are classified by quadruples $(M, \eta, \zeta, N)$ where $M$ is a free $B$-module of finite rank, $N$ is a free submodule of $M$ of finite rank such that $M/N$ is free, and where $\eta$ is a $\sigma$-semilinear endomorphism of $M$, $\zeta$ is a $\sigma^{-1}$-semilinear endomorphism of $M$ such that $\eta \zeta = \zeta \eta = \pi$, $N + \pi M = \zeta M$, $\zeta' M \subset \pi M$ for $r$ sufficiently large. (It is not really necessary to mention $\eta$; assuming $\zeta M \supset \pi M$ and $\zeta$ injective, one can define $\eta(x) = \zeta^{-1}(\pi x)$.)

(30.3.28) **Artin–Hasse exponentials** (for the third and last time) Let $l$ be a perfect field extension of $k$ and $G(X, Y)$ a Lubin–Tate formal $A$-module of dimension 1 over $W_{q, \infty}(l) = B$. In Chapter IV, Section 25 we have discussed the associated Artin–Hasse exponential, a functorial $A$-algebra homomorphism $\mathcal{G}_q(G; -) \to \mathcal{G}_q(G; \mathcal{G}_q(G; -))$. Putting in $l$ and using the fact that $\mathcal{G}_q(\Gamma; l) \simeq B$ where $\Gamma(X, Y)$ is the reduction mod $\pi B$ of $G(X, Y)$, we find a ring homomorphism $\Delta : \mathcal{G}_q(\Gamma; l) \to \mathcal{G}_q(G; B)$. We claim that this is in fact the unique $B$-linear
section of the reduction map \( \mathcal{C}_q(G; B) \rightarrow \mathcal{C}_q(\Gamma; l) \) that commutes with \( f_\pi \) which was constructed in (30.3.17).

Now by definition \( \Delta \) satisfies \( \omega_{q,n}^G \circ \Delta = f_\pi^n \) (using that under \( B \cong C_\pi(\Gamma; l) \), \( \sigma \) goes into \( f_\pi \); cf. Chapter IV, Remark (25.6.16)). Hence \( \omega_{q,n}^G \circ (\Delta \circ f_\pi) = f_\pi^{n+1} \) (and on the other hand, \( \omega_{q,n}^G \circ f_\pi \circ \Delta = \omega_{q,n+1}^G \circ \Delta = f_\pi^{n+1} \), proving that \( \Delta \circ f_\pi = f_\pi \circ \Delta \) because \( B = \mathcal{C}_q(\Gamma; l) \) is \( A \)-torsion free. On the other hand, \( \Delta \) is a ring homomorphism giving us the \( B \)-linearity; and finally by Addendum (25.7.7) of Chapter IV (take \( i = 0 \)), we see that \( \Delta \) is a section of the reduction map. This proves our claim.

We can therefore view the sections \( \beta \) of (30.3.17) as (a kind of) Artin–Hasse exponential maps.

### 30.4 Cartier–Dieudonné modules and Eisenstein equations

Let \( A \) be a complete discrete valuation ring with residue field \( k \) of \( q \) elements and uniformizing element \( \pi \). Let \( G(X, Y) \) be a one dimensional formal \( A \)-module over \( A \). We then have three ways to classify \( G(X, Y) \):

(i) By Theorem (21.8.9) there is a unique polynomial \( \mathcal{O}(t) = \pi + v_1 t + \cdots + v_h t^h \) with \( v_i \in \pi A \) for \( i = 1, \ldots, h-1, v_h \in A^* = U(A) \) such that \( G(X, Y) \) is strictly isomorphic to a formal \( A \)-module over \( A \) with logarithm equal to \( f(X) = X + \sum_{i=1}^{h-1} v_i \pi^{-1} f(X^q) \).

(ii) By Theorem (22.2.1) \( G(X, Y) \) is classified by its reduction \( \Gamma(X, Y) \) over \( k \), and we can classify \( \Gamma(X, Y) \) by the characteristic polynomial of its Frobenius endomorphism \( \xi(X) = X^q \) (cf. Section 24.5 of Chapter IV).

(iii) By (30.3.27) \( G(X, Y) \) is classified by \( \mathcal{C}_q(\Gamma; l) = M \) together with a free submodule \( N \) of rank \( h-1 \) such that \( M/N \) is free (of rank 1) and such that \( \zeta M = pM + N \).

We now describe the relations between these results. First, notice that the endomorphism \( \xi(X) = X^q \) induces of course an endomorphism \( \xi_*: \mathcal{C}_q(\Gamma; k) \rightarrow \mathcal{C}_q(\Gamma; k) \); we have in fact \( \xi_* = \mathcal{V}_q \). Now define a map

\[
(30.4.1) \quad \text{End}_k(\Gamma(X, Y)) \rightarrow \mathcal{C}_q(\Gamma; k), \quad \alpha(X) \rightarrow \alpha_\gamma_0(t)
\]

where \( \gamma_0(t) = t \) is the canonical basis curve of \( \mathcal{C}_q(\Gamma; k) \). Because \( \alpha_\gamma \) is uniquely determined by what it does to \( \gamma_0(t) \), this map is injective. It is also surjective. This is seen as follows. The map (30.4.1) is \( A \)-linear. And since \( \Gamma(X, Y) \) is of finite height, an \( A \)-basis for \( \mathcal{C}_q(\Gamma; k) \) is \( \gamma_0(t), \mathcal{V}_q \gamma_0(t), \ldots, \mathcal{V}_q^{h-1} \gamma_0(t) \). Let \( \gamma(t) = \sum_{i=0}^{h-1} a_i \mathcal{V}_q^i \gamma_0(t) \) be any curve in \( \mathcal{C}_q(\Gamma, k) \), then the endomorphism \( a_0 + a_1 \xi + \cdots + a_{h-1} \xi^{h-1} \) maps to \( \gamma(t) \) under (30.4.1).

Because \( \gamma_0(t), \ldots, \mathcal{V}_q^{h-1} \gamma_0(t) \) is a basis for \( \mathcal{C}_q(\Gamma; k) \), we must have a relation

\[\mathcal{V}_q^{h} \gamma_0(t) + a_{h-1} \mathcal{V}_q^{h-1} \gamma_0(t) + \cdots + a_1 \mathcal{V}_q \gamma_0(t) + a_0 \gamma_0(t) = 0\]
This gives us a polynomial

\[(30.4.2) \quad t^h + a_{h-1} t^{h-1} + \cdots + a_1 t + a_0\]

which because the isomorphism (30.4.1) takes $\xi(X)$ into $V_q \gamma_0(t)$ is the characteristic polynomial of $\xi(X)$ and hence an Eisenstein polynomial. We can identify $M$ with $Z[t]/(t^h + a_{h-1} t^{h-1} + \cdots + a_0)$ where "$t = \xi".

Another way to see that $t^h + a_{h-1} t^{h-1} + \cdots + a_1 t + a_0 = 0$ is an Eisenstein polynomial is as follows. Let $\eta: M \rightarrow M$ be given by $1 \mapsto b_{h-1} t^{h-1} + \cdots + b_1 t + b_0$. Then we must have

\[\pi = t(b_{h-1} t^{h-1} + \cdots + b_1 t + b_0) = b_{h-2} t^{h-1} + \cdots + b_0 t - b_{h-1} (a_{h-1} t^{h-1} + \cdots + a_1 t + a_0)\]

which gives us

\[\pi = b_{h-1} a_0, \quad b_0 - a_1 b_{h-1} = 0, \quad \ldots, \quad b_{h-2} - b_{h-1} a_{h-1} = 0\]

Suppose that $\pi | b_{h-1}$, then also $\pi | b_0, \ldots, \pi | b_{h-2}$, so that

\[\eta 1 = \pi (c_{h-1} t^{h-1} + \cdots + c_1 t + c_0)\pi\]

\[t \eta = \pi t (c_{h-1} t^{h-1} + \cdots + c_1 t + c_0)\]

or

\[t (c_{h-1} t^{h-1} + \cdots + c_1 t + c_0) = 1\]

making $t$ a unit which contradicts $t^r M < \pi M$ for $r$ large. Therefore $\pi | a_0$ and in fact $\psi(a_0) = 1$. Suppose that $r$ is the smallest index such that $\pi | a_r$ and suppose that $r < h$. Then we have

\[(t^h + a_{h-1} t^{h-1} + \cdots + a_1 t + a_0) \equiv (t^{h-r} + \cdots + a_r)(t^r) \mod \pi\]

and by Hensel's lemma we have a factor $t^r + d_{r-1} t^{r-1} + \cdots + d_1 t + d_0$ of $t^h + a_{h-1} t^{h-1} + \cdots + a_1 t + a_0$ with $\pi | d_i, i = 0, \ldots, r - 1$. It follows that there is a curve $\gamma(t) \neq 0$ in $G_q(\Gamma; k)$ such that

\[(V_q^r + d_{r-1} V_q^{r-1} + \cdots + d_0) \gamma(t) = 0\]

Let $\gamma(t) \equiv u t^q u^{-1}, u \neq 0$. Then because $A$-ht($\Gamma(X, Y)) = h$, we have $d_i V_q^i \gamma(t) \equiv 0 \mod$ (degree $q^{n+r}$) and $V_q^r \gamma(t) \neq 0 \mod$ (degree $q^{n+r}$), which is a contradiction because $r < h$. It follows that $\pi | a_i$ for all $i = 0, \ldots, h - 1$, i.e., that the polynomial (30.4.2) is Eisenstein.

(Incidentally we know by Theorem (22.2.1) that $G(X, Y)$ is classified by $G_q(\Gamma; k)$, i.e., by $M$ alone; in other words $N$ is irrelevant (up to isomorphism) in the case of dimension 1 formal $A$-modules over $A$; this can also be shown directly.)

To find the connection between classification methods (i) and (ii), we use

\[\pi f(X) \equiv v_1 f(X^q) + \cdots + v_{h-1} f(X^q) \mod \pi\]
By part (iv) of the functional equation lemma it follows that
\[ f^{-1}(\pi f(X)) \equiv f^{-1}(v_1 f(X^q)) + \cdots + f^{-1}(v_h f(X^{q^h})) \mod \pi \]
i.e., in \( \mathcal{G}_q(\Gamma; k) \) we have
\[ [\pi] \gamma_0 = [v_1] \xi_0 \gamma_0 + \cdots + [v_h] \xi_0 \gamma_0 \]
which gives us that the polynomial \( g(t) \) of classification method (i) and the characteristic polynomial of \( \xi(X) \) (classification method (ii)) are related by the formula
\[ v_h^{-1} g(t) = t^h + a_{h-1} t^{h-1} + \cdots + a_1 t + a_0 \]
(This of course fits in with the fact that one dimensional formal \( A \)-modules over \( A \) are isomorphic iff they are strictly isomorphic.)

If \( G(X, Y) \) is a one dimensional formal \( A \)-module over some unramified (finite) extension \( B \) of \( A \), we still have the three classification possibilities (i)--(iii). The relations between them are then much more difficult to trace. In this case \( N \) does play a nontrivial role because two lifts \( G(X, Y), \hat{G}(X, Y) \) of \( \Gamma(X, Y) \) are not necessarily isomorphic if \( B \neq A \). (Nor is it true that isomorphic formal \( A \)-modules are also necessarily strictly isomorphic in this case.)

\section*{E.4 Bibliographical and Other Notes}

\textbf{E.4.1 On Dieudonné modules} The functor \( F(X, Y) \mapsto \mathcal{E}(F; A) \), which assigns to a formal group law over \( A \) the module of curves over \( A \) is a covariant functor. Now in [277], for instance, one associates Dieudonné modules to formal groups in a contravariant manner. In this subsection we briefly describe this contravariant Dieudonné module functor. For proofs cf. [95]; cf. also [94, 277]. The first topic we take up is:

(a) \textit{Finite commutative group schemes} Let \( k \) be a perfect field of characteristic \( p > 0 \). A finite scheme over \( k \) is a functor \( N : \text{Alg}_k \to \text{Set} \) which is representable by an algebra \( A(N) \) that as a module over \( k \) is finite dimensional. A commutative finite group scheme over \( k \) is a commutative group object in the category of finite schemes over \( k \). (See Section 36.1 for the notion of a group object in a category.) Let \( A(N) \) represent the commutative finite group scheme \( N \). Then \( A(N) \) is a \( k \)-module with five structure maps, viz. \( m : A(N) \otimes A(N) \to A(N), \ e : k \to A(N), \mu : A(N) \to A(N) \otimes A(N), \ \epsilon : A(N) \to k, \ i : A(N) \to A(N) \). Of these, \( m \) and \( e \) define the \( k \)-algebra structure of \( A(N) \) and \( \mu, \epsilon, i \) are the structure maps of \( A(N) \) as a cogroup object in \( \text{Alg}_k \). (There are of course a number of compatibility conditions that have to be satisfied.) Now let \( A(N)^* = \text{Mod}_k(A(N), k) \). Then \( A(N)^* \) inherits five structure maps \( m^*, \ e^*, \ \mu^*, \ \epsilon^*, \ i^* \) of which \( \mu^*, \epsilon^* \) make \( A(N)^* \) an object of \( \text{Alg}_k^* \) and \( m^*, \ e^*, \ i^* \) make \( A(N)^* \) a cogroup object in \( \text{Alg}_k^* \). Let \( D(N) \) be the finite commutative group scheme represented by \( A(N)^* \). Then we have just defined a duality functor \( D : \text{N}_k \to \text{N}_k \), where \( \text{N}_k \) is the category of finite commutative group schemes over \( k \). (As yet the hypothesis that \( k \) is perfect has not played a role.) This duality is called Cartier duality, a topic that will be treated in considerable detail and in greater generality in Sections 37.1 and 37.2 of Chapter VII.
Let \( N \in N_k \) and let \( A(N) \in \text{Alg}_k \) be its algebra. Let \( n \) be the ideal of nilpotent elements in \( A(N) \). Then \( A(N)/n \in \text{Alg}_k \) inherits a cogroup structure from \( A(N) \), and we find a subgroup scheme \( N_{\text{red}} \subset N \) which is represented by \( A(N)/n \). Moreover, the quotient \( N/N_{\text{red}} = N_{1,\text{red}} \) exists. Its algebra is the local \( k \)-algebra which is obtained as follows: \( A(N) \) as an artinian \( k \)-algebra is a product of local \( k \)-algebras and \( A(N_{1,\text{red}}) \) is the local quotient of \( A(N) \) through which \( \varepsilon: A \to k \) factors; the algebra \( A(N_{\text{red}}) \) is better described as the maximal étale subalgebra of \( A(N) \). We find a direct sum decomposition \( N = N_{\text{red}} \times N_{1,\text{red}} \). Now consider \( D(N_{\text{red}}) \) and \( D(N_{1,\text{red}}) \). These can also be decomposed. So that (applying \( D \) again and using \( DD = id \)) we find a decomposition \( N = N_{11} \times N_{1r} \times N_{r1} \times N_{rr} \) and a corresponding decomposition of \( N_k \) into a direct sum of four subcategories \( N_{11}, N_{1r}, N_{r1}, N_{rr} \). Examples of objects in each of these four categories are:

\[ \begin{align*}
\alpha_p & = \text{Spec}(k[X]/X^p), & \mu(X) & = 1 \otimes X + X \otimes 1, & i(X) & = -X, & \varepsilon(X) & = 0, & D(\alpha_p) & = \alpha_p \\
\mu_p & = \text{Spec}(k[X]/X^p - 1), & \mu(X) & = X \otimes X, & i(X) & = X^{p-1}, & \varepsilon(X) & = 1 \\
\nu_p & = \text{Spec}(k[X]/X^p - X), & \mu(X) & = 1 \otimes X + X \otimes 1, & i(X) & = -X, & \varepsilon(X) & = 0, & D(\nu_p) & = \mu_p \\
\mu_n & \text{ in } N_{rr} \text{ if } (n, p) = 1: & \mu_n & = \text{Spec}(k[X]/X^n - 1), & \mu(X) & = X \otimes X, & i(X) & = X^{n-1}, & \varepsilon(X) & = 1
\end{align*} \]

(b) Dieudonné modules of objects of \( N_{11}, N_{rr} \) Let \( W_p \) over \( k \) be the group scheme of Witt vectors of length \( n + 1 \) associated to the prime number \( p \). That is, \( W_p(B) = \{(b_0, b_1, \ldots, b_n) | b_i \in B\} \) and addition is by means of the Witt addition polynomials \( \Sigma_0, \Sigma_1, \ldots, \Sigma_n \). Let \( T: W_p \to W_{p+1} \) be the homomorphism defined by \( T(b_0, \ldots, b_n) = (0, b_0, \ldots, b_n) \). Now let \( N \in N_{11} \) or \( N \in N_{rr} \), then one defines

\[ M(N) = \lim_{\longrightarrow} \text{GA}_k(N, W_p) \]

where the transition maps are induced by the \( T \)’s and where \( \text{GA}_k \) is the category of affine group schemes over \( k \). Let \( \mathcal{D} \), the Dieudonné ring over \( k \), be the ring generated by two symbols \( f \) and \( V \) over \( W_p(k) \), subject to the relations \( fV = VF = p \in W_p(k) \), \( fa = \sigma(a)f \), \( aV = V\sigma(a) \) for all \( a \in W_p(k) \), where \( \sigma: W_p(k) \to W_p(k) \) is the Frobenius endomorphism of \( W_p(k) \). Now let \( f, V \), and \( a \in W_p(k) \) act on the \( W_p \) as follows: \( f \) acts on \( W_p(B) \) as \( f_p \), i.e., \( f(b_0, \ldots, b_n) = (b_0^p, \ldots, b_n^p) \); \( V \) acts on \( W_p(B) \) as \( V_p \), i.e., \( V(b_0, \ldots, b_n) = (0, b_0, \ldots, b_{n-1}) \); and \( a \in W_p(k) \) acts on \( W_p(B) \) as multiplication with \( \sigma^{-n}(a) \); i.e., if \( a = (a_0, a_1, \ldots) \), then \( a \cdot (b_0, \ldots, b_n) = (a_0^p \cdot b_0, \ldots, a_n^p \cdot b_n) \) where the dot denotes the multiplication in the ring \( W_p(B) \). These operations are compatible with the \( T: W_p \to W_{p+1} \). (This is obvious for the \( V \) and \( f \) operators and it holds for the \( a \in W_p(k) \) operators because in \( W_p(B) \) one has \( a \cdot V_p b = V_p(f_p a \cdot b) \) (cf. (17.3.17) in Chapter III). As a result, \( M(N) \) becomes a \( D \)-module. The \( M(N) \) for \( N \in N_{11} \) or \( N \in N_{rr} \) are \( W_p(k) \)-modules of finite length which are killed by a power of \( V \). If \( N \in N_{11} \), then \( M(N) \) is also killed by a power of \( f \); and if \( N \in N_{rr} \), then \( f \) acts bijectively.

(c) Dieudonné modules of objects of \( N_{1r} \) Now let \( M \) be any module over \( D \). We define a dual module \( M^* \) as follows. As a \( W_p(k) \)-module \( M^* = \text{Mod}_D(M, K/A) \), where
A = W_p, (k) and K is the quotient field of A. We let f and V act on M* as follows: 
(fx)(m) = σ(x(Vm)), (Vx)(m) = σ⁻¹(x(fin)) for x ∈ M*, and m ∈ M. Then M → M* defines a duality of D-modules which are of finite length as W_p, (k) modules. One now defines for N ∈ N_p, the Dieudonné module as M(N) = M(D(N))* which is well-defined because D(N) ∈ N_p.

In this connection it is good to know that if N ∈ N_p, then M(N) = M(D(N))*.

(d) Dieudonné modules of formal group laws. Now let F(X, Y) be a finite dimensional group law over k. Then F(X, Y) defines a comultiplication map μ: k[X_1, ..., X_n] → k[X_1, ..., X_n] ⊗ k[X_1, ..., X_n], X_i → F(i)(X ⊗ 1, 1 ⊗ X) (cf. (36.1.4) below). Let μ_{(p^n)} be the closed ideal in k[X] generated by the p^nth powers of the X_i, i = 1, ..., n. Then, we claim, μ(μ_{(p^n)}) ⊂ μ_{(p^n)} ⊗ k[X] + k[X] ⊗ μ_{(p^n)}. (This follows directly from F(X, 0) = X and F(0, Y) = Y.) It follows that μ induces a comultiplication k[X] ⊗ μ_{(p^n)} → k[X] ⊗ μ_{(p^n)} ⊗ k[X] ⊗ μ_{(p^n)}, so we obtain a finite commutative group scheme N_p over k (which is in N_p × N_p). One now defines the Dieudonné module of F(X, Y) as M(F) = lim M(N_p).

(e) The theory briefly indicated above is the Cartier–Gabriel generalization and conceptualization of Dieudonné’s original method of attaching a Dieudonné module to a formal group law. The bonuses thus obtained are considerable (for instance, the Dieudonné modules defined in (b) classify all unipotent algebraic groups over k). Note however that in Dieudonné’s original version he attached modules in a covariant manner and that he also did not need to suppose the base field to be perfect, a hypothesis that does seem to be required in the Cartier–Gabriel version. For a generalization over nonperfect fields cf. [355] and [506]. Furthermore, recently, Berthelot and Messing [467] established the full-faithfulness of a (generalized cf. [285, 155]) contravariant Dieudonné module functor for p-divisible groups over a not necessarily perfect field (of characteristic p > 0).

(f) One can now also proceed in the opposite way. Take a finite local group scheme over a complete local ring. Write N as the kernel of an epimorphic homomorphism of smooth formal groups 0 → N → F_0 → F_1 → 0, and define C_p(N) = Coker(C_p(F_0) → C_p(F_1)) (where C_p is the p-typical curve functor) to obtain a covariant Dieudonné theory for finite local group schemes over complete local rings; cf. Oort [321].

(g) There is something inelegant about the asymmetric treatment of the three subcategories N_p, N_p, N_p for which (contravariant) Dieudonné modules can be defined. This can be remedied by using Barsotti’s covectors; cf. [21, 22] and also [143].

(E.4.2) \( \tilde{W}(X, Y) \) as a generator Let F(X, Y) over A be a formal group law. Then for every curve \( \gamma(t) \in C(F; A) \), there is a homomorphism of formal group laws \( \alpha_i(X): \tilde{W}(X, Y) \to F(X, Y) \) taking \( \gamma_i(t) \) into \( \gamma(t) \). So if we let \( \gamma(t) \) run through a V-basis of \( C(F; A) \), then we can find in this way an epimorphism \( \tilde{W}(X, Y) \to F(X, Y) \) showing that every formal group law is the quotient of a (possibly infinite) number of copies of \( \tilde{W}(X, Y) \).

(E.4.3) Notes on Section 27 The three theorems of Cartier are the subject of his Comptes Rendus note [65]. Cartier never published his proofs. By this time, however, a number of proofs have appeared. In [254, 256] Lazard gave proofs of the first and second theorem and two proofs of the third theorem. He also discusses an intermediate case (between Cart(A) and Cart_p(A)) where a certain number of primes are supposed to be
invertible. These proofs are very much from the power series point of view. In [123] Ditters has given a set of proofs from the bialgebra point of view. Here entwined function pairs play a central role. Unfortunately, as we have seen, the ring $L$, which classifies entwined pairs of functions, is not torsion free (Examples (27.4.17) and (27.4.18)). As a result the proof of Cartier's third theorem in [123], cf. also [124], appears to be correct only for $A$ of characteristic zero. For some more (classification) uses of entwined function pairs, cf. also [125]. Related results have been written down by Kirillov [222].

The proofs of the first and second theorem which I have given above more or less follow Lazard [256]. The proof of the third theorem, however, comes from [175], which paper also gives the connection between the functional equation lemma and the notion of an entwined pair of functions, the subject matter of Section 27.6.

■ (E.4.4) Notes on Section 28 The technical proposition (28.2.2) and its proof come from Lazard's notes [256]. Propositions (28.3.8) and (23.3.9) follow Manin [277], and in Section 28.4 we follow Manin [277] very closely (in spite of the fact that we are in a somewhat more general situation).

Euclidean algorithms (proper staths) for noncommutative rings were first studied by Wedderburn [435] and Ore [323]; cf. also Jacobson [204].

■ (E.4.5) Notes on Section 29 These results were announced in [180]. Completely independently, Drinfel'd in [135] has also obtained a classification theorem for formal $A$-modules in terms of $\text{Cart}_A(B)$ modules for $A$ of characteristic zero. He uses a clever two-step reduction method: first go from $\mathbb{Z}_p$ to the ring of integers of a finite unramified extension of $\mathbb{Q}_p$ and then deal with the case of a completely ramified extension. In this way one does not obtain the explicit description of the $q$-typical curve functor $\mathfrak{C}_q(-; B)$, nor of the operator $f_*$, and one also does not obtain the analogue of the first theorem (as far as I can see). And, of course, this method does not work if $A$ is of characteristic $p > 0$.

■ (E.4.6) Notes on Section 30 These results were announced in [182]. The whole structure of the theory and practically all the proofs are entirely straightforward generalizations of the theorems and proofs sketched by Cartier in his 1972 IHES seminar [68] (once one has available the formal $A$-module Cartier–Dieudonné theory of Section 29). For (30.1.26), I have also made use of [72].

For very much related material (universal extensions, etc.) in the context of Barsotti–Tate groups, and to see how one can apply these and similar results to, e.g., the theory of abelian varieties, see Messing's book [286]; cf. also [285].

Another treatment of (some of) the results of Cartier's IHES seminar can be found in Lazard's book [256].

The results of Section 30 generalize the more explicit results of Section 22 on moduli for one dimensional formal group laws. More explicit results on moduli for higher dimensional formal group laws are in Umemura [423]; these are useful for explicit calculations of local moduli of abelian varieties; cf. Norman [312].

More, related results on formal groups over $W_{p_n}(k)$, $k$ a perfect field, can be found in Fontaine's two notes [141, 142], which moreover also contain results on finite group schemes over $W_{p_n}(k)$.

■ (E.4.7) Note on formal groups up to isomorphism and algebroid formal groups Manin's big paper [277] contains much more than we have mentioned so far.
It also contains classification results of formal groups up to isomorphism over an algebraically closed field of characteristic $p > 0$ in terms of certain finite dimensional (not connected) algebraic varieties of parameters. It further proves that if $\hat{A}$ is the formal group of an abelian variety over $k$ and if $G_{m,m}$ occurs in the decomposition up to isogeny of $\hat{A}$, then so does $G_{m,m}$ (the symmetry theorem; the opposite theorem has been proved by Serre).

A formal group law $F$ is algebroid if it is the formal completion of some algebraic group scheme. More results pertaining to algebroid formal groups and related questions like algebraic hulls of formal groups can be found in [107, 367, 413, 414].
CHAPTER VI

APPLICATIONS OF FORMAL GROUPS
IN ALGEBRAIC TOPOLOGY,
NUMBER THEORY, AND
ALGEBRAIC GEOMETRY

31 Basic Definitions and Survey of the
Results of Chapter VI

This section gives a short survey of some applications of the theory of formal
group laws; we discuss these in more detail in Sections 32–35. The interested
reader will find brief notes on further applications in Appendix B.

31.1 Formal groups in algebraic topology

All formal group laws in this subsection will be commutative and one
dimensional.

(31.1.1) Complex oriented cohomology theories Let $h^*$ be a multipli-
cative cohomology theory defined, e.g., on the category of finite CW-
complexes (with commutative (in the graded sense) multiplication). The theory
$h^*$ is said to be complex oriented if one has Euler classes $e^h(L) \in h^2(S)$ for every
complex line bundle $L$ over a CW-complex $S$ such that (i) $e^h$ is natural for
bundle maps and (ii) $h^*(\mathbb{CP}^n) \cong h^*(pt)[u]/u^{n+1}$ where $u = e^h(\xi_n)$, where $\xi_n$ is the
canonical line bundle over $\mathbb{CP}^n$ (whose fiber in $x \in \mathbb{CP}^n$ is the line repre-
sented by $x$). Here $\mathbb{CP}^n$ is complex projective space of complex dimension $n$.

If one can work with $\mathbb{CP}^\infty$ as well, it is the same to specify an element
$u^h \in h^2(\mathbb{CP}^\infty)$ such that $\tilde{h}^*(S^2)$ is free on one generator $i^*u^h$ over $h(pt)$ where $i:
S^2 = \mathbb{CP}^1 \to \mathbb{CP}^\infty$ is the canonical inclusion map. (Cf. [2, Part II, Section 2];
there $u^h$ need not be in $h^2(\mathbb{CP}^\infty)$.)

Given a complex oriented cohomology theory $(h^*, e^h)$, one can define Chern
classes ($c_1 = e^h$) and multiplicative Thom classes in $h$ (cf. [133]).

(31.1.2) The formal group law $F_h(X, Y)$ of a complex oriented co-

homology theory Let $(h^*, e^h)$ be a complex oriented cohomology theory.
Let $L_1$, $L_2$ be complex line bundles. Then we have (because $\mathbb{C}P^\infty$ is classifying for line bundles)
\[ e^h(L_1 \otimes L_2) = \sum a_{ij} e^h(L_1)^i e^h(L_2)^j, \quad a_{ij} \in h(pt) \]
and by the naturality of Chern classes the coefficients $a_{ij}$ do not depend on $L_1$ and $L_2$, so that we find a well-determined power series in two variables $X$, $Y$
\[ F_h(X, Y) = \sum a_{ij} X^i Y^j \]
which has the properties: (i) $F_h(X, 0) = X$ because $L_1 \otimes 1 = L_1$, (ii) $F_h(X, Y) = F_h(Y, X)$ because $L_1 \otimes L_2 \simeq L_2 \otimes L_1$, (iii) $F_h(F_h(X, Y), Z) = F_h(F_h(X, Y), Z)$ because $(L_1 \otimes L_2) \otimes L_3 \simeq L_1 \otimes (L_2 \otimes L_3)$. That is, $F_h(X, Y)$ is a formal group law over $h(pt)$, called the formal group law of the complex oriented cohomology theory $(h^*, e^h)$.

**Examples**

(i) Take $h^* = H^*$, ordinary cohomology, and let $u^H \in H^2(\mathbb{C}P^\infty)$ be the usual generator. The associated formal group law is then $F_H(X, Y) = X + Y$.

(ii) Take $h^* = K^*$, complex $K$-theory, with its usual Euler class. The associated formal group law is then $F_K(X, Y) = X + Y - \bar{w}XY$, where $\bar{w}$ is the Bott periodicity element.

**Complex cobordism** Let $MU^*$ be complex cobordism cohomology. This is canonically oriented (cf. 34.1 for details). Let $m_n = (n + 1)^{-1} [\mathbb{C}P^n]$ where $[\mathbb{C}P^n]$ denotes the class in $MU(pt)$ of the complex manifold $\mathbb{C}P^n$.

**Theorem** The pair $(MU^*, e^{MU})$ is universal for complex oriented cohomology theories. That is, for every complex oriented cohomology theory $(h^*, e^h)$, there is a unique (linear, degree preserving, multiplicative, and unit preserving) transformation of cohomology theories $\delta$ such that $\delta e^{MU} = e^h$.

**Theorem** $F_{MU}(X, Y)$ over $MU(pt)$ is a universal one dimensional commutative formal group law.

**Theorem** The logarithm $\log_{MU}(X)$ of $F_{MU}(X, Y)$ is equal to
\[ \log_{MU}(X) = \sum_{n=0}^{\infty} m_n X^{n+1} = \sum_{n=0}^{\infty} \frac{[\mathbb{C}P^n]}{n + 1} X^{n+1} \]

**Cohomology operations in $MU^*$** One now uses theorem (31.1.5) to construct lots of cohomology operations as follows. Afflicting $MU^*$ with coefficients, we define a cohomology theory $MU^*[t]$ by $MU^*[t](S, A) = MU^*(S, A)[t]$ where $t$ is short for $t = (t_1, t_2, \ldots)$. Now let $\alpha(X)$ be the power series defined by
\[ \alpha^{-1}(X) = \sum_{i=1}^{\infty} t_{{i-1}} X^i, \quad t_0 = 1 \]
Define a new Euler class for $MU^*[t]$ by $e^{MU \{t\}}(L) = \alpha(e^{MU}(L))$ (take degree $t_i = -2i$). Then Theorem (31.1.5) says that there is a cohomology transformation (the big Landweber–Novikov operation)

$$s_\cdot : MU^* \to MU^*[t]$$

taking $e^{MU}$ into $e^{MU\{t\}}$. Let $\mathbf{n}$ run through all multi-indices with finite support $\mathbf{n} : N \to \mathbb{N} \cup \{0\}$. Let $x \in MU^*(S)$. Write

$$s_\cdot(x) = \sum_{\mathbf{n}} s_{\mathbf{n}}(x)t^\mathbf{n}$$

to obtain the Landweber–Novikov operations $s_{\mathbf{n}}$.

**31.1.9) BP cohomology** Choose a prime number $p$. Now let $\alpha(X)$ be the power series over $MU(pt) \otimes \mathbb{Z}_{(p)} = MU_{(p)}(pt)$ such that

$$\alpha(\log_{MU}(X)) = (\sum m_{p^m} X^{p^m})^{-1}$$

(i.e., $\alpha(X)$ is the canonical isomorphism making $F_{MU}(X, Y)$ $p$-typical). Let $MU^*(M, A) = MU^*(M, A) \otimes \mathbb{Z}_{(p)}$ and complex orient $MU^*(p)$ by $e^{MU\{p\}}(L) = \alpha(e^{MU}(L))$. Then by Theorem (31.1.5) we find (after localization) a cohomology transformation

$$s_p : MU_{(p)}^* \to MU_{(p)}^*$$

which turns out to be idempotent (essentially because the canonical way of making a $p$-typical group law $p$-typical is doing nothing). The image of $s_p$ is a new complex oriented cohomology theory $BP^*$ (Brown–Peterson cohomology) whose associated formal group law is $p$-typical and universal for $p$-typical formal group laws. Moreover, $(BP, e^{BP})$ is universal for complex oriented cohomology theories whose associated formal group law is $p$-typical.

**31.1.10) Generators for $MU(pt)$ and $BP(pt)$** In Chapter I, Sections 3, 5, we constructed a universal formal group law $F_U(X, Y)$ over $Z[U_2, U_3, \ldots]$ and a $p$-typically universal formal group law $F_V(X, Y)$ over $Z[V_1, V_2, \ldots]$. Because $F_{MU}(X, Y)$ is universal and $F_{BP}(X, Y)$ is $p$-typically universal, there exist isomorphisms $\phi : Z[U] \simeq MU(pt)$, $\psi : Z_{(p)}[V] \to BP(pt)$ that take $F_U(X, Y)$ into $F_{MU}(X, Y)$ and $F_V(X, Y)$ into $F_{BP}(X, Y)$. Let $u_i = \phi(U_{i+1})$, $v_i = \psi(V_{i})$. Then this gives us polynomial generators $u_1, u_2, \ldots$ for $MU(pt)$ and $v_1, v_2, \ldots$ for $BP(pt)$. Moreover, because we have reasonable formulas for the logarithms $f_U(X)$ and $f_V(X)$ and because we know the logarithms $\log_{MU}(X)$ and $\log_{BP}(X)$, one finds formulas for the $u_1, u_2, \ldots$ and $v_1, v_2, \ldots$ in terms of the complex projective spaces. In the case of $BP$ these are

$$pm_{p^{n-1}} = v_n + m_{p-1} v_{n-1}^p + \cdots + m_{p^{n-1}-1} v_1^{p^{n-1}}$$

which is also a description of the Hurewicz map

$$BP(pt) = \pi_\cdot(BP) \to H_\cdot(BP) = \mathbb{Z}_{(p)}[m_{p-1}, m_{p^2-1}, \ldots]$$
(31.1.12) **Cohomology operations for BP** Let \( \alpha_{v,i}(X) : F_v(X, Y) \to F_{v,i}(X, Y) \) be the universal isomorphism of \( p \)-typical formal group laws discussed in Section 19.2 of Chapter IV. Define Euler classes for \( BP^*[t] \) by \( e^{BP^*[t]}(L) = \alpha_{v,i}(e^{BP}(L)) \). This makes \( BP^*[t] \) complex oriented, and the associated formal group law is \( F_{v,i} \), which is \( p \)-typical. By the universality of \( (BP^* , e^{BP}) \) (cf. (31.1.9)), there is a cohomology transformation

\[
r_i : BP^* \to BP^*[t]
\]

taking \( e^{BP} \) into \( e^{BP^*[t]} \). One writes again \( r_i = \sum_E r_{iE} t^E \), where \( E \) runs through all multi-indices with finite support \( E : \mathbb{N} \to \mathbb{N} \cup \{0\} \), to obtain the Quillen–Landweber–Novikov operations \( r_{iE} \) for \( BP \)-cohomology.

Now because \( r_i \) takes \( e^{BP} \) into \( e^{BP^*[t]} \), we must have \( r_i(\text{pt})_* F_v(X, Y) = F_{v,i}(X, Y) \), which means that (under the identification \( V \to v_i, T \to t_i \), \( r_i(\text{pt}) \) becomes the localized in \( p \) version of the homomorphism \( \eta_R : \mathbb{Z}[V] \to \mathbb{Z}[V; T], V \to V_n \) which we studied in some detail in Sections 19.3 and 22 of Chapter IV. As an immediate result one obtains, e.g.,

\[
r_{\Delta_i}(v_n) = -v_{n-i} \mod (p, v_1)
\]

where \( \Delta_i = (0, \ldots, 0, 1, 0, \ldots) \) with the 1 in the \( i \)th spot.

(31.1.14) **What** has been briefly sketched above by no means exhausts the fun one can have in playing with formal group laws in algebraic topology; cf. Appendix B.4 for some more brief remarks.

### 31.2 Tate modules

(31.2.1) **The group** \( F(K_{sc}) \) Let \( A \) be a complete discrete valuation ring without zero divisors with maximal ideal \( \mathfrak{m} \) and quotient field \( K \). Let \( K_{sc} \) be a separable closure of \( K \) and \( \mathfrak{m}(K_{sc}) \) the maximal ideal of its ring of integers \( A(K_{sc}) \). Let \( F(X, Y) \) be an \( n \)-dimensional formal group law over \( A \) and let \( x, y \in \mathfrak{m}(K_{sc})^n \) be two \( n \)-tuples of elements of \( \mathfrak{m}(K_{sc}) \). Then \( F(x, y) \) converges to an element \( z = x + _F y \) in \( \mathfrak{m}(K_{sc})^n \). We shall denote the resulting abelian group by \( F(K_{sc}) \). Similarly one has of course the abelian groups \( F(L) \) for intermediate extensions \( K \subset L \subset K_{sc} \).

(31.2.2) **Theorem** Let \( N \subset F(K_{sc}) \) be a finite subgroup, where \( F(X, Y) \) is a one dimensional formal group law over \( A \). Let \( L/K \) be a finite extension such that \( N \subset F(L) \). Then there exists a formal group law \( G(X, Y) \) over \( A(L) \) which is the quotient of \( F(X, Y) \) by \( N \). (For a more precise and also stronger statement, cf. Theorem (35.2.1).)

(31.2.3) **The Tate module** Let \( \Lambda(F) \subset F(K_{sc}) \) be the torsion subgroup of \( F(K_{sc}) \). One defines

\[
T(F) = \text{Mod}_{\mathbb{Z}_p}(\mathbb{Q}_p/\mathbb{Z}_p, \Lambda(F))
\]

\[
V(F) = \text{Mod}_{\mathbb{Z}_p}(\mathbb{Q}_p, \Lambda(F))
\]
The natural quotient map \( \mathbb{Q}_p \rightarrow \mathbb{Q}_p/\mathbb{Z}_p \) induces an inclusion \( T(F) \subseteq V(F) \). If \( F(X, Y) \) is of finite height \( h \), then \( V(F) \) is a vector space of dimension \( h \) over \( \mathbb{Q}_p \) and \( T(F) \) is a lattice in \( V(F) \).

The following is a (weak) consequence of a theorem of Tate.

1. **Proposition** Let \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \) be a homomorphism between finite height, one dimensional formal group laws over \( A \). Then \( \alpha(X) \) is an isomorphism iff \( T(\alpha) \) is an isomorphism.

2. **Isogenies** Let \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \) be a nonzero homomorphism of one dimensional, finite height formal group laws over \( A \) (i.e., \( \alpha(X) \) is an isogeny). Then \( \alpha(X) \) induces homomorphisms \( T(\alpha) : T(F) \rightarrow T(G) \) and an isomorphism \( V(\alpha) : V(F) \rightarrow V(G) \). Taking \( V(\alpha)^{-1}T(G) \supseteq V(F) \), one finds a lattice in \( V(F) \) that contains \( T(F) \) and one shows that there is a 1–1 correspondence between such superlattices \( L \) of \( T(F) \) in \( V(F) \) and isogenies with source \( F(X, Y) \). Conversely, there is also a one–one correspondence between sublattices of \( T(F) \) in \( V(F) \) and isogenies with target \( F(X, Y) \); cf. Theorem (35.4.2) for a more precise statement.

3. **Formal group laws with pregiven END ring** The isogeny theorem sketched above gives one a very strong hold on endomorphisms and homomorphisms of one dimensional formal group laws over (finite extensions of) \( A \). Among other things one shows (with the Lubin–Tate formal group laws as an intermediate construction) that every order \( \mathcal{O} \) over \( \mathbb{Z}_p \) (contained in \( A(K_{sc}) \)) arises as the absolute endomorphism ring of some one dimensional formal group law over a finite extension \( A(L) \) of \( A \) (Theorem (35.5.9)).

### 31.3 Local class field theory

Let \( A \) be the ring of integers of a complete discrete valuation field \( K \), with finite residue field \( k \) of \( q \) elements. Let \( \pi \) be a uniformizing element of \( K \). Let \( F_\epsilon(X, Y) \) be any Lubin–Tate formal \( A \)-module over \( A \) with \( \pi(F_\epsilon) = \pi \). (The simplest such formal group law has logarithm \( X + \pi^{-1}X^q + \pi^{-2}X^{q^2} + \cdots \). Let \( \Lambda = \Lambda(F_\epsilon) \) be the torsion subgroup of \( F_\epsilon(K_{sc}) \), and let \( L_\pi = K_\pi(\Lambda) \). Then one has

1. **Theorem**
   
   (i) \( \Lambda \cong K/A \) as an \( A \)-module.
   
   (ii) \( L_\pi \) is a maximal totally ramified abelian extension of \( K \).
   
   (iii) For each \( \tau \in \text{Gal}(L_\pi/K) \), there is a unique \( u_\tau \in U(K) \) such that \( \tau \lambda = [u_\tau](\lambda) \) for all \( \lambda \in \Lambda \). (Here \( [u](X) \) is, as usual, the unique endomorphism over \( A \) of the formal \( A \)-module \( F_\epsilon(X, Y) \) such that \( [u](X) \equiv uX \mod \text{degree 2} \).
   
   (iv) \( \tau \mapsto u_\tau \) is an isomorphism \( \text{Gal}(L_\pi/K) \rightarrow U(K) \).

2. **(31.3.2)** Now let \( K_{nr} \) be the maximal unramified extension of \( K \) contained in
$K_{sc}$. One now defines a homomorphism $r: K^* \to \text{Gal}(K_{nr} \cdot L_n/K)$ where $K^* = K \setminus \{0\}$ and where the dot denotes "compositum," as follows

$$
\pi \mapsto \sigma \in \text{Gal}(L_n \cdot K_{nr}/L_n) \subseteq \text{Gal}(K_{nr} \cdot L_n/K)
$$

$$
U(K) \ni u \mapsto \tau(u^{-1}) \in \text{Gal}(L_n \cdot K_{nr}/K_{nr}) \subseteq \text{Gal}(K_{nr} \cdot L_n/K)
$$

where $\tau(u^{-1})$ is the unique element of $\text{Gal}(L_n/K)$ corresponding to $u^{-1}$ via (iii) and (iv) of Theorem (31.3.1), and where $\sigma$ is the Frobenius substitution; i.e., $\sigma(x) \equiv x^q \mod m(L_n)$ for all $x \in A(L_n)$.

**Theorem**

(i) $L_n \cdot K_{nr}$ is the maximal abelian extension of $K$ (in $K_{sc}$).

(ii) $r: K^* \to \text{Gal}(K^{ab}/K)$ is the reciprocity homomorphism.

### 31.4 The formal minimal model of an elliptic curve

**Dirichlet series with Euler products** Let $L(s)$ be a Dirichlet series over $\mathbb{Z}$ admitting an Euler factorization

$$
\sum_{n=1}^{\infty} a(n)n^{-s} = L(s) = \prod_p (1 - a_p p^{-s} + b_p p^{1-2s})^{-1}, \quad a(n), a_p, b_p \in \mathbb{Z}
$$

Let $f_L(X)$ be the power series

$$
f_L(X) = \sum_{n=1}^{\infty} n^{-1}a(n)X^n
$$

Then the functional equation lemma says that $f_L(X)$ is the logarithm of a one dimensional formal group law $F_L(X, Y)$ over $\mathbb{Z}$.

**Formal minimal model** Let $E$ be an elliptic curve over $\mathbb{Q}$. Take a minimal (affine) model $(F)$: $Y^2 + c_1 XY + c_3 Y = X^3 + c_2 X^2 + c_4 X + c_6$ of $E$ over $\mathbb{Z}$. Take $t = X/Y$ as a local parameter at the zero element of the group law of $E$. Expanding the group law $E$ as a power series in $t_1, t_2$, one obtains a power series $G_E(t_1, t_2)$ which is a formal group law over $\mathbb{Z}$ (the formal minimal model of $E$). If $g_E(X)$ is the logarithm of $G_E(X, Y)$, then

$$
\frac{dg_E}{dX}(z) = \sum_{n=1}^{\infty} \beta(n)z^{n-1}
$$

where $\sum_{n=1}^{\infty} \beta(n)z^{n-1} \, dz$ is the power series development in $z = X/Y$ of the invariant differential $\omega = dX(2Y + c_1 X + c_3)^{-1}$.

**Theorem** The formal group laws $G_E(X, Y)$ and $F_L(X, Y)$ are strictly isomorphic over $\mathbb{Z}$ where $L(s)$ is the global $L$-series of $E$ defined by

$$
L(s) = \prod_p \left(1 - a_p p^{-s} + b_p p^{1-2s}\right)^{-1}
$$
where for the primes where $E$ has good reduction $1 - a_p p^{-s} + b_p p^{1-2s}$ is the
denominator of the zeta function of the reduction of $E$ over $F_p$.

Given this theorem of Honda, an easy application of the functional equation
lemma gives Atkin–Swinnerton-Dyer congruences

$$(31.4.4) \quad \beta(np) - a_p \beta(n) + pb_p \beta(n/p) \equiv 0 \mod p^s$$

if $n \equiv 0 \mod p^{s-1}, s \in \mathbb{N}$. (Here $n/p = p^{-1}n$ if $p \mid n$ and $n/p = 0$ if $p \nmid n$.)

32 Local Class Field Theory

In this section $K$ is a discretely valued complete field with finite residue field
$k$. We are going to give an explicit description of the maximal abelian extension
of $K$ and of the reciprocity homomorphism $r: K^* \to \text{Gal}(K_{ab}/K)$. The field $K$
may be of characteristic zero or of characteristic $p > 0$.

32.1 Construction of the extension $L_{\pi}$

(32.1.1) Some notation A or $A(K)$ is the ring of integers of $K$; $m(K)$ is the
maximal ideal of $A(K)$, and $k = A(K)/m(K)$ is the residue field of $K$. Further, $p$
is the characteristic of $K$ and $q$ the number of elements of $k$, $q = p^r$. We use
$U(K)$ to denote the units of $K$, i.e., $U(K) = A(K)^*$, the invertible elements
of $A(K)$ and $U^n(K) = \{x \in U(K) | x \equiv 1 \mod m(K)^n\}$. The symbol $\pi$ or $\pi_K$
denotes a uniformizing element of $K$, i.e., $m(K) = \pi A(K)$ and $v_K: K \to \mathbb{Z} \cup \{\infty\}$ is the
normalized exponential valuation on $K$, i.e., $v_K(\pi) = 1$.

Let $\Omega$ be some fixed algebraically closed extension of $K$. Then if $L/K$ is an
algebraic extension, $\Gamma(K, L \to \Omega)$ denotes the various $K$ embeddings of $L$ in $\Omega$.
The symbols $A(L)$, $m(L)$, $U(L)$ have the obvious meanings; and if $L/K$ has finite
ramification $U^n(L)$, $v_L$, $\pi_L$ also make sense. If $L/K$ is Galois, $\text{Gal}(L/K)$ denotes
the Galois group.

(32.1.2) Fix a uniformizing element $\pi \in A(K)$ and let $\delta_{\pi}$ be the set of all power
series $e(X)$ such that $e(X) \equiv X^q \mod \pi$ and $e(X) \equiv \pi X \mod (\text{degree } 2)$. The
simplest element of $\delta_{\pi}$ is $X^q + \pi X$. We recall that for every $e(X) \in \delta_{\pi}$, there is a
unique formal $A$-module $F_e(X, Y)$ over $A$ such that $[\pi]_e(X) = e(X)$ (cf. Chapter
I, Section 8.1) and that these formal $A$-modules are strictly isomorphic for
varying $e(X) \in \delta_{\pi}$.

The $A$-height of $F_e(X, Y)$ is 1 because $[\pi]_e(X) = e(X)$; cf. Chapter I, Theorem
(8.1.5).

(32.1.3) The modules $M_e(K_{sc}), T_e, \Lambda_e$ Let $K_{sc}$ be a separable closure of $K$,
and $m(K_{sc})$ be the maximal ideal of $A(K_{sc})$. The formal group law $F_e(X, Y)$
defines $x +_e y = F_e(x, y)$ a new abelian group structure on $m(K_{sc})$ and
$ax = [a]_e(x)$ defines an $A$-module structure on this group. This $A$-module is
denoted \( M_e(K_{sc}) \). With \( \Lambda_{e,m} \) we denote the submodule consisting of all elements \( \lambda \) such that \([\pi^m]_e(\lambda) = 0\), and \( \Lambda_e = \bigcup_m \Lambda_{e,m} \); i.e., \( \Lambda_e \) is the \( A \)-torsion submodule of \( M_e(K_{sc}) \). The map \([\pi]_e \) takes \( \Lambda_{e,m} \) into \( \Lambda_{e,m-1} \) giving us a projective system of \( A \)-modules and we define

\[
(32.1.4) \quad T_e = \varprojlim \Lambda_{e,m}
\]

(32.1.5) **The extension** \( L_\pi \) Let \( L_{\pi,e,m} \) be the extension field of \( K \) generated by the elements of \( \Lambda_{e,m} \). Because \( F_e(X, Y) \) and \( F_e(\bar{X}, \bar{Y}) \) are strictly isomorphic formal \( A \)-modules over \( A \) (cf. Chapter I, Theorem (8.1.5)), we have that \( L_{\pi,e,m} = L_{\pi,\bar{e},m} \), so we can simply write \( L_{\pi,m} \). By definition \( L_{\pi,m} \) is Galois over \( K \). Let \( L_{\pi} = \bigcup_m L_{\pi,m} \).

(32.1.6) **Theorem** Let \( \pi \) be a uniformizing element of \( K \) and let \( e \in \mathcal{O}_\pi \). Then:

(i) The \( A \)-module \( M_e(K_{sc}) \) is divisible (i.e., if \( x \in M_e(K_{sc}) \), then there exists a \( y \in M_e(K_{sc}) \) such that \([\pi]_e y = x\).

(ii) For each \( m \in \mathbb{N} \), the \( A \)-module \( \Lambda_{e,m} \) is isomorphic to \( A/\pi^m A \) and \( T_e \) is isomorphic to \( A \).

(iii) \( \Lambda_e \) is isomorphic to \( K/A \) as an \( A \)-module.

(iv) For each \( \tau \in \text{Gal}(L_{\pi}/K) \), there is a unique \( u \in U(K) \) such that \( \tau \lambda = [u]_e \lambda \) for all \( \lambda \in \Lambda_e \).

(v) The map \( \tau \mapsto u \) of (iv) above is an isomorphism of \( \text{Gal}(L_{\pi}/K) \) onto \( U(K) \) and the kernel of the composed map \( \text{Gal}(L_{\pi}/K) \rightarrow U(K) \rightarrow U(K)/U^m(K) \) is \( \text{Gal}(L_{\pi}/L_{\pi,m}) \).

(vi) The element \( \pi \) is a norm from \( L_{\pi,m} \) for all \( m \in \mathbb{N} \).

**Proof** In view of the formal \( A \)-module isomorphisms \( F_e(X, Y) \cong F_e(\bar{X}, \bar{Y}) \) for all \( e, \bar{e} \in \mathcal{O}_\pi \), we can assume that \( e(X) = X^q + \pi X \). Recall that \([\pi]_e(X) = e(X) \). Let \( x \in M_e(K_{sc}) \). The polynomial \( X^q + \pi X - x \) has all its roots in the maximal ideal of the algebraic closure of \( K \). Also the roots are simple because \( qX^{q-1} + \pi \) has no roots in the maximal ideal of the algebraic closure of \( K \). It follows that all roots are in \( m(K_{sc}) \) proving that \( M_e(K_{sc}) \) is divisible.

(Recall that \( K \) may be of characteristic \( p > 0 \).)

The \( A \)-module \( \Lambda_{e,1} \) consists of the roots of \( X^q + \pi X = 0 \) and is therefore a \( k \)-vector space of dimension 1. Further, \( \Lambda_e \) as the \( A \)-torsion submodule of \( M_e(K_{sc}) \) is also divisible, statements (ii) and (iii) of the theorem now follow, where for the statement concerning \( T_e \) the completeness of \( A \) is essential. (NB there is nothing canonical about the isomorphisms of \( A \)-modules \( T_e \cong A \) and \( \Lambda_e \cong K/A \).)

Now let \( \tau \in \text{Gal}(L_{\pi}/K) \). Then \( \tau \) induces an automorphism of the \( A \)-module \( T_e \) (because \( \tau([\pi]_e(X)) = [\pi]_e(X) \)) and the only \( A \)-module automorphisms of \( T_e \cong A \) are of the form \( z \mapsto uz \) for some unit \( u \in U(K) \). This proves (iv). The assignment \( \tau \mapsto u \) of (iv) is injective because \( L_{\pi} \) is generated over \( K \) by \( \Lambda_e \).
Moreover, if \( \tau \mapsto u \in U^m(K) \), then multiplication with \( u \) is the identity on \( \Lambda_{e,m} \cong A/\pi^mA \) so that \( \tau \mapsto u \in U^m(K) \) is equivalent to \( \tau \in \text{Gal}(L_\pi/L_{\pi,m}) \) because inversely if \( \tau \in \text{Gal}(L_\pi/L_{\pi,m}) \), then \( \tau \) is the identity on \( \Lambda_{e,m} \subset L_{\pi,m} \). Thus \( \tau \mapsto u \) induces an injection

\[
(32.1.7) \quad \text{Gal}(L_{\pi,m}/K) \to U(K)/U^{(m)}(K)
\]

Now consider \( e^{(m)}(X) = e(e(\cdots(e(X)\cdots))) \) \((m\text{th iterate of } e(X))\) which is divisible by \( e^{(m-1)}(X) \) since \( e(X) \) is divisible by \( X \). The quotient \( e^{(m)}(X)/e^{(m-1)}(X) \) is of the form

\[
(32.1.8) \quad X^{(q-1)e^{m-1}} + \pi(\cdots) + \pi
\]

which is an Eisenstein polynomial and hence irreducible. Now \( L_{\pi,m} \) contains \( \Lambda_{e,m} \) which is the set of all roots of \( e^{(m)}(X) \). It follows that \( [L_{\pi,m} : K] \geq (q-1)^{e^{m-1}} \) which is the number of elements of \( U(K)/U^{(m)}(K) \). So, \( (32.1.7) \) being injective, it is also surjective and hence an isomorphism, which, since both \( U(K) \) and \( \text{Gal}(L_{\pi}/K) \) are compact, also proves (v). Finally, (vi) follows because if \( \lambda \in \Lambda_{e,m} \), then \( N_{L_{\pi,m}/K}(-\lambda) = \pi \) (where \( N_{L/K} \) denotes the norm mapping \( L \to K \)).

### 32.2 The reciprocity law of local class field theory

**32.2.1** We recall that the reciprocity law of local class field theory is a homomorphism \( r : K^* \to \text{Gal}(K_{ab}/K) \) such that for every abelian extension \( L/K \), \( r \) induces an isomorphism \( K^*/N_{L/K}L^* \cong \text{Gal}(L/K) \).

**32.2.2** Let \( K_{nr} \) be the maximal unramified extension of \( K \) (within \( \Omega \)) and let \( \sigma \in \text{Gal}(K_{nr}/K) \) be the Frobenius substitution (i.e., \( \sigma a = a^q \mod \pi \) for all \( a \in A(K_{nr}) \)). The abelian extension \( L/\pi \) of Section 32.1 is totally ramified, so \( L_{\pi}/K \) and \( K_{nr}/K \) are linearly disjoint. We now define a homomorphism \( K^* \to \text{Gal}(L_{\pi} \cdot K_{nr}/K) \) as follows (where \( L_{\pi} \cdot K_{nr} \) is the compositum of \( L_{\pi} \) and \( K_{nr} \)):

\[
s_\pi : K \to \text{Gal}(L_{\pi} \cdot K_{nr}/K)
\]

\[
U(K) \ni u \mapsto s_\pi(u) \in \text{Gal}(L_{\pi} \cdot K_{nr}/K) \subset \text{Gal}(L_{\pi} \cdot K_{nr}/K)
\]

\[
(32.2.3) \quad s_\pi(u)(\lambda) = [u^{-1}]_e(\lambda) \quad \text{for all } \lambda \in \Lambda_e
\]

\[
\pi \mapsto \sigma \in \text{Gal}(L_{\pi} \cdot K_{nr}/L_{\pi}) \subset \text{Gal}(L_{\pi} \cdot K_{nr}/K)
\]

**32.2.4** **Theorem** The field \( L_{\pi} \cdot K_{nr} \) and the homomorphism \( s_\pi \) do not depend on the choice of \( \pi \).

**Proof** The field \( L_{\pi} \) is defined in terms of a formal group law \( F_\pi \) defined by an \( \hat{e}(X) \in \mathcal{O}_\pi \). So we need to compare Lubin–Tate formal group laws belonging to different uniformizing elements. In fact what we need is Proposition (8.3.9) of Chapter I, which says that if \( e(X) \in \mathcal{O}_\pi, \hat{e}(X) \in \mathcal{O}_\hat{\pi} \), then the formal
$A$-modules $F_\varepsilon(X, Y)$ and $F_\delta(X, Y)$ are isomorphic over $A(\hat{K}_m)$, the ring of integers of the completion of the maximal unramified extension of $K$. More precisely, Proposition (8.3.8) of Chapter I asserts the existence of a power series $\alpha(X) \in A(\hat{K}_m)[[X]]$ such that

$$\sigma_* \alpha(X) = \alpha([u]_e(X)), \quad \text{where } \hat{\pi} = u\pi, \ u \in U(K)$$

(32.2.5) \hspace{1cm} \alpha(F_\varepsilon(X, Y)) = F_\delta(\alpha X, \alpha Y), \ \alpha([a]_e(X)) = [a]_e(\alpha(X))$$

$$\alpha(X) \equiv \varepsilon X \mod(\deg 2), \quad \text{where } \varepsilon \in U(\hat{K}_m) \text{ is such that } \sigma \varepsilon / \varepsilon = u$$

We can take $e(X) = X^q + \pi X, \ \hat{e}(X) = X^q + \hat{\pi} X$. Let $\lambda \in \Lambda_{e,m}$, then by (32.2.5) we have that $[\hat{\pi}^m]_e(\alpha(\lambda)) = 0$, and $\alpha(\lambda) \in K_{nr} \cdot L_\pi$. Now $[\hat{\pi}^m]_e(X) = \hat{e}(m)(X)$ so that $\alpha(\lambda)$ is algebraic over $K$, and it follows that $\alpha(\lambda) \in K_{nr} \cdot L_\pi$ by Lemma (32.2.6) below. Since $\alpha(X)$ is an isomorphism, this gives that $\lambda \mapsto \alpha(\lambda)$ is a bijection $\Lambda_e \rightarrow \Lambda_\hat{e}$ so that $\Lambda_\hat{e} \subset K_{nr} \cdot L_\pi$. This proves that $L_\hat{e} \subset K_{nr} \cdot L_\pi$, which by symmetry proves the first part of the theorem.

We now show that $s_\pi(\hat{\pi}) = s_\hat{\pi}(\pi)$ (for all $\hat{\pi}$). This suffices to prove the second part of the theorem because the uniformizing elements generate $K^*$ as an abelian group. Now on the subfield $K_{nr} \subset K_{nr} \cdot L_\pi$ both $s_\pi(\hat{\pi})$ and $s_\pi(\pi)$ induce the Frobenius substitution $\sigma$. So it remains to show only that $s_\pi(\hat{\pi})(\hat{\lambda}) = s_\hat{\pi}(\pi)(\hat{\lambda})$ for all $\hat{\lambda} \in \Lambda_\hat{e}$. Let $\hat{\pi} = u\pi$, then

$$s_\pi(\hat{\pi}) = s_\pi(u)s_\pi(\pi)$$

Let $\lambda \in \Lambda_e$ be such that $\alpha(\lambda) = \hat{\lambda}$. Then we have

$$s_\pi(\hat{\lambda}) = s_\pi(u)(\sigma(\alpha(\lambda))) = s_\pi(u)(\alpha([u]_e(\lambda)))$$

$$= \alpha([u]_e(s_\pi(u)(\lambda))) = \alpha([u]_e([u^{-1}]_e(\lambda)))$$

$$= \alpha(\lambda) = \hat{\lambda}$$

where we have used that $s_\pi(\pi) = \sigma \in \Gal(L_\pi \cdot K_{nr}/K_{nr})$. Thus $s_\pi(\hat{\pi})$ is the identity on $L_{\pi}$. Now $s_{\hat{\pi}}(\pi) = id$ on $L_{\hat{\pi}}$ by definition, and we have proved the second part of theorem modulo Lemma (32.2.6).

\textbf{(32.2.6) Lemma} \hspace{0.2cm} Let $E$ be an algebraic extension of $K$ and let $x \in \hat{E}$, the completion of $E$. If $x$ is separable algebraic over $K$, then $x \in E$.

\textbf{Proof} \hspace{0.2cm} Let $E_{sc}$ be the separable closure of $E$ and $\hat{E}$ the closure of $E$ in $E_{sc}$. Then $x \in \hat{E}$. Now let $\tau \in \Gal(E_{sc}/E)$, then $\tau$ is continuous, so $\tau$ is also the identity on $\hat{E}$; hence $\Gal(E_{sc}/E) = \Gal(E_{sc}/\hat{E})$ which by Galois theory says that $E = \hat{E}$; so that $x \in E$.

\textbf{(32.2.7) Remark} \hspace{0.2cm} Another way to prove the existence of an $\alpha(X)$ such that (32.2.5) holds is as follows. Both $F_\varepsilon(X, Y)$ and $F_\delta(X, Y)$ are formal $A$-module of $A$-height 1 over $A(\hat{K}_m)$, so their reductions are isomorphic over the residue
field of $A(\tilde{K}_{nr})$ (they are of equal height (cf. Chapter IV); but their $A$-height is 1, so there are no formal moduli and it follows that $F_{e}(X, Y)$ and $F_{\phi}(X, Y)$ are isomorphic over $A(\tilde{K}_{nr})$). Let $\alpha(X)$ be the isomorphism. Because $F_{e}(X, Y)$ and $F_{\phi}(X, Y)$ are invariant under $\sigma_\ast$, it follows that $\alpha^{-1}(X) \cdot \sigma_\ast(\alpha(X))$ is an automorphism of $F_{e}(X, Y)$ over $A(\tilde{K}_{nr})$ which by Chapter IV, (20.1.21) means that $\alpha^{-1}(X) \cdot \sigma_\ast(\alpha(X)) = [u]_e(X)$ for some $u \in U(K)$.

**32.2.8 Theorem** $K_{nr} \cdot L_\pi$ is the maximal abelian extension of $K$ and $s = s_\pi$ is the reciprocity law homomorphism $r$.

**Proof** $K_{nr} \cdot L$ is an abelian extension, hence a subextension of $K_{ab}$. The maximal unramified subextension of both is $K_{nr}$, so we have a diagram of Galois groups

$$
\begin{array}{cccccc}
0 & \longrightarrow & \text{Gal}(K_{nr} \cdot L_\pi/K_{nr}) & \longrightarrow & \text{Gal}(K_{nr} \cdot L_\pi/K) & \longrightarrow & \text{Gal}(K_{nr}/K) & \longrightarrow & 0 \\
\phi' & & \downarrow s' & & \phi & & \downarrow r & & \downarrow r' & & \downarrow \phi \\
0 & \longrightarrow & \text{Gal}(K_{ab}/K_{nr}) & \longrightarrow & \text{Gal}(K_{ab}/K) & \longrightarrow & \text{Gal}(K_{nr}/K) & \longrightarrow & 0 \\
& & & & & & U(K) & \subseteq & K^* & & \\
\end{array}
$$

Now let us show first that $\phi r = s$. Let $\pi \in K$ be a uniformizing element, then $r(\pi)$ is $\sigma$ on $K_{nr}/K$ and $r(\pi) = \text{id}$ on $L_\pi$ because $\pi$ is a norm from every $L_{\pi,m}$ (cf. (32.2.1)). On the other hand, by definition $s = s_\pi$, so that $s_\pi(\pi)$ is $\sigma$ on $K_{nr}$ and identity on $L_\pi$. That is, $r(\pi) = s(\pi)$ on $L_{\pi} \cdot K_{nr}$. This holds for all $\pi$ hence $\phi r = s$. Now $s'$ and $r'$ are both isomorphisms (cf. Theorem (32.1.6)(v)), so $\phi'$ is an isomorphism and hence $\phi$ also, which proves by Galois theory that $K_{ab} = K_{nr} \cdot L_\pi$.

### 32.3 The case $K = \mathbb{Q}_p$

Let $K = \mathbb{Q}_p$. Then we can take $\pi = p$ and for $e(X) \in \mathbb{F}_p$ we can take $e(X) = (X + 1)^p - 1$. Then

$$e^{(m)}(X) = (X + 1)^{p^m} - 1$$

so that $L_p$ is the extension field of $K = \mathbb{Q}_p$ generated by the $p^m$th roots of unity $m = 1, 2, 3, \ldots$. The Lubin–Tate formal group law of this $e(X)$ is

$$F_e(X, Y) = X + Y + XY$$

because $e(F_e(X, Y)) = (1 + F_e(X, Y))^p - 1 = (X + 1)^p(Y + 1)^p - 1 = e(X) + e(Y) + e(X)e(Y)$. Also the endomorphisms $[a]_e$ for $a \in \mathbb{Z}_p$ are easy to calculate. One has

$$[a]_e(X) = (1 + X)^a - 1 = \sum_{i=1}^{\infty} \left( \begin{array}{c} a \\ i \end{array} \right) X^i$$
(which makes sense in \( \mathbb{Z}_p[[X]] \)). As a result one obtains the following description of the reciprocity homomorphism for the case of \( \mathbb{Q}_p \):

Let \( a = p^r u \in \mathbb{Q}_p^*, u \in U(\mathbb{Q}_p) \). Then \( r(a) \) acts as \( \sigma^r \) on the maximal unramified extension of \( \mathbb{Q}_p \) and on the totally ramified extension generated by the \( p^m \)th roots of unity \( r(a) \) acts as \( \zeta_{p^m} \mapsto \zeta_{p^m}^{-1} \). (Note that this makes sense because if \( u^{-1} \equiv v \mod p^n \), then \( \zeta_{p^n}^{-1} = \zeta_{p^n} \) so that we only need a finite chunk of the \( p \)-adic development of \( u^{-1} \) to calculate \( \zeta_{p^n}^{-1} \)).

### 32.4 On the Šafarevič mapping

**Lemma** 32.4.1 Let \( K \) be as in (32.1.1). Let \( L/K \) be a finite Galois extension and let \( L_{ab}/L \) be the maximal abelian extension of \( L \). Then \( L_{ab}/K \) is a Galois extension (if \( \tau \in \Gamma(K, L_{ab} \to \Omega) \); then because \( \tau(L) = L \), we have an abelian extension \( \tau(L_{ab})/L \) that is contained in \( L_{ab}/L \) because \( L_{ab} \) is maximal). Let \( \Gamma = \text{Gal}(L_{ab}/K) \) and \( G = \text{Gal}(L/K) \). We have an exact sequence

\[
(32.4.2) \\
0 \to \text{Gal}(L_{ab}/L) \to \Gamma \to G \to 0
\]

Restricting the elements of \( \Gamma \) to \( K_{nr} \), we obtain a surjection: \( \Gamma \to \hat{\mathbb{Z}} = \text{Gal}(K_{nr}/K) \). Let \( \Gamma' \) be the inverse image of \( \mathbb{Z} \subset \hat{\mathbb{Z}} \) under this mapping.

Let \( r_L^*: L^* \to \text{Gal}(L_{ab}/L) \) be the reciprocity homomorphism for \( L \). This homomorphism induces a map \( H^2(G, L^*) \to H^2(G, \text{Gal}(L_{ab}/L)) \), and under this map the fundamental class of \( L \) in \( H^2(G, L^*) \) goes into the class of the extension (32.4.2) \([348]; \text{cf. } (E.5.1))\). Also Šafarevič gave an embedding of \( \Gamma' \) into a division algebra with center \( K \) and invariant \( n^{-1} \), called a Šafarevič mapping, which on \( \Gamma' \cap G(L_{ab}/L) \) is inverse to \( r_L \) (the field \( L \) is also embeddable in this division algebra; \text{cf. Chapter IV, second intermezzo on division algebras (23.1.4)}). Below we shall use Lubin–Tate formal group laws to construct such a Šafarevič mapping.

**Proposition** Let \( e(X) \in \mathcal{O}_{xL}, \hat{e}(X) \in \mathcal{O}_{xL}, \) and let \( F_e(X, Y), F_{\hat{e}}(X, Y) \) be the corresponding Lubin–Tate formal \( A \)-modules and let \( T_e, T_{\hat{e}} \) be the Tate modules of \( F_e(X, Y), F_{\hat{e}}(X, Y) \) (cf. (32.1.4)). Then for every \( A(L) \)-linear homomorphism \( \phi: T_e \to T_{\hat{e}} \), there is a unique homomorphism of formal \( A \)-modules over \( A(\hat{L}_{nr}) \) \( \alpha(X): F_e(X, Y) \to F_{\hat{e}}(X, Y) \) such that \( \alpha(X) \) induces \( \phi \).

**Proof** We know that \( T_e \cong T_{\hat{e}} \cong A(L) \) as \( A(L) \) modules. We also know that \( F_e(X, Y) \) and \( F_{\hat{e}}(X, Y) \) are isomorphic as formal \( A \)-modules over \( A(\hat{L}_{nr}) \) \( (\text{Theorem } 8.3.8 \text{ of Chapter I}) \). The result now follows from the fact that the ring of \( A(L) \)-linear endomorphisms of \( A(L) \) is of course \( A(L) \) and that

\[
\text{A}(L)-\text{End}_{A(L_{nr})}(F_e(X, Y)) = A(L) = \text{A}(L)-\text{End}_{A(L_{nr})}(F_{\hat{e}}(X, Y))
\]

This last fact is proved by (20.1.21) in Chapter IV if \( A(L) \) is of characteristic
zero and is proved in exactly the same way if \( A(L) \) is of characteristic \( p > 0 \). (In
the latter case one uses that the formal \( A(L) \)-module endomorphisms of
\( \mathcal{G}_a(X, Y) \) over \( \hat{L}_{nr} \) are necessarily of the form \( aX, a \in A(\hat{L}_{nr}) \), and then reasons
as in (20.1.19); of course it is absolutely essential in the characteristic \( p > 0 \) case
that we consider only formal \( A(L) \) - module endomorphisms of \( F_a(X, Y) \) and
not all formal group law endomorphisms.)

(32.4.4) Fix some \( e(X) \in \mathcal{E}_{\pi_L} \) and let \( F_e(X, Y) \) and \( T_e \) be the corresponding
formal \( A(L) \)-module and Tate module. Fix some arbitrary \( A(L) \)-module iso-
morphism \( T_e \cong A(L) \). Transporting the \( G = \text{Gal}(L/K) \) module structure
of \( A(L) \) to \( T_e \) via this isomorphism, we obtain an \( A(L) \)-semilinear action of \( G \) on
\( T_e \), i.e., a homomorphism \( \varepsilon : G \to \text{Aut}_{\mathbb{Z}_p}(T_e) \) such that \( \varepsilon(\tau)(ax) = \tau(a)\varepsilon(\tau)(x) \) for
all \( a \in A(L) \) and \( x \in T_e \).

For each element \( \gamma \in \Gamma \), consider the formal \( A(L) \)-module \( \gamma_\ast F_e(X, Y) \) over
\( A(L) \) (this is the Lubin-Tate formal \( A \)-module associated to \( \gamma_\ast e(X) \)). We shall
write \( F_{\gamma}(X, Y) \) for \( \gamma_\ast F_e(X, Y) \) and \( T_{\gamma} \) for its Tate module. Then \( \gamma \) induces of
course an isomorphism \( T_{\gamma} \to T_e \) which is \( A(L) \)-semilinear with the twist given by
the image of \( \gamma \) under \( \Gamma \to G \). Let \( \varepsilon_{\gamma} \) be the image of \( \gamma \) under \( \Gamma \to G \to \text{Aut}_{\mathbb{Z}_p}(T_e) \).
Then \( \varepsilon_{\gamma} \cdot \gamma^{-1} : T_{\gamma} \to T_e \to T_e \) is an \( A(L) \)-linear map, which by Proposition
(32.4.3) comes from a unique homomorphism of formal \( A \)-modules \( \alpha_{\gamma}(X) : \)
\( F_{\gamma}(X, Y) \to F_e(X, Y) \).

(32.4.5) Remark Let \( u \in U(L) \) and let \( \tau = r(x) \in \text{Gal}(L_{ab}/L) \subset \Gamma \), then
\( \varepsilon_{\gamma} = id \), so that \( \alpha_{\gamma}(X) \) is induced by \( \tau^{-1} \). By (21.1.6)(\( \ast \)) and the definition of the
reciprocity homomorphism (32.2.3) we have \( \tau \lambda = [u^{-1}]_{e}(\lambda) \) for all \( \lambda \in \Lambda_e \), and it
follows that \( [u]_{e}(X) \) induces the \( A(L) \)-linear map \( \tau^{-1} : \Lambda_e \to \Lambda_e \), i.e., in this case
we have \( \alpha_{\gamma}(X) = [u]_{e}(X) \).

(32.4.6) Lemma \( \alpha_{\gamma\delta}(X) = \alpha_{\gamma}(X) \circ \gamma_\ast(\alpha_\delta(X)) \).

Proof We have on the Tate-module level
\[
\varepsilon_{\gamma\delta} \circ (\gamma\delta)^{-1} = (\varepsilon_{\gamma} \circ \gamma^{-1}) \circ \gamma \circ (\varepsilon_\delta \circ \delta^{-1}) \circ \gamma^{-1}
\]
and the lemma follows because of the uniqueness of the correspondence of
Proposition (32.4.3) and because the map of Tate modules induced by \( \gamma_\ast(\alpha(X)) \)
is of course \( \gamma \circ \phi \circ \gamma^{-1} \) if \( \phi \) is induced by the formal \( A \)-module homomorphism
\( \alpha(X) \). One has, so to speak, a "commutative diagram"

\[
\begin{array}{ccc}
\gamma_\ast F(X, Y) & \xrightarrow{\gamma_\ast \alpha(X)} & \gamma_\ast G(X, Y) \\
\downarrow{\gamma} & & \downarrow{\gamma} \\
F(X, Y) & \xrightarrow{\alpha(X)} & G(X, Y)
\end{array}
\]

(32.4.7) Construction of the Šafarevič mapping Let \( \alpha_{\gamma}(X) \) denote
the power series over \( k_{sc} \), the residue field of \( \hat{L}_{nr} \), obtained by reducing all
coefficients of \( \alpha_\gamma(X) \mod \mathfrak{m}(_{L_{nr}}) \). Let \( \gamma \in \Gamma' \) and let \( \nu(\gamma) \in \mathbb{Z} \subset \text{Gal}(K_{nr}/K) \) be its image. Then \( X^{q^r} \) is a homomorphism of formal \( A(K) \)-modules \( F_e(X, Y) \) over \( k_{se} \) where \( F_e(X, Y) \) and \( F_\gamma(X, Y) \) are the reductions modulo \( \mathfrak{m}(_{L_{nr}}) \) of \( F_e(X, Y) \) and \( F_\gamma(X, Y) \). The composed map \( \alpha_\gamma(X) \circ X^{q^r} \) is then a formal \( A(K) \)-module endomorphism of \( F_e(X, Y) \) over \( k_{se} \). This latter ring is the ring of integers of the division algebra of rank \( n^2 \) and invariant \( n^{-1} \) over \( K \), where \( n = A(K) \)-height(\( F_e(X, Y) \)) = \([L : K]\); cf. (23.1.6). Let \( D_n(K) \) be this division algebra. Then we have constructed a map \( s: \Gamma' \to D_n(K) \).

(32.4.8) Lemma The map \( s \) in a homomorphism.

Proof Using Lemma (32.4.6) we have

\[
s(\gamma \delta) = \alpha_{\gamma \delta}(X^{q^r} + r(\delta)) \\
= \alpha_\gamma(X) \circ \alpha_\delta(X) \circ X^{q^r + r(\delta)} \\
= \alpha_\gamma(X) \circ X^{q^r} \circ \alpha_\delta(X) \circ X^{q^r}
\]

because \( \gamma \alpha_\delta(X) \circ X^{q^r} \) is equal to \( X^{q^r} \circ \alpha_\delta(X) \), as is easily checked (cf. also Chapter IV, Section 24.2, where this occurs repeatedly).

(32.4.9) Embedding \( L \) in \( D_n(K) \) This is done in the obvious way. Let \( a \in A(L) \), then we have a formal \( A(L) \)-module endomorphism \( [a](X) = [a]_{F_e}(X) \) of \( F_e(X, Y) \) over \( A(L) \). The reduction map \( A(K) \)-End(\( F_e(X, Y) \)) \( \to \) \( A(K) \)-End(\( F_e(X, Y) \)) is injective; cf. Chapter IV, (21.8.19). So we find an injective \( A(K) \)-algebra homomorphism \( i: A(L) \to A(K) \)-End(\( F_e(X, Y) \)) \( \subset \) \( D_n(K) \), and tensoring with \( K \) gives us an embedding \( i: L \to D_n(K) \).

(32.4.10) Let \( a \in L^* \), then \( r(a) \in \Gamma' \cap \text{Gal}(L_{ab}/L) \). We claim that then \( sr(a) = i(a) \). First, take \( a = \pi \) (same \( \pi \) as in \( \varepsilon_\pi \)). Then \( i(a) = \varepsilon(X) = X^{q^t} \) where \( q^t \) is the number of elements of the residue field of \( L \). On the other hand, \( r(\pi) \) is the identity on \( L_{nr} \) and the Frobenius substitution on \( L_{nr}/L \) so that \( \nu(r(\pi)) = t \). Because \( r(\pi) \) is the identity on \( L_{nr} \), we have \( \alpha_\pi(X) = X \), so that \( s(r(\pi)) = X^{q^t} \). Next let \( u \in U(L) \), then \( \nu(r(u)) = 0 \). Because \( r(u) \) is the identity on \( L_{nr} \) and by Remark (32.4.5), we have \( \alpha_{\nu(u)}(X) = [u]_e(X) \) so that \( s(r(u)) = [u]_e(X) = i(u) \). This proves our assertion because \( s, r, i \) all are homomorphisms.

(32.4.11) Lemma The Šafarevič mapping \( s \) is injective.

Proof \( \alpha_\gamma(X) \) corresponds to an isomorphism \( T_\gamma \to T_\gamma \), hence is an isomorphism of formal \( A \)-modules. Then \( \alpha_\gamma(X) \not= 0 \) and hence also \( \alpha_\gamma(X^{q^r}) \) \( \not= 0 \).

(32.4.12) Putting all this together, we have an embedding \( s: \Gamma' \to D_n(K) \) which is an inverse to \( r \) on \( \Gamma' \cap \text{Gal}(L_{ab}/L) \) if one views \( L \) as a subfield of \( D_n(K) \) via \( i \); i.e., \( s \) is a Šafarevič mapping.
33 Zeta Functions of Elliptic Curves over \( \mathbb{Q} \) and Atkin–Swinnerton–Dyer Conjectures

33.1 Honda’s theorem on the relation between the formal minimal model of an elliptic curve \( E \) over \( \mathbb{Q} \) and the zeta function of \( E \)

\((33.1.1)\) The formal group law associated to a Dirichlet series

Consider a Dirichlet series

\[
L(s) = \sum_{n=1}^{\infty} a(n)n^{-s}
\]

and suppose that \( L(s) \) admits an Euler factor for the prime \( p \). More precisely, suppose that over \( \mathbb{Z}_p \) we have a factorization

\[
(33.1.2) \quad L(s) = (1 - b_1 p^{-s} - b_2 p^{-2s} - \cdots)^{-1} \sum_{n=1}^{\infty} c_n n^{-s}
\]

such that

\[
(33.1.3) \quad v_p(c_n) \geq v_p(n)
\]

where \( v_p : \mathbb{Q}_p \to \mathbb{Z} \cup \{\infty\} \) is the normalized exponential valuation.

Consider the power series associated to \( L(s) \)

\[
(33.1.4) \quad f_L(X) = \sum_{n=1}^{\infty} n^{-1} a(n)X^n
\]

Then if \( L(s) \) admits a factorization (33.1.2) such that (33.1.3) holds, the power series \( f_L(X) \) satisfies a functional equation

\[
(33.1.5) \quad f_L(X) - \sum_{n=1}^{\infty} p^{-n} b_n f_L(X^{p^n}) \in \mathbb{Z}_p[X]
\]

and vice versa. The proof of this is easy. A necessary and sufficient condition for (33.1.5) to hold is that if \( n = p^r m \), \( (p, m) = 1 \), then

\[
n^{-1} a_n - p^{-1} b_1 (p^{-1} n)^{-1} a_{p^{-1}n} - \cdots - p^{-r} b_r (p^{-r} n)^{-1} a_{p^{-r}n} \in \mathbb{Z}_p
\]

which (multiplying with \( n \)) is equivalent to

\[
(33.1.6) \quad a_n - b_1 a_{p^{-1}n} - \cdots - b_r a_{p^{-r}n} \in p^r \mathbb{Z}_p
\]

And, on the other hand, if (33.1.2) holds, we have

\[
(33.1.7) \quad a_n - b_1 a_{p^{-1}n} - \cdots - b_r a_{p^{-r}n} = c_n
\]

which proves our contention in view of (33.1.3).
(33.1.8) Proposition Let \( L(s) = \sum_{n=1}^{\infty} a(n)n^{-s} \) be a Dirichlet series with \( a(n) \in \mathbb{Z}, a(1) = 1, \) and suppose that for every prime number \( p \) there is over \( \mathbb{Z}_p \) a factorization (33.1.2) such that (33.1.3) holds. Suppose moreover that \( v_p(b_i) \geq i - 1. \) Let \( f_L(X) = \sum_{n=1}^{\infty} n^{-1}a(n)X^n \) be the power series associated to \( L(s). \) Then \( f_L(X) \) is the logarithm of a one dimensional formal group law over \( \mathbb{Z}. \)

Proof The extra hypothesis on the \( b_i \) means that \( p^{-n}b_n \in \mathbb{Z}_p, \) so that by the functional equation lemma \( f_L^{-1}(f_L(X) + f_L(Y)) \in \mathbb{Z}_p[X, Y] \) for all prime numbers \( p. \) This proves the proposition.

Remark Conversely, if \( f_L(X) \) is the logarithm of a formal group law over \( \mathbb{Z}, \) then \( L(s) \) has for every \( p \) an Euler factor (33.1.2) such that (33.1.3) holds and \( v_p(b_i) \geq i - 1. \) (Use Sections (20.1.3) and 20.5 of Chapter IV.)

(33.1.9) Zeta function of an elliptic curve over \( \mathbb{Q} \) Let \( E \) be an elliptic curve over \( \mathbb{Q} \) (abelian variety of dimension 1). According to Neron [311], there is an essentially unique (affine) minimal model for \( E \) over \( \mathbb{Z} \) of the form

\[
Y^2 + c_1 XY + c_3 Y = X^3 + c_2 X^2 + c_4 X + c_6
\]

where \( c_1, c_2, c_3, c_4, c_6 \in \mathbb{Z} \) and where the discriminant of this equation is as small as possible. For this model, the reductions \( E_p \) of \( E \) modulo \( p \) are irreducible curves for all prime numbers \( p. \) One now defines the local \( L \)-series of \( E \) by the recipe:

(33.1.11) If \( E_p \) is nonsingular, then \( L_p(s) = (1 - a_p p^{-s} + p^{1-2s})^{-1}, \) where \( 1 - a_p x + px^2 \) is the numerator of the zeta function of \( E_p. \)

(33.1.12) If \( E_p \) has an ordinary double point, then we set \( L_p(s) = (1 - \varepsilon_p p^{-s})^{-1} \) where \( \varepsilon_p = +1 \) or \(-1, \) depending on whether the tangents to the double point are rational over \( \mathbb{F}_p \) or not.

(33.1.13) If \( E_p \) has a cusp, one sets \( L_p(s) = 1. \)

(This exhausts all possibilities; in case (33.1.11) \( E \) is said to have good reduction at \( p, \) in case (33.1.12) multiplicative reduction, and in case (33.1.13) additive reduction.)

The global \( L \)-series of \( E \) over \( \mathbb{Q} \) is now defined as

\[
L(s) = \prod_p L_p(s)
\]

For future use we recall that in case (33.1.11) \( x^2 - a_p x + p \) is the characteristic polynomial of the Frobenius endomorphism of \( E_p. \)

(33.1.14) Formal minimal model of \( E \) Let \( t = X/Y \) be a local parameter at the zero element on the global minimal model of \( E. \) Expanding the group law on \( E \) as a power series in \( t_1, t_2, \) we get a power series \( G_E(t_1, t_2) \in \mathbb{Z}[t_1, t_2] \) which is a formal group law over \( \mathbb{Z} \) (because the addition on \( E \) is commutative.
and associative). One calls \( G_E(t_1, t_2) \) the formal minimal model of \( E \) over \( \mathbb{Z} \), and one often writes \( \tilde{E}(t_1, t_2) \).

Another way (essentially the same) to obtain \( E \) is as follows. Let again \( z = X/Y \) be a local parameter at 0. Let \( \omega = dX/2Y + c_1X + c_3 \) be the invariant differential on the global minimal model of \( E \). Developing \( \omega \) locally in terms of \( z \) we find an expression

\[
\sum_{n=1}^{\infty} \beta(n) z^{n-1} \, dz, \quad \beta(1) = 1
\]

The formal minimal model of \( E \) is now \( G_E(X, Y) = f_E^{-1}(f_E(X) + f_E(Y)) \) where \( f_E(X) = \sum_{n=1}^{\infty} n^{-1} \beta(n)X^n \). That is; (33.1.15) is the right invariant differential form on \( G_E(X, Y) \); cf. Chapter I, Section 5.8.

\textbf{(33.1.16) Theorem} Let \( G_E(X, Y) \) be the formal minimal model over \( \mathbb{Z} \) of an elliptic curve \( E \) over \( \mathbb{Q} \) and let \( F_L(X, Y) \) be the formal group law over \( \mathbb{Z} \) associated to the global \( L \)-series of \( E \). Then \( G_E(X, Y) \) and \( F_L(X, Y) \) are strictly isomorphic over \( \mathbb{Z} \).

(Note that \( F_L(X, Y) \) is a formal group law over \( \mathbb{Z} \) as a corollary of Proposition (33.1.8).)

\textbf{(33.1.17) Reduction of the proof} By the local global results of Chapter IV, Section 20.5, it suffices to prove that \( F_L(X, Y) \) and \( G_E(X, Y) \) are strictly isomorphic over \( \mathbb{Z}_p \) (for all \( p \)). By the results of Chapter IV, 22.1, it suffices to prove that the reductions of \( F_L(X, Y) \) and \( G_E(X, Y) \) over \( \mathbb{F}_p \) are isomorphic for all primes \( p \).

\textbf{(33.1.18) The case of good primes} \( p \) Suppose we are in case (33.1.11). Then \( p - a_p x + x^2 \) is the characteristic polynomial of the Frobenius endomorphism \( \xi \) of the elliptic curve \( E_p \) over \( \mathbb{F}_p \). It follows that the Frobenius automorphism of \( \tilde{G}_E(X, Y) \) over \( \mathbb{F}_p \), the reduction of the formal minimal model of \( E \), also satisfies \( p - a_p x + x^2 \). The characteristic polynomial of \( \tilde{G}_E(X, Y) \) is the minimal polynomial of \( \xi(X) = X^p \), and this is an Eisenstein polynomial. It follows that the characteristic polynomial \( \Psi_g(X) \) of \( \tilde{G}_E(X, Y) \) over \( \mathbb{F}_p \), is the unique Eisenstein factor of \( x^2 - a_p x + p \), i.e.,

\[
\begin{align*}
\Psi_g(x) &= x^2 - a_p x + p \quad \text{if} \quad p \mid a_p \\
\Psi_g(x) &= x - pu^{-1} \quad \text{if} \quad p \nmid a_p
\end{align*}
\]

where \( u \) is the unique \( p \)-adic unit such that \( u^2 - a_p u + p = 0 \) (i.e., \( u \equiv a_p \) mod \( p \)).

On the other hand, the logarithm \( f_L(X) \) of \( F_L(X, Y) \) satisfies a functional equation (cf. (33.1.5))

\[
f_L(X) - p^{-1}a_p f_L(X^p) + p^{-1}f_L(X^{p^2}) \in \mathbb{Z}_p[[X]]
\]
It follows that
\[ pf_L(X) - a_p f_L(X^p) + f_L(X^{p^2}) \equiv 0 \pmod{p} \]
and hence by applying \( f_L^{-1} \) and using part (iv) of the functional equation lemma 2.2
\[ [p](X) - [a_p](X^p) + X^{p^2} \equiv 0 \pmod{p} \]
Or in other words the Frobenius endomorphism \( \xi(X) = X^p \) of \( F_L(X, Y) \) satisfies an equation \( p - a_p \xi + \xi^2 = 0 \), and we see as above that the characteristic polynomial of \( F_L(X, Y) \) over \( F_p \) is \( x^2 - a_p x + p \) or \( x - pu^{-1} \) depending on whether or not \( p \mid a_p \). This takes care of the good primes \( p \).

(33.1.19) The primes \( p \) where \( E \) has additive reduction 
Now suppose that \( p \) is such that (33.1.12) applies. According to Neron [311, Chapter III, Proposition 3], the reduction of the group law of \( E \) is the additive group in this case. Hence \( \mathcal{G}_E(X, Y) \simeq \mathcal{G}_a(X, Y) \) over \( F_p \) for these primes. On the other hand, \( L_p(s) = 1 \) for the primes under consideration. Hence \( f_L(X) \in \mathbb{Z}_p[[X]] \) for these primes \( p \) and \( F_L(X, Y) \simeq \mathcal{G}_a(X, Y) \) over \( \mathbb{Z}_p \).

(33.1.20) The primes \( p \) where \( E \) has multiplicative reduction

Case A: \( \varepsilon_p = 1 \) 
Now suppose that \( p \) is such that \( E_p \) has an ordinary double point whose tangents are rational over \( F_p \). According to Neron [311, Chapter III, Proposition 3], the reduction of the group law of \( E \mod p \) is the multiplicative group law in this case. Hence \( \mathcal{G}_E \simeq \mathcal{G}_m(X, Y) \) over \( F_p \) for these primes. On the other hand, \( L_p(s) = (1 - p^{-s})^{-1} \) for these \( p \) so that \( f_L(X) \) in this case satisfies a functional equation \( f_L(X) - p^{-1} f_L(X^p) \in \mathbb{Z}_p[[X]] \). By the functional equation lemma this means that over \( \mathbb{Z}_p \), \( F_L(X, Y) \) is strictly isomorphic to the formal group law with logarithm \( f(X) = X + p^{-1} f(X^p) \) which is the \( p \)-typical version of the multiplicative group law \( \mathcal{G}_m(X, Y) = X + Y - XY \). Hence \( F_L(X, Y) \) is isomorphic to \( \mathcal{G}_m(X, Y) \) over \( \mathbb{Z}_p \) for these primes.

(33.1.21) The primes \( p \) where \( E \) has multiplicative reduction

Case B: \( \varepsilon_p = -1 \) 
Now suppose that \( p \) is such that \( E_p \) has an ordinary double point whose tangents are not rational over \( F_p \). Then according to Neron [311, Chapter III, Proposition 3], the group law of \( E \mod p \) is the unique \( F_{p^2}/F_p \)-form of \( G_m \) that is not isomorphic to \( G_m \) over \( F_p \). It follows that \( \mathcal{G}_E(X, Y) \) is the unique nontrivial \( F_{p^2}/F_p \)-form over \( F_p \) of \( \mathcal{G}_m(X, Y) \). (Below in (33.1.22) we show that there is precisely one nontrivial \( F_{p^2}/F_p \) form of \( \mathcal{G}_m(X, Y) \) and we calculate its logarithm.) It follows that \( \mathcal{G}_E(X, Y) \) over \( F_p \) is isomorphic to the reduction mod \( p \) of the formal group law over \( \mathbb{Z}_p \) with logarithm \( f(X) = X - p^{-1} f(X^p) \). On the other hand, \( L_p(s) = (1 + p^{-s})^{-1} \) for the primes under consideration so that \( f_L(X) \) satisfies a functional equation \( f_L(X) + p^{-1} f_L(X^p) \in \mathbb{Z}_p[[X]] \), which by the functional equation lemma means
that \( F_\ell(X, Y) \) is strictly isomorphic over \( \mathbb{Z}_p \) to the formal group law with logarithm \( f(X) = X - p^{-1}f(X^p) \). Hence \( \tilde{F}_\ell(X, Y) \cong \tilde{G}_E(X, Y) \) also for these primes. This concludes the proof of Theorem (33.1.16) (modulo the calculation of all \( F_{p^2}/F_p \)-forms of \( \tilde{G}_m(X, Y) \) below in (33.1.22).)

\[ \text{(33.1.22) The } F_{p^2}/F_p \text{-forms of } \tilde{G}_m(X, Y) \text{ The } p\text{-typical version of } \tilde{G}_m(X, Y) \text{ over } \mathbb{Z}_p \text{ has functional equation } f(X) = X + p^{-1}f(X^p). \text{ Hence } p^f(X) \equiv f(X^p) \pmod{p} \text{ and (by part (iv) of the functional equation lemma) } [p](X) \equiv X^p \pmod{p}. \text{ So if } \xi(X) = X^p, \xi(X) = [p](X), \text{ so that the characteristic polynomial of } \tilde{G}_m(X, Y) \text{ over } F_p \text{ is } x - p. \text{ When we consider } \tilde{G}_m(X, Y) \text{ over } F_{p^2} \text{ we must consider } \xi_2(X) = X^{p^2}. \text{ We have } \xi_2(X) = [p^2](X), \text{ so that the characteristic polynomial of } \tilde{G}_m(X, Y) \text{ over } F_{p^2} \text{ is } x - p^2. \]

\[ \Psi_{\tilde{G}_m/F_{p^2}}(x) = x - p^2 \]

Now let \( F(X, Y) \) be an \( F_{p^2}/F_p \)-form of \( \tilde{G}_m(X, Y) \). The characteristic polynomial of \( F(X, Y) \) over \( F_p \) is an Eisenstein polynomial of degree 1 (because \( \text{ht}(F(X, Y)) = 1 = \text{ht}(\tilde{G}_m(X, Y)) \)). Hence

\[ \Psi_{F/F_{p^2}}(x) = x - \pi \]

for some \( \pi \in \mathbb{Z}_p, v_p(\pi) = 1 \). It follows as above that

\[ \Psi_{F/F_{p^2}}(x) = x - \pi^2 \]

and comparing this with (33.1.23) we see that if \( F(X, Y) \) is an \( F_{p^2}/F_p \)-form of \( \tilde{G}_m(X, Y) \), then we must have \( \pi = \pm p \). In case \( \pi = p \), \( \Psi_{F/F_{p^2}}(x) = \Psi_{\tilde{G}_m/F_p}(x) \) so \( F(X, Y) \cong \tilde{G}_m(X, Y) \) over \( F_p \); and in case \( \pi = -p \), \( F(X, Y) \) is not isomorphic to \( \tilde{G}_m(X, Y) \) over \( F_p \) (the characteristic polynomials are different). Let \( G(X, Y) \) over \( \mathbb{Z}_p \) be the formal group law with logarithm \( g(X) = X - p^{-1}(X^p) \). Then (as usual) \([ -p ]_G(X) \equiv X^p \pmod{p} \) so that the characteristic polynomial of \( G(X, Y) \) over \( F_p \) is \( x + p \).

### 33.2 Atkin–Swinnerton–Dyer conjectures

\[ \text{(33.2.1) Let } E \text{ be as in 33.1 and let } (1 - a_p p^{-s} + b_p p^{1 - 2s})^{-1} = L_p(s) \text{ for all prime numbers } p. \text{ Let } \omega = \sum_{n=1}^{\infty} \beta(n)z^{n-1} \text{ be the local expression around zero of the invariant differential } \omega \text{ in terms of the local uniformizing parameter } z = X/Y. \text{ We define for all } n \in \mathbb{N} \text{ and } r \in \mathbb{N} \text{ and prime numbers } p, \]

\[ \beta(n/p^r) = \begin{cases} 0 & \text{if } p^r \nmid n \\ \beta(p^{-r}n) & \text{if } p^r | n \end{cases} \]

\[ \text{(33.2.2) } \]

\[ \text{(33.2.3) Theorem (Atkin–Swinnerton–Dyer conjectures) With notations as in (33.2.1) we have for all } n \in \mathbb{N}, \]

\[ \beta(np) - a_p\beta(n) + pb_p\beta(n/p) \equiv 0 \pmod{p^s} \]

if \( n \equiv 0 \pmod{p^{s-1}}, s \in \mathbb{N}. \)
Proof We know by Theorem (33.1.16) that the formal group law $G_E(X, Y)$ with logarithm $\sum_{n=1}^{\infty} \beta(n)n^{-1}X^n$ (cf. (33.1.4)) is strictly isomorphic over $\mathbb{Z}$ to the formal group law $F_L(X, Y)$ with logarithm $f_L(X) = \sum_{n=1}^{\infty} a(n)n^{-s}$, $L(s) = \prod_{p} L_p(s)$. By (33.1.1), $f_L(X)$ satisfies a functional equation

$$f_L(X) - p^{-1}a_p f_L(X^p) + p^{-1}b_p f_L(X^{p^2}) \in \mathbb{Z}[X]$$

Because $G_E(X, Y)$ and $F_L(X, Y)$ are strictly isomorphic over $\mathbb{Z}$, it follows (by the functional equation lemma) that $g(X)$, the logarithm of $G_E(X, Y)$, satisfies the same type of functional equation; i.e., we have

$$g(X) = \sum_{n=1}^{\infty} \beta(n)n^{-1}X^n$$

$$g(X) - p^{-1}a_p g(X^p) + p^{-1}b_p g(X^{p^2}) \in \mathbb{Z}[X]$$

Now let $n \in \mathbb{N}$. Taking a look at the coefficients of $X^{pn}$ in (33.2.5), we find

$$\beta(np) - p^{-1}a_p \beta(n) + p^{-1}b_p \beta(n/p) \in \mathbb{Z}_p$$

if $p \mid n$

$$\beta(np) - p^{-1}a_p \beta(n) \in \mathbb{Z}_p$$

if $p \nmid n$

Multiplying these relations with $pn$ we find (33.2.4). Q.E.D.

34 On Complex Cobordism and Brown–Peterson Cohomology

34.1 Universality properties of $MU^*$ and cohomology operations

(34.1.1) Given a topological space $S$, let $MU_*(S)$ and $MU^*(S)$ be the complex bordism and complex cobordism, respectively, of $S$; i.e., $S \to MU_*(S)$, $S \to MU^*(S)$ are the generalized homology and cohomology theories defined by the Thom spectrum $MU$. It will be useful to interpret elements of $MU_*(S)$ also as bordism classes of maps $f: M \to S$ where $M$ is a closed weakly complex manifold, and to interpret elements of $MU^*(S)$ as cobordism classes of proper complex-oriented maps $f: Z \to S$ of dimension $-q$, when $S$ is a $C^\infty$ manifold; cf. [332, Section 1]. For example, the elements of $MU^*(\mathbb{C}P^{n+q})$ and $MU_*(\mathbb{C}P^{n+q})$ defined by the natural embeddings $\mathbb{C}P^n \to \mathbb{C}P^{n+q}$ will be most useful. (Here $\mathbb{C}P^n$ is complex projective space of complex dimension $m$; e.g., $\mathbb{C}P^1 = S^2$, the Riemann sphere.)

(34.1.2) Complex orientation of $MU^*$ Let $E \to S$ be a complex $n$-vector bundle over the manifold $X$. Then the zero section $i: S \to E$ defines a class $\in$
$MU^{2n}(E)$, the Thom class of $E$; its pullback under $i^*$ is the Euler class of $E$, $e^{MU}(E) \in MU^{2n}(S)$. If $1_S$ denotes the class of the identity map $S \to S$, then $e(E) = i^* i_* 1$, where $f_*: MU^*(S) \to MU^*(T)$ for $f: S \to T$ proper and complex oriented, is the forward (Gysin) homomorphism defined by

\[(g: Z \to S) \mapsto (fg: Z \to T)\]

**Theorem** Let $h^*$ be a complex oriented cohomology theory with Euler classes $e^h$. Then there is a unique transformation of cohomology theories $\vartheta: MU^* \to h^*$ (linear, degree preserving, and multiplicative) such that $\vartheta e^{MU}(L) = e^h(L)$ for all complex line bundles $L$.

For a proof, see [133, 332, or 203].

**Cohomology operations in $MU$** Define the cohomology theory $MU*[t] = MU*[t_1, t_2, \ldots]$ by $MU*[t](X, A) \otimes Z[t_1, t_2, \ldots]$. Let $F_{MU}(X, Y)$ be the formal group law of complex cobordism theory, i.e.,

\[e^{MU}(L_1 \otimes L_2) = F_{MU}(e^{MU}(L_1), e^{MU}(L_2)) = \sum_{i,j} a_{ij} e^{MU}(L_1)^i e^{MU}(L_2)^j, \quad a_{ij} \in MU(pt)\]

(cf. (31.1.2)). Define

\[\alpha_t^{-1}(X) = \sum_{n=1}^{\infty} F_{MU} t_{n-1} X^n, \quad t_0 = 1.\]

Now define Euler classes for $MU*[t]$ by the formula

\[e^{MU[t]}(L) = \alpha_t(e^{MU}(L))\]

This defines (because $\alpha_t(X) \equiv X \text{ mod}(\text{degree } 2)$) a complex orientation for $MU[t]$. Applying Theorem (34.1.3) one finds a cohomology transformation

\[r_t: MU^* \to MU*[t], \quad r_t e^{MU[t]} = e^{MU}\]

which takes the formal group law $F_{MU}(X, Y)$ of complex cobordism theory into the formal group law $F_{MU[t]}(X, Y)$ of $MU*[t]$ with $e^{MU[t]}$. We identify this last formal group law as follows. First, $MU[t]$ with $e^{MU}$ as Euler class has of course $F_{MU}(X, Y)$ as formal group law, now considered over $MU(pt)[t] \supseteq MU(pt)$. Now $\alpha_t(X)$ defines, by (34.1.6), the definition of $e^{MU[t]}$, an isomorphism of formal group laws

\[\alpha_t(X): F_{MU}(X, Y) \cong F_{MU[t]}(X, Y)\]

So we have

\[F_{MU[t]}(X, Y) = \alpha_t(F_{MU}(\alpha_t^{-1}(X), \alpha_t^{-1}(Y))\]

For each $x \in MU^*(S)$ write

\[r_t(x) = \sum_n r_n(x)t^n\]
where $n$ runs through all multi-indices $\mathbb{N} \rightarrow \mathbb{N} \cup \{0\}$ with compact support. Then the $r_n$ all are (linear, stable) cohomology operations $MU^* \rightarrow MU^*$ (of degree $2|n|$).

**Theorem (3.4.1.10)**

(i) $r_0 = id$.

(ii) $r_n(x, y) = \sum_{k=1}^{n+1} r_k(x)r_1(y)$.

(iii) Every stable cohomology operation $MU^* \rightarrow MU^*$ can be written as a sum $\sum n a_n r_n$ with $a_n \in MU^*(pt)$.

Of these, (i) and (ii) are immediate from the definition (since $r_i$ is multiplicative); for (iii) see, e.g., [2, part I], combined with the comments (3.4.1.11).

**Comments (3.4.1.11)**

Later we shall identify $F_{MU}(X, Y)$ with $F_U(X, Y)$ over $\mathbb{Z}[U_2, U_3, \ldots]$, the universal one dimensional formal group law over $\mathbb{Z}[U]$, constructed in Section 5 of Chapter I. Let $f_U(X)$ be the logarithm of $F_U(X, Y)$. Now define

$$f_{U,T}(X) = \sum_{i=1}^{\infty} f_U(T_i X^i), \quad F_{U,T}(X, Y) = f_{U,T}^{-1}(f_U(X) + f_U(Y))$$

where $T_1 = 1$. One checks—this is practically a triviality—that $F_{U,T}$ satisfies (over $\mathbb{Z}[U; T]$) the same type of functional equation as $f_U(X)$, and it follows by the functional equation lemma that

$$\alpha_{U,T}(X) = f_{U,T}^{-1}(f_U(X)) \in \mathbb{Z}[T; U][X]$$

Because $\alpha_{U,T}(X) \equiv X - T_n X^n \mod(T_1, \ldots, T_{n-1}, \text{degree } n + 1)$, it follows as in Proposition (19.1.18) of Chapter IV that $\alpha_{U,T}(X) : F_U(X, Y) \rightarrow F_{U,T}(X, Y)$ is a universal strict isomorphism of formal group laws. Now

$$\alpha_{U,T}^{-1}(X) = f_{U,T}^{-1}(f_U(X))$$

$$= f_U^{-1}(f_U(T_1 X) + f_U(T_2 X^2) + \cdots) = \sum_{i=1}^{\infty} f_U T_i X^i$$

So if we identify $T_i$ with $t_{i-1}$ and $F_U(X, Y)$ with $F_{MU}(X, Y)$, then $\alpha_{U,T}(X)$ becomes $\alpha_T(X)$, $F_{U,T}(X, Y)$ becomes $F_{MU(U)}(X, Y)$, and $r_i(pt) : MU^*(pt) \rightarrow MU^*(pt)[i]$ describes the most general change of coordinates $u = (u_1, u_2, \ldots) \mapsto u' = (u'_1, u'_2, u'_3, \ldots)$ for changing a formal group law $F_U(X, Y)$ to a strictly isomorphic formal group law $F_{U}(X, Y)$ (cf. also Section 19.1 of Chapter IV, especially Remark (19.1.21)).

There are many more universal isomorphisms $\alpha(X) : F_U(X, Y) \rightarrow F(X, Y)$. For instance, one can take $\tilde{\alpha}(X) = (X + T_2 X^2 + T_3 X^3 + \cdots)^{-1}$, taking the corresponding $\tilde{\alpha}_i^{-1}(X) = X + t_1 X^2 + \cdots$, one finds as above a cohomology transformation $s_i : MU^* \rightarrow MU^*[i]$. This is the usual Landweber–Novikov–Boardman operation, giving us the usual operations $s_n$ as defined, e.g., in [332].
Taking different universal isomorphisms \( \alpha(X); \tilde{\alpha}(X); \ldots \) corresponds to taking different polynomial bases \( t_1, t_2, \ldots; \tilde{t}_1, t_2, \ldots; \ldots, \dim(t_i) = \dim(\tilde{t}_i) = 2i \), for \( MU_*(MU) \) as a left \( MU(pt) \)-algebra, and these different bases are related by formulas \( \tilde{t}_i = \tilde{t}_i(t_1, \ldots, t_i), t_i \equiv t_i \mod(t_1, \ldots, t_{i-1}) \) because the coefficients in \( \alpha(X), \tilde{\alpha}(X) \) are thus related.

A reason I like to use \( r_i \) rather than \( s_i \) is that by setting enough things equal to zero \( r_i \), specializes to the “right” right unit homomorphism \( BP_*(pt) \to BP_*(P)[t_1, t_2, \ldots] \) (where “\( t_i = t_{p_i-1} \)” for Brown-Peterson cohomology. It seems that in order to do explicit calculations in terms of a chosen set of generators (of \( MU(pt) \) or \( BP(pt) \)) it is useful to see to it that the logarithm of the receiving formal group law of a universal isomorphism \( \alpha(X): F_{MU}(X, Y) \to F(X, Y) \) is reasonably easy to describe in terms of the logarithm of \( F_{MU}(X, Y) \) (and similarly for \( F_{BP}(X, Y) \) of course). In [2] this logarithm of the receiving formal group law is called the modified logarithm and denoted “mog.”

34.2 Universality of the formal group law of complex cobordism

(34.2.1) Some preliminary calculations Let \( \xi \) over \( CP^N \) be the universal complex line bundle and let \( u = e^{MU}(\xi) = c_1(\xi) \in MU^2(CP^N) \). Then

\[
MU^*(CP^N) = MU(pt)[u]/(u^{N+1}), \quad MU_*(CP^N) = \bigoplus_{i=0}^{N} MU(pt)\beta_i
\]

where the \( \beta_i \) are determined by \( \langle \beta_j, u^i \rangle = \delta_{ij} \), where \( \langle , , \rangle \) denotes the Kronecker product. Now let \( cp(n) \in U_{2n}(CP^N) \) be the bordism class of the natural embedding \( CP^n \to CP^N \). Then of course

(34.2.2) \( cp(n) \cap u^i = cp(n - i), \quad \langle cp(n), u^i \rangle = [CP^{n-i}] \)

and as a result

(34.2.3) \( cp(n) = \sum_{i=0}^{n} [CP^i] \beta_{n-i} \)

as is seen by taking Kronecker products with the \( u^i \). It follows that the \( cp(n), n = 0, \ldots, N \) are a basis for the free \( MU(pt) \)-module \( MU_*(CP^N) \). We now define a new basis for the free \( MU(pt) \)-module \( MU^*(CP^N) \) by

(34.2.4) \( \langle u_j, cp(i) \rangle = \delta_{ij}, \quad i, j = 0, \ldots, N \)

Now let \( D: MU^*(CP^N) \to MU_*(CP^N) \) be Poincaré–Atiyah duality (which is defined by \( x \mapsto cp(N) \cap x \)). Then

(34.2.5) \( Du_j = \beta_{N-j} \)

Indeed

\[
\langle Du_j, u^i \rangle = \langle cp(N) \cap u_j, u^i \rangle = \langle cp(N), u_j \cup u^i \rangle = \langle cp(N) \cap u^i, u_j \rangle = \langle cp(N - i), u_j \rangle = \delta_{N-i,j} = \delta_{N-j,i} = \langle \beta_{N-j}, u^i \rangle
\]
Finally, we have
\[(34.2.6) \quad u_j = u_0 u^j\]

since
\[\langle u_0 u^j, cp(i) \rangle = \langle u_0, u^j \cap cp(i) \rangle = \langle u_0, cp(i-j) \rangle = \delta_{0,i-j} \]
\[= \delta_{j,i} = \langle u_j, cp(i) \rangle \]

\[(34.2.7) \textbf{Milnor hypersurfaces} \quad \text{Let } \xi_r \otimes \xi_s \text{ over } \mathbb{CP}^r \times \mathbb{CP}^s \text{ be the tensor product of } \xi = \xi_r \text{ over } \mathbb{CP}^r \text{ with } \xi_s = \xi \text{ over } \mathbb{CP}^s. \text{ Let } h(r, s) \in MU_{2r+s-2} \text{ (} \mathbb{CP}^r \times \mathbb{CP}^s \text{) be the Atiyah–Poincaré dual of } e^{MU}(\xi_r \otimes \xi_s) = c_1(\xi_r \otimes \xi_s) \in MU^2(\mathbb{CP}^r \times \mathbb{CP}^s). \text{ Then } h(r, s) \text{ is represented by the embedding of a type } (1,1) \text{ hypersurface } H_{r,s} : \mathbb{CP}^r \times \mathbb{CP}^s \rightarrow \mathbb{CP}^r \times \mathbb{CP}^s, \text{ which realizes the cycle represented by } \mathbb{CP}^r-1 \times \mathbb{CP}^s + \mathbb{CP}^r \times \mathbb{CP}^s-1 \text{ in } H_{2r+s-2}(\mathbb{CP}^r \times \mathbb{CP}^s). \text{ So we have by definition}\]
\[(34.2.8) \quad [H_{r,s}] = \varepsilon_*(D(e^{MU}(\xi_r \otimes \xi_s))), \quad \xi_r \otimes \xi_s \rightarrow \mathbb{CP}^r \times \mathbb{CP}^s \]

where \(\varepsilon : \mathbb{CP}^r \times \mathbb{CP}^s \rightarrow pt\) is the canonical map. For the proof of the universality of the formal group law of complex cobordism theory, we shall now need the following facts.

\[(34.2.9) \quad \textbf{Theorem} \]

(i) \(MU(pt)\) is torsion free and \(MU(pt) \otimes Q = Q[[\mathbb{CP}^1], [\mathbb{CP}^2], \ldots]\).

(ii) The \([H_{r,s}]\) are a set of multiplicative generators for \(MU_*\(pt\); i.e., every element of \(MU\(pt\) can be written as a sum with coefficients in \(Z\) of monomials in the \([H_{r,s}]\).

(iii) \([H_{r,0}] = [\mathbb{CP}^r-1], [H_{r,1}] = [\mathbb{CP}^1][\mathbb{CP}^r-1] = [H_{1,r}]\).

For a proof of (i) and (ii), cf., e.g., [294, 314, or 398] (especially pp. 130, 131 of [398] for (ii). The formulas of (iii) are clear. (Or use Chern numbers.)

\[(34.2.10) \quad \textbf{Theorem} \quad \text{Let } CP(Z) = \sum_{n=0}^{\infty} [CP]^n Z^n \in MU(pt)[Z]. \text{ Then the formal group law of complex cobordism theory is equal to}\]
\[F_{MU}(X, Y) = \frac{X + Y + \sum_{s=1}^{\infty} [H_{r,s}]X^s Y^s}{CP(X)CP(Y)}\]

\textbf{Proof} Consider \(e^{MU}(\xi_r \otimes \xi_s) \in MU^2(\mathbb{CP}^r \times \mathbb{CP}^s)\). We claim that
\[(34.2.11) \quad \langle e^{MU}(\xi_r \otimes \xi_s), cp(i) \otimes cp(j) \rangle = [H_{i,j}]\]

for all \(i \leq r, j \leq s\). To see this let \(l : \mathbb{CP}^i \times \mathbb{CP}^j \rightarrow \mathbb{CP}^r \times \mathbb{CP}^s\) be the canonical embedding. (The elements \(cp(i) \otimes cp(j) \in MU_{2i+j}(\mathbb{CP}^i \times \mathbb{CP}^j)\) and \(cp(i) \otimes cp(j) \in MU_{2i+j}(\mathbb{CP}^r \times \mathbb{CP}^s)\) are identified via \(l_*\); cf. (34.2.1)). We can write
\[h(i, j) = \sum a_{k,l} \beta_k \otimes \beta_l \in MU_* (\mathbb{CP}^i \times \mathbb{CP}^j), \quad a_{k,l} \in MU(pt)\]
Then, since $\varepsilon_* h(i, j) = [H_{i, j}]$, we have $a_{0,0} = [H_{i,j}].$ Now using (34.2.5), (34.2.4)

$$
\langle e^{MU}(x, \otimes y), c\pi(i) \otimes c\pi(j) \rangle = \langle e^{MU}(x, \otimes y), l_*(c\pi(i) \otimes c\pi(j)) \rangle \\
= \langle l^*e^{MU}(x, \otimes y), c\pi(i) \otimes c\pi(j) \rangle \\
= \langle e^{MU}(x, \otimes y), c\pi(i) \otimes c\pi(j) \rangle \\
= \langle D^{-1}h(i, j), c\pi(i) \otimes c\pi(j) \rangle \\
= \langle \sum a_{kl}u_{i-k} \otimes u_{j-l}, c\pi(i) \otimes c\pi(j) \rangle \\
= a_{0,0} = [H_{i,j}]
$$

proving (34.2.11). Since $[H_{0,1}] = [H_{1,0}] = 1$, it follows that (by taking Kronecker products with the $c\pi(i) \otimes c\pi(j)$)

(34.2.12) $e^{MU}(x, \otimes y) = u_1 \otimes u_0 + u_0 \otimes u_1 + \sum_{i+j>1} [H_{i,j}]u_i \otimes u_j$

Now we also have

(34.2.13) $u_0 = 1/CP(u)$

Indeed $u = e^{MU}(x, 1) = u_1 + \sum_{i=2}^{\infty} [H_{i,0}]u_i = u_0(u + \sum_{i=2}^{\infty} [CP^{i-1}]u^i)$, where we have used (34.2.6), and the result follows.

Now combine (34.2.12), (34.2.13), and (34.2.6) and let $r, s \to \infty$ to obtain Theorem (34.2.10).

(34.2.14) **Theorem** The logarithm $\log_{MU}(X)$ of $F_{MU}(X, Y)$ is equal to

$$
\log_{MU}(X) = \sum_{n=0}^{\infty} \frac{[CP^n]}{n+1} X^{n+1}
$$

**Proof** Let $F(X, Y)$ be any formal group law over a characteristic zero ring $A$, and let $f(X)$ be its logarithm. Taking the derivative with respect to $Y$ in $f(F(X, Y)) = f(X) + f(Y)$ and then substituting $Y = 0$, one finds

(34.2.15) $\frac{df}{dX}(X) \cdot \frac{\partial F}{\partial Y}(X, 0) = 1$

Applying this to $F_{MU}(X, Y)$ and using part (iii) of Theorem (34.2.9) one obtains Theorem (34.2.14).

(34.2.16) **Theorem** The formal group law $F_{MU}(X, Y)$ over $MU(pt)$ is a universal one dimensional formal group law.

**Proof** Let $F(X, Y)$ over $A$ be a one dimensional formal group law over a characteristic zero ring $A$. Let $f(X)$ be the logarithm of $F(X, Y)$. Consider the ring homomorphism $\phi: MU(pt) \otimes Q \to A \otimes Q$ defined by

$$
\phi([CP^n]) = (n+1)a_{n+1}, \quad n \in \mathbb{N} \cup \{0\}, \quad \text{where} \quad f(X) = \sum_{n=1}^{\infty} a_n X^n, \quad a_1 = 1
$$
Then \( \phi, F_{MU}(X, Y) = F(X, Y) \) by Theorem (34.2.14). Hence \( \phi(e_{i,j}) \in A \) for all coefficients \( e_{i,j} \) of

\[
F_{MU}(X, Y) = X + Y + \sum e_{i,j} X^i Y^j
\]

Now by Theorem (34.2.9)(ii) and Theorem (34.2.10) the \( e_{i,j} \) and \([CP^n]\) generate \( MU(pt) \). It follows (using that \( na_n \in A \), which follows, e.g., from (34.2.15)) that \( \phi(MU(pt)) \subset A \), so that there is a homomorphism \( \phi: MU(pt) \to A \) taking \( F_{MU}(X, Y) \) into \( F(X, Y) \). The homomorphism is also clearly unique since it must take \( \log_{MU}(X) \) into \( f(X) \).

This proves that \( F_{MU}(X, Y) \) is universal for formal group laws over characteristic zero rings. Since \( F_U(X, Y) \) over \( Z[U] \), the universal formal group law over \( Z[U] \), is defined over a characteristic zero ring, it follows that there are mutually inverse ring homomorphisms \( MU(pt) \to Z[U], Z[U] \to MU(pt) \) taking \( F_{MU}(X, Y) \) into \( F_U(X, Y) \) and vice versa. It follows that \( F_{MU}(X, Y) \) over \( MU(pt) \) is universal.

### 34.3 p-Typification in topology

■ (34.3.1) We shall from now on usually identify \( MU(pt) \) with \( Z[U] \) and \( F_{MU}(X, Y) \) with \( F_U(X, Y) \). Just what this means for a set of free polynomial generators for \( MU(pt) \) will be discussed later in Section 34.4. For the moment, this is immaterial. We write

\[
F_U(X, Y) = F_{MU}(X, Y) = F_U^{-1}(f_U(X) + f_U(Y))
\]

\[
f_U(X) = \sum_{n=1}^{\infty} m_{n-1} X^n = \sum_{n=1}^{\infty} l_n(U) X^n
\]

so that \( m_n = (n + 1)^{-1}[CP^n] \in MU(pt) \otimes Q, l_n(U) \in Q[U] \); cf. Section 5, Chapter I. (We have written \( l_n(U) \) instead of \( m_n(U) \) to avoid confusion.)

■ (34.3.2) Generalities and recollections concerning p-typification

Choose a prime number \( p \). Identifying \( U_p \) and \( V_i \), we have that the universal \( p \)-typical formal group law \( F_{V}(X, Y) \) and the universal formal group law \( F_U(X, Y) \) are strictly isomorphic over \( Z_{(p)}[U] \). (Their logarithms satisfy the same type of functional equation; compare formulas (5.3.3) and (2.3.6) of Chapter I.) Let

\[
\alpha_{U, V}(X) = F_{V}^{-1}(f_U(X))
\]

be the (unique) strict isomorphism \( F_U(X, Y) \to F_{V}(X, Y) \). Now \( F_{V}(X, Y) \) is a formal group law over \( Z[U] \) (we are still identifying \( V_i \) with \( U_p \)), so there exists a unique homomorphism of rings \( \psi_p: Z[U] \to Z[U] \) such that \( \psi_p F_U(X, Y) = F_{V}(X, Y) \). The homomorphism \( \psi_p \) tells us what we must do to the coefficients of \( F_U(X, Y) \) in order to change \( F_U(X, Y) \) into \( F_{V}(X, Y) \). It follows of course that \( \psi_p f_U(X) = f_V(X) \).
Now, since \( a_n(V) = l_p(U) \) (compare formulas (5.2.7) and (3.3.8) of Chapter I), there is a perfectly obvious homomorphism \( \mathbb{Z}[U] \to \mathbb{Z}[U] \) that takes \( F_U(X, Y) \) into \( F_V(X, Y) \); it is \( U_i \to 0 \) if \((p, i) = 1\) and \( U_{pn} \to U_{pn} \) for all \( n \in \mathbb{N} \). By uniqueness we therefore have

\[
\Psi_p(U_i) = \begin{cases} 
0 & \text{if } (n, p) = 1 \\
U_i & \text{if } n \text{ is a power of } p
\end{cases}
\]

(34.3.3)

We shall need the following trivial technical lemma.

\[\textbf{Lemma} \text{ Let} \]

\[\alpha_{\overline{\nu}, \nu}(X) = \sum_{i=0}^{\infty} y_i X^{i+1} \]

Then \( \Psi_p(y_i) = 0 \) for all \( i \in \mathbb{N} \).

**Proof** We have

\[\alpha_{\overline{\nu}, \nu}(X) = f_{\nu}^{-1}(f_{\nu}(X))\]

so that \( (\Psi_p)_*(\alpha_{\overline{\nu}, \nu}(X)) = ((\Psi_p)_* f_{\nu})^{-1}((\Psi_p)_* f_{\nu}(X)) = f_{\nu}^{-1}(f_{\nu}(X)) = X \) since \( (\Psi_p)_* \) takes \( f_{\nu}(U) \) to \( f_{\nu}(X) \) and \( \Psi_p \) is idempotent.

\[\textbf{An idempotent cohomology operation on } MU^*_p \]

Let \( MU^*_p \) be the cohomology theory defined by \( MU^*_p(S, A) = MU^*(S, A) \otimes \mathbb{Z}(p) \). We give \( MU^*_p \) Euler classes as follows:

\[
e^{MU^*_p}(L) = \alpha_{U, \nu}(e^{MU}(L))
\]

(34.3.6)

for all complex line bundles \( L \). This gives \( MU^*_p \) a complex orientation. Applying Theorem (34.1.3) we find a unique transformation of cohomology theories

\[
\delta_p : MU^* \to MU^*_p, \quad \delta_p e^{MU} = e^{MU^*_p}
\]

As in (34.1.4) one has

\[
F_{MU^*_p}(e^{MU^*_p}(L_1), e^{MU^*_p}(L_2)) = e^{MU^*_p}(L_1 \otimes L_2) = \alpha_{U, \nu}(e^{MU}(L_1 \otimes L_2)) = \alpha_{U, \nu}(F_{MU}(e^{MU}(L_1), e^{MU}(L_2))) = \alpha_{U, \nu}(F_{MU}(\alpha_{\overline{\nu}, \nu}(L_1), \alpha_{\overline{\nu}, \nu}(L_2)))
\]

so that \( F_{MU^*_p}(X, Y) = \alpha_{U, \nu}(F_{MU}(\alpha_{\overline{\nu}, \nu}(X), \alpha_{\overline{\nu}, \nu}(Y))) = F_{\nu}(X, Y) \), the universal \( p \)-typical formal group law.

Now \( \delta_p \) takes \( F_{MU}(X, Y) \) into \( F_{MU^*_p}(X, Y) \) and it follows that

\[
\delta_p(pt) = \Psi_p
\]

(34.3.7)

where \( \Psi_p \) is as in (34.3.2). In particular, writing also \( \delta_p \) for the induced cohomology operation \( MU^*_p \to MU^*_p \), it follows that \( \delta_p(pt) \) is idempotent. Quite
generally this implies that \( \vartheta_{(p)}: MU_{(p)}^* \rightarrow MU_{(p)}^* \) is itself idempotent (cf. [2, Lemma 9.3 of Part II]). In this case this can also be seen as follows.

Let \( \rho_p: MU^*[i] \rightarrow MU_{(p)}^* \) be the multiplicative cohomology operation defined by

\[
\rho_p(t_i) = y_i
\]

where the \( y_i \) are as in Lemma (34.3.4). Then by definition of \( \rho_p \) we have that \( \rho_p \circ r_i = \vartheta_p \) (cf. (34.1.4)). And

\[
\vartheta_p \rho_p(x) = \vartheta_p \rho_p \left( \sum_n r_n(x)t^n \right) = \vartheta_p \left( \sum_n r_n(x)y^n \right) = \vartheta_p (r_0(x)) = \vartheta_p(x)
\]

because \( \vartheta_p(y_i) = 0 \) for all \( i > 0 \) by Lemma (34.3.4).

(3.8) **Definition of Brown-Peterson cohomology** We now define Brown-Peterson cohomology \( BP^* \) by

\[
BP^*(S, A) = \text{Im}(\vartheta_p: MU_{(p)}^*(S, A) \rightarrow MU_{(p)}^*(S, A))
\]

Since \( \vartheta_p(pt) = \Psi_p \), we have immediately from (34.3.3) that

\[
(3.9) \quad BP(pt) \cong \mathbb{Z}_{(p)}[V_1, V_2, \ldots]
\]

Brown-Peterson cohomology is multiplicative, complex oriented, and its formal group law is the universal \( p \)-typical formal group law \( F_v(X, Y) \)—all of which properties are immediate from the definition above.

(3.10) **Quillen decomposition** Let \( h^* \) be the cohomology theory \( h^*(S, A) = BP^*(S, A) \otimes \mathbb{Z}_{(p)}[U_i | i \text{ not a power of } p, i \geq 2] \). Let \( \eta_p: BP^* \rightarrow MU_{(p)}^* \) be the canonical injection defined by the idempotent \( \vartheta_p \) and define \( \Theta_p: h^* \rightarrow MU_{(p)}^* \) by

\[
\Theta_p(U^* \otimes x) = U^* \eta_p(x)
\]

Then \( \Theta_p \) is a linear multiplicative cohomology transformation and \( \Theta_p(pt) \) is an isomorphism, so \( \Theta_p \) is an isomorphism of cohomology theories, showing that \( MU_{(p)}^* \) decomposes as a wedge sum of dimension shifted copies of \( BP^* \).

(3.11) **Proposition** Let \( h^* \) be a complex oriented cohomology theory whose associated formal group law is \( p \)-typical, and such that \( h^*(pt) \) is a \( \mathbb{Z}_{(p)} \)-algebra. Then there exists a unique (linear, multiplicative) cohomology transformation \( \vartheta: BP^* \rightarrow h^* \) such that \( \vartheta e_{BP} = e_h \).

**Proof** There exists by Theorem (34.1.3) a unique cohomology transformation \( \vartheta: MU^* \rightarrow h^* \) taking \( e^{MU} \) to \( e_h \) and therefore

\[
\vartheta(pt)_* F_{MU}(X, Y) = F_h(X, Y)
\]

Let \( \pi_p: MU^* \rightarrow BP^* \) be the projection induced by \( \vartheta_p \) onto the image of \( \vartheta_p: MU_{(p)}^* \rightarrow MU_{(p)}^* \). By hypothesis \( F_h(X, Y) \) is \( p \)-typical, hence it follows that \( \vartheta(pt) \)
factors through $\pi_p(pt)$: $MU(pt) \to BP(pt)$, $U_i \to 0$ if $i$ is not a power of $p$ and $U_i \to V_j$ if $i = p^j$:

$$MU_{(p)}^* \xrightarrow{\mathcal{G}} h^* \xrightarrow{\pi_p} BP^*$$

We claim that it follows that $\mathcal{G}$ factors through $\pi_p$. To see this it suffices to show that if $x \in MU_{(p)}^*(S, A)$ and $\mathcal{G}_p(x) = 0$, then $\mathcal{G}(x) = 0$ (because $MU_{(p)}^* \cong \text{Im } \mathcal{G}_p \oplus \text{Ker } \mathcal{G}_p$).

Now

$$\mathcal{G}_p(x) = \sum_n r_n(x) y^n$$

so, if $\mathcal{G}_p(x) = 0$, we have

$$x = - \sum_{n \neq 0} r_n(x) y^n$$

and since $\mathcal{G}_p(pt)(y_i) = 0$ for all $i$, we have $\mathcal{G}(pt)(y_i) = 0$ all $i$ because $\mathcal{G}(pt)$ factors through $\pi_p(pt)$, and hence $\mathcal{G}(x) = 0$. This proves the proposition.

### 34.4 Generators for $MU(pt)$ and $BP(pt)$

#### (34.4.1) Generators for $MU(pt)$

We have seen that $F_{MU}(X, Y)$ is a universal formal group law (Theorem (34.2.16)) so there are mutually inverse isomorphisms

$$\phi: MU(pt) \to \mathbb{Z}[U], \quad \psi: \mathbb{Z}[U] \to MU(pt)$$

such that $\phi \circ F_{MU}(X, Y) = F_U(X, Y)$, $\psi \circ F_U(X, Y) = F_{MU}(X, Y)$. Let $f_U(X)$ be the logarithm of $F_U(X, Y)$, where we choose the coefficients of $n(i_1, \ldots, i_s)$ as in Section 5.6 of Chapter I. Then writing $f_U(X) = \sum l_n(U) X^n$, we have according to Theorem (5.6.16)

$$v(n) l_n(U) = U_n + \sum_{d|\mu(n)} \frac{\mu(n, d)v(n)}{\nu(d)} l_{n/d}(U) U^{n/d}$$

(34.4.2)

where $\nu(i) = p$ if $i$ is a power of the prime $p$, and $\nu(i) = 1$ if $i$ is not a power of a prime number or $i = 1$, and where the $\mu(n, d)$ are certain integers

$$\mu(n, d) = \prod_{p|n} c(p, d)$$

where the $c(p, d) \in \mathbb{Z}$ have been chosen such that $c(p, d) = 1$ if $\nu(d) = 1$, $p$ and $c(p, d) \equiv 1 \mod p$, $c(p, d) \equiv 0 \mod p'$ if $\nu(d) = p' \neq p$. (Here $p$ and $p'$ are always prime numbers.)

Now apply $\psi$ to (34.4.2) and recall that $\log_{MU}(X) = \sum_{n=0}^{\infty} m_n X^{n+1}$, $m_n = (n + 1)^{-1}[\mathbb{C}P^n]$. Let $u_{n-1} = \psi(U_n)$, $n = 2, 3, \ldots$. Then we find a set of free
polynomial generators \( u_1, u_2, \ldots \) for \( MU(pt) \) which are related to the 
\( m_n \in MU(pt) \otimes \mathbb{Q} \) by the formula 

\[
(34.4.3) \quad \nu(n)m_{n-1} = u_{n-1} + \sum_{d|n, d \neq 1, n} \frac{\mu(n, d)\nu(n)}{\nu(d)} \cdot m_{\frac{n}{d}-1} u_{\frac{n}{d}-1}^{n/d}
\]

(Note that \( \nu(d)^{-1} \mu(n, d)\nu(n) \) is always an integer.) It follows that \( \dim u_i = 2i \).

Since \( H_*(MU) = \mathbb{Z}[m_1, m_2, \ldots] \), one can also view (34.4.3) as a description of the Hurewicz homomorphism \( MU(pt) = \pi_*(MU) \rightarrow H_*(MU) \) in terms of the generators \( u_1, u_2, u_3, \ldots \).

\section{(34.4.4) Generators for \( BP(pt) \)}

By construction \( BP(pt) \) is the image of \( \Psi_p: MU(pt) \rightarrow BP(pt), u_i \mapsto 0 \) if \( i+1 \) is not a power of \( p \), and \( u_i \mapsto u_i \) if \( i+1 \) is a power of \( p \). Let \( v_i = \Psi_p(u_{p^{i-1}}), i = 1, 2, \ldots \). Then the \( v_i \) are a free polynomial basis for \( BP(pt) \), and by applying \( \Psi_p = \delta_p(pt) \) to (34.4.3) we see that they are related to the \( m_{p^{i-1}} \in BP(pt) \otimes \mathbb{Q} \) by the formula

\[
(34.4.5) \quad pm_{p^{i-1}} = v_n + m_{p^{i-1}} v_{n-1}^p + m_{p^{i-1}} v_{n-2}^{p^2} + \cdots + m_{p^{i-1}}^{-1} v_{n-1}^{p^{n-1}}
\]

which again can be seen as a description of \( BP(pt) = \pi_*(BP) \rightarrow H_*(BP) = \mathbb{Z}_p[\{m_{p^{i-1}} | i = 1, 2, \ldots \}] \). Since \( \Psi_p \) is an endomorphism of \( MU(pt) \) (and not just an endomorphism of \( MU_{(p)}(pt) \)), it follows that the \( v_i \) are integral, i.e., they live in \( MU(pt) \) and not just in \( MU_{(p)}(pt) \); cf. also [6].

\section{(34.4.6) Remark}

If \( BP \) is constructed in another way than by splitting off a factor of \( MU_{(p)} \) and one has proved that \( BP \) is complex oriented and has a \( p \)-typically universal formal group law with logarithm \( \sum m_{p^{i-1}} X^{p^i} \), then arguing as in (34.4.1) one also finds generators \( v_i \) satisfying (34.4.5) (where one uses formula (3.3.9) of Chapter I instead of Theorem (5.6.16)). In this connection it is worth noticing that the original \( BP \) spectrum is defined over \( \mathbb{Z} \) rather than \( \mathbb{Z}_{(p)} \); cf. [47] and also [33, Appendix D, Section 7] for the uncountably many different \( BP \) spectra, which, when localized at \( p \), give the version over \( \mathbb{Z}_{(p)} \) described above in Section 34.3.

## 34.5 Brown–Peterson cohomology operations

\section{(34.5.1) We shall identify \( BP(pt) \) with \( \mathbb{Z}_p[V] \), via \( v_i \mapsto V_i \); \( F_{BP}(X, Y) \) then becomes the universal \( p \)-typical formal group law \( F_{V}(X, Y) \) over \( \mathbb{Z}_p[V] \).}

\section{(34.5.2) Let \( \alpha_{V*, T}(X) : F_{V}(X, Y) \rightarrow F_{V*, T}(X, Y) \) be the universal isomorphism of one dimensional \( p \)-typical formal group laws of Theorem (19.2.6) of Chapter IV; cf. also Theorem (2.3.10) of Chapter I where we showed that \( \alpha_{V*, T}(X) = f_{V, \frac{1}{T}}(f_V(X)) \) is an isomorphism.

Let \( BP^*[t] \) be the cohomology theory \( BP^*[t](M, A) = BP^*(M, A)[t] \) where \( t \) is short for \( t = (t_1, t_2, \ldots) \). We give \( BP^*[t] \) Euler classes by setting

\[
e^{BP^*[t]}(L) = \alpha_{V, *}(e^{BP}(L))
\]
Then $BP^*[t]$ is complex oriented. Moreover, its formal group law is (cf. (34.3.5) for a similar calculation)

$$F_{BP[t]}(X, Y) = \alpha_{V, t}(F_{BP}(\alpha_{V, t}^{-1}(X), \alpha_{V, t}^{-1}(Y)))$$

$$= \alpha_{V, t}(F_{V}(\alpha_{V, t}^{-1}(X), \alpha_{V, t}^{-1}(Y))) = F_{V, t}(X, Y)$$

which is $p$-typical. Hence by Proposition (34.3.11) there exists a unique transformation of cohomology theories

$$r_t: BP^* \rightarrow BP^*[t]$$

such that $(r_t)_* F_V(X, Y) = F_{V, t}(X, Y)$. In particular, it follows that

$$r_t(pt)_* f_V(X) = f_{V, t}(X)$$

Now $f_V(X) = \sum_{i=0}^{\infty} m_{p^i-1} X^{p^i}$, and, according to formula (3.3.10) of Chapter 1,

$$f_{V, t}(X) = \sum_{i=0}^{\infty} \left( \sum_{j=0}^{i} m_{p^j-1} t_{p^j-1}^{p^i} \right) X^{p^i}$$

so that $r_t(pt)$ is given by

$$r_t(pt)(m_{p^n-1}) = \sum_{i=0}^{n} m_{p^i-1} t_{p^i-1}^{p^n-i}$$

on $BP(pt) \otimes \mathbb{Q}$. So we see that $r_t$ is precisely the right unit homomorphism $\eta_R: BP(pt) = \pi_*(BP) \rightarrow BP_*(BP)$ as described by Adams in [2, Part II, Theorem 16.1].

The $r_t^{BP}$ we have just defined fits in very well with the $r_t^{MU}$ we have defined above in 34.1 in the sense that the following diagram is commutative:

$$\begin{array}{ccc}
MU^* & \xrightarrow{r_t^{MU}} & MU^*[t] \\
\downarrow{\pi_p} & & \downarrow{\pi_p} \\
BP^* & \xrightarrow{r_t^{BP}} & BP^*[t]
\end{array}$$

where $\pi_p$ is $\pi_p$ on $MU^*$ and $\pi_p(t_i) = 0$ if $i$ is not of the form $p^j - 1$ and $\pi_p(t_{p^j-1}) = t_j$.

### The cohomology operations $r_E$

An exponent sequence $E = (e_1, e_2, \ldots)$ is simply a multi-index $N \rightarrow N \cup \{0\}$ with finite support. Writing as usual $t^E = \prod_{i \in \text{supp}(E)} t_i^{e_i}$, the big cohomology operation $r$, can be written

$$r_t(x) = \sum_E r_E(x)t^E, \quad r_E(x) \in BP^*(S, A)$$

giving us (stable) $BP$-cohomology operations $r_E$ for every exponent sequence $E$.

Every stable $BP$-cohomology operation $r$ can be written as a sum $r = \sum a_E r_E$ with $a_E \in BP(pt)$. This follows, e.g., from the corresponding fact for $MU$ together with the Quillen splitting (cf. (34.3.10)).
Among the $r_E$ the $r_{\Delta_i} = (0, 0, \ldots, 0, 1, 1, 0, \ldots)$ with the 1 in the $i$th spot, are especially interesting because every $r$ can be written as a sum with coefficients in $BP(pt)$ of composites of the $r_{\Delta_i}$.

(34.5.4) Relation with the homomorphism $\eta_R$ of Section 19.3, Chapter IV $F_{V,T}(X, Y)$ over $\mathbb{Z}[V; T]$ is a $p$-typical formal group law, so by the universality of $F_V(X, Y)$ over $\mathbb{Z}[V]$ there exists a unique homomorphism $\eta_R: \mathbb{Z}[V] \to \mathbb{Z}[V; T]$, $V_i \mapsto \bar{V}_i$ such that $(\eta_{R,*}) \circ F_V(X, Y) = F_{V,T}(X, Y)$; a homomorphism that we studied to some extent in Section 19.3 of Chapter IV and which was most useful in Section 22 of Chapter IV when we were studying liftings and moduli and isomorphism classes of (one dimensional) formal group laws.

Now identify $\mathbb{Z}_{(p)}[V]$ with $BP(pt)$ by $V_i \mapsto v_i$ and $\mathbb{Z}_{(p)}[V; T]$ with $BP(pt)[t] = BP_{*}(BP)$ by $V_i \mapsto v_i$, $T_i \mapsto t_i$. Then $F_V(X, Y)$ becomes $F_{BP}(X, Y)$ and $F_{V,T}(X, Y)$ becomes $F_{BP}(X, Y)$, so that $r_{i}(pt): BP(pt) \to BP_{*}(BP)$ corresponds to the localized in $p$ version of $\eta_{R,*}: V_n \mapsto \bar{V}_n$. Let $\bar{v}_n = r_i(pt)(v_n)$. Then we have

$$r_i(v_{n+h}) \equiv v_{n+h} - t_n v_n^{p^n} + v_n t_n^{p^n} \mod (v_1, \ldots, v_{h-1}, v_{h+1}, \ldots, v_{n+h-1}, t_1, \ldots, t_{n-1}, p)$$

for all $n, h \in \mathbb{N}$ (formula (19.4.5) of Chapter IV). We also have, applying Theorem (22.3.4) of Chapter IV with $A = \mathbb{Z}_p$ (i.e., $\pi = p = q$),

$$r_i(v_n) \equiv v_n + \sum (-1)^m([CP^{p^m-1}] v_{n-s_1}^{p^{s_1-1}}) \times \cdots \times ([CP^{p^m-1}] v_{n-s_m}^{p^{s_m-1}}) \times \cdots \times \cdots \times [-1]^m([CP^{p^m-1}] v_{n-s_1}^{p^{s_1-1}}) \times \cdots \times \cdots \times \cdots \times (-1)^m([CP^{p^m-1}] v_{n-s_m}^{p^{s_m-1}}) \times \cdots \times \cdots \times \cdots \times (pt_i)$$

where the congruence is modulo the ideal $(t_i t_j | i, j \in \mathbb{N})$, and where the first sum is over all sequences $(s_1, \ldots, s_m, i, j)$ such that $s_i, i, j \in \mathbb{N}, m \in \mathbb{N} \cup \{0\}$, and $s_1 + \cdots + s_m + i + j = n$ and the second sum is over all sequences $(s_1, \ldots, s_m, i)$ such that $s_i, i \in \mathbb{N}, m \in \mathbb{N} \cup \{0\}$, and $s_1 + \cdots + s_m + i = n$.

From (34.5.5) and (34.5.6) one can simply read off a number of explicit formula and congruences for the cohomology operations $r_E: BP(pt) \to BP(pt)$.

First, we note that if we give $V_i$ and $T_i$ weight $2(p^i - 1)$, then $\bar{V}_n, V_n, a_n(V, T), a_n(V)$ are all homogeneous of weight $2(p^n - 1)$. So if we attach weight

$$\| E \| = 2(p - 1)e_1 + 2(p^2 - 1)e_2 + \cdots$$

to an exponent sequence, we have

$$r_i(v_n) = \sum_E r_E(v_n) t^E$$

with $r_E(v_n)$ of dimension $2(p^n - 1) - \| E \|$. A corollary of (34.5.5) is now:
Lemma 34.5.7 Let $E = (e_1, e_2, \ldots)$ be an exponent sequence such that $e_1 = e_2 = \cdots = e_{n-1} = 0$ and $\|E\| > 2(p^n + h - p^{h+1})$. Then $r_E(v_{n+h}) \equiv 0 \mod (p, v_1, \ldots, v_{h-1})$ unless $E = p^h \Delta_n$; then $r_E(v_{n+h}) \equiv v_h \mod (p, v_1, \ldots, v_{h-1})$.

A related result is the following generalization of Lemma 1.7 of [210] (sometimes known as the Budweiser lemma).

Lemma 34.5.8

(i) For $n \geq 3$ and $2 \leq l \leq n - 1$, we have:
(a) $r_E(v_n) \equiv 0 \mod (p^{l+1}, v_1, \ldots, v_{l-1})$ if $2(p^n - p^{l-1}) > \|E\| \geq 2(p^n - p^l)$ and $E$ not equal to $p^l \Delta_{n-l}$ or
\[\Delta_1 + (p - 1) \Delta_{n-l-1} = p^l \Delta_{n-l-1};\]
(b) $r_E(v_n) \equiv v_l \mod (p^{l+1}, v_1, \ldots, v_{l-1})$ if $E = p^l \Delta_{n-l};$
(c) $r_E(v_n) \equiv -p^l v_l \mod (p^{l+1}, v_1, \ldots, v_{l-1})$ if
\[E = \Delta_1 + (p - 1) \Delta_{n-l-1} + p^l \Delta_{n-l-1}.

(ii) For $n \geq 3$ (and $l = 0$), we have:
(a) $r_E(v_n) \equiv 0 \mod (p^{l+2})$ if $\|E\| \geq 2(p^n - 1)$ and $E$ not equal to $\Delta_n$ or $\Delta_1 + p \Delta_{n-1};$
(b) $r_E(v_n) \equiv p$ if $E = \Delta_n;$
(c) $r_E(v_n) \equiv -p^l \mod (p^{l+2})$ if $E = p \Delta_{n-1} + \Delta_1.$

(iii) For $n \geq 3$ (and $l = 1$), we have:
(a) $r_E(v_n) \equiv 0 \mod (p^{l+1})$ if $2(p^n - 1) > \|E\| \geq 2(p^n - p)$ and $E$ not equal to $p \Delta_{n-1}$ or $\Delta_1 + (p - 1) \Delta_{n-2} + p \Delta_{n-2};$
(b) $r_E(v_n) \equiv v_1 (1 - p^{l-1}) \mod (p^{l+1})$ if $E = p \Delta_{n-1};$
(c) $r_E(v_n) \equiv -p^l v_1 \mod (p^{l+1})$ if $E = \Delta_1 + (p - 1) \Delta_{n-1} + p \Delta_{n-2}.$

(iv) For $n = 1$, we have $r_{\Delta_1}(v_1) = p.$

(v) For $n = 2$, we have:
(a) $r_E(v_2) = 0$ if $\|E\| \geq 2(p^2 - p)$ and $E$ not equal to $\Delta_2$, $p \Delta_1$, $(p + 1) \Delta_1;$
(b) $r_E(v_2) = p$ if $E = \Delta_2;$
(c) $r_E(v_2) = -p^l$ if $E = (p + 1) \Delta_1;$
(d) $r_E(v_2) = (1 - p^{l-1} - p^l) v_1$ if $E = p \Delta_1.$

Here $\Delta_0 = (0, 0, \ldots)$. This is proved starting from Theorem (19.3.7) of Chapter IV (a precursor of (34.5.5) and (34.5.6)). For details cf. [172]. The Budweiser lemma results from (34.5.8) by considering congruences $\mod (p, v_1, \ldots, v_{l-1})$ rather than $\mod (p^{l+1}, v_1, v_2, \ldots, v_{l-1}).$

The congruence (34.5.6) is modulo the ideal generated by all products $t_i t_j$, $i, j \in \mathbb{N}$. So the coefficient of $t_i$ in the expression on the right of (34.5.6) is equal to $r_{\Delta}(v_n)$. We shall not write out the explicit formula; it is obtained from (34.5.6) by setting $t_j = 0$ for all $j \neq i.$
We have according to formula (3.3.8) of Chapter I
\[ m_{p^n-1} = p^{-n} [\mathbb{CP}^{p^n-1}] = \sum_{i_1 + \cdots + i_r = n} p^{-r} v_{1}^{p^{i_1}} \cdots v_{r}^{p^{i_1+\cdots+i_r-1}} \]
It follows that \([\mathbb{CP}^{p^n-1}] \equiv v_1 v_2 \cdots v_{p^n-1} = v_1^{(p-1)^{-1}(p^n-1)} \mod p\). Using (34.5.6), it follows that modulo \(p\)
\[ r_{\Delta_i}(v_n) \equiv -v_{n-i}^p + \sum (-1)^{m+1} v_1^{(p-1)^{-1}(p^{s_1} + \cdots + p^{s_m} - m)} v_{n-1}^{p^{s_1}-1} v_{n-2}^{p^{s_2}-1} \cdots v_{n-m}^{p^{s_m}-1} \]
where the sum is over all sequences \((s_1, \ldots, s_m, j)\) such that \(s_j, j \in \mathbb{N}, \]
\(s_1 + \cdots + s_m + j = n - i\).

**Corollary** For \(0 < i < n\), \(r_{\Delta_i}(v_n) \equiv -v_{n-i}^p \mod (p, v_1)\) and
\[ r_{\Delta_i}(v_n) \equiv -v_{n-i}^p + v_1 v_{n-1}^{p-1} v_{n-i-1}^{p-1} \]
\[ -v_1^2 v_{n-1}^{p-1} v_{n-2}^{p-1} v_{n-i-2}^{p-1} + \cdots + (-1)^{m+1} v_1^{m} v_{n-1}^{m} v_{n-i-1}^{m} \cdots v_{n-m}^{p-1} v_{n-i-m}^{p-1} \]
modulo \((p, v_1^{p+1})\), where \(m = \min(n - i - 1, p)\).

### 35 Tate Modules (for One Dimensional Formal Group Laws)

In this section \(A\) is a complete discrete valuation ring of characteristic zero with residue field \(k\) of characteristic \(p > 0\). We denote the quotient field of \(A\) by \(K\), the algebraic closure of \(K\) with \(K_{sc}\). If \(K \subset L \subset K_{sc}\), then \(A(L)\) is the ring of integers of \(L\); \(\mathfrak{m}(L)\) is the maximal ideal of \(L\); \(U(L) = A(L^*)\), the group of units of \(A(L)\); \(v\) denotes the normalized exponential valuation on \(K\), and we also use \(v\) to denote its extension to a valuation on \(K_{sc}\).

All formal groups in this section (35) will be commutative, one dimensional, and of finite height (unless something else is explicitly mentioned). Under this assumption \(\alpha(X)\): \(F(X, Y) \to G(X, Y)\) is of finite height iff \(\alpha(X) \neq 0\). So isogenies are simply nonzero homomorphisms in this case.

#### 35.1 Points of finite order: \(\Lambda(F)\) and \(F(K_{sc})\)

**Points of a formal group law** Let \(F(X, Y)\) be a formal group law over \(A\). We write \(F(K_{sc})\) for the group of points of \(F(X, Y)\) with values in \(K_{sc}\); cf. Chapter I, Section 1.3. That is, as a set, \(F(K_{sc})\) is the set of topologically nilpotent elements of \(K_{sc}\), i.e., \(\mathfrak{m}(K_{sc})\); and the addition of \(F(K_{sc})\) is given by the formula \(x + F y = F(x, y)\). We define \(\Lambda(F)\) as the torsion subgroup of \(F(K_{sc})\).

**Lemma** \(F \to F(K_{sc})\) and \(F \to \Lambda(F)\) are functors \(\text{FG}_A \to \text{Mod}_\Gamma\), where \(\Gamma = \text{Gal}(K_{sc}/K)\) is the Galois group and \(\text{Mod}_\Gamma\) is the category of \(\Gamma\)-modules (discrete topology on \(F(K_{sc})\) and \(\Lambda(F)\), Krull topology on \(\Gamma\); cf. (24.1.1)-(24.1.2) in Chapter IV).
Proof If \( \alpha(X) : F(X, Y) \to G(X, Y) \) is a homomorphism of formal group laws over \( A \), then \( x \mapsto \alpha(x) \) defines a group homomorphism \( F(K_{sc}) \to G(K_{sc}) \) which takes \( \Lambda(F) \) into \( \Lambda(G) \). If \( \alpha \in F(K_{sc}) \), then \( \alpha \in F(L) \) for some finite extension \( L/K \), so \( \{ \sigma \in \Gamma \mid \sigma(\alpha) = \alpha \} \) is an open subgroup of \( \Gamma \).
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### (35.1.3) Examples

(i) If \( F(X, Y) = \hat{\mathbb{G}}_{a}(X, Y) \) over \( A \), then \( \hat{\mathbb{G}}_{a}(K_{sc}) = \mathfrak{m}(K_{sc}) \) with its original addition.

(ii) If \( F(X, Y) = \hat{\mathbb{G}}_{m}(X, Y) \) over \( A \), then, using \((1 + X)(1 + Y) = 1 + X + Y + XY\), we can identify \( \hat{\mathbb{G}}_{m}(K_{sc}) = U^{1}(K_{sc}) = 1 + \mathfrak{m}(K_{sc}) \), the subgroup of \( U(K_{sc}) \) consisting of elements \( \equiv 1 \mod \mathfrak{m}(K_{sc}) \); in this case \( \Lambda(\hat{\mathbb{G}}_{m}) \) is the subgroup of all \( p^{r} \)th roots of unity in \( K_{sc} \), \( r = 1, 2, 3, \ldots \).

(iii) We have already encountered \( F(K_{sc}) \) and \( \Lambda(F) \) before in Section 32.1 for the case of a Lubin–Tate formal group law \( F_{a}(X, Y) \) over \( A \). (There we wrote \( M_{e}(K_{sc}) \) for \( F(K_{sc}) \) and \( \Lambda_{e} \) for \( \Lambda(F) \).)

### (35.1.4) Filtration of \( F(K_{sc}) \)

For each \( \rho \in \mathbb{R} \) let \( F^{\rho}(K_{sc}) \) be the subgroup of all elements \( x \in F(K_{sc}) \) such that \( v(x) \geq \rho \) and \( F^{\rho+}(K_{sc}) = \{ x \in F(K_{sc}) \mid v(x) > \rho \} \). These are subgroups of \( F(K_{sc}) \); and because \( F(X, Y) \equiv X + Y \mod \text{degree 2} \), we have that \( x +_{F} y \equiv x + y \mod F^{\rho+}(K_{sc}) \) if \( x, y \in F^{\rho}(K_{sc}) \) (if \( \rho > 0 \)).

### (35.1.5) Proposition

Let \( \alpha(X) : F(X, Y) \to G(X, Y) \) be an isogeny of height \( h \) over \( A \) (i.e., \( \alpha(X) \equiv uX^{p^{h}} \mod(\mathfrak{m}(K), \text{degree } p^{h} + 1) \), \( u \in U(A) \); cf. Section 18.3 of Chapter IV and Section 28.2 of Chapter V). Then we have:

(i) \( \alpha(K_{sc}) : F(K_{sc}) \to G(K_{sc}) \) is surjective.

(ii) The kernel of \( \alpha(K_{sc}) \) is a finite group of order \( p^{h} \).

Proof Let \( y \in G(K_{sc}) \). Consider the polynomial \( \alpha(X) - y \). The Weierstrass degree of \( \alpha(X) \) is \( p^{h} \) (cf. Appendix A.3). Hence we can factor \( \alpha(X) - y = g(X)u(X) \) where \( g(X) \) is a distinguished polynomial over \( A(L) \) (where \( L/K \) is a finite field extension such that \( y \in L \)) and where \( u(X) \) is a unit in \( A(L)[X] \). Since \( g(X) \equiv X^{p^{h}} \mod \mathfrak{m}(L) \), there are roots of \( g(X) \) in \( \mathfrak{m}(K_{sc}) \). This proves (i).

Now take \( y = 0 \). If \( x \) is a root of \( \alpha(X) \), \( x \in \mathfrak{m}(K_{sc}) \), then \( u(x) \) converges and is \( \neq 0 \), hence \( g(x) = 0 \). So the roots of \( \alpha(X) \) are precisely those of \( g(X) \), and there will be precisely \( p^{h} \) of them if \( \alpha(x) = 0 \Leftrightarrow (d\alpha/dX)(x) \neq 0 \). To see this we differentiate the equation \( \alpha(F(X, Y)) = G(\alpha(X), \alpha(Y)) \) with respect to \( Y \) to obtain

\[
\frac{d\alpha}{dX}(F(X, Y)) \cdot \frac{\partial F}{\partial Y}(X, Y) = \frac{\partial G}{\partial Y}(\alpha(X), \alpha(Y)) \cdot \frac{d\alpha}{dX}(Y)
\]

Substituting \( X = x, Y = 0 \) where \( \alpha(x) = 0 \), we obtain

\[
\frac{d\alpha}{dX}(x) \cdot \frac{\partial F}{\partial Y}(x, 0) = \frac{\partial G}{\partial Y}(0, 0) \cdot \frac{d\alpha}{dX}(0)
\]
Now \( (d\alpha/dX)(0) \neq 0 \) because (since \( A \) is of characteristic zero) \( \alpha(X) \) is of the form \( \alpha(X) = g^{-1}(af(X)) \) for some \( a \in A \) and hence \( 0 \neq a = (d\alpha/dX)(0) \) if \( \alpha(X) \neq 0 \); also \( (\partial G/\partial Y)(0,0) = 1 \). Hence \( (d\alpha/dX)(x) \neq 0 \) if \( \alpha(x) = 0 \). Q.E.D.

**Corollary** Let \( F(X, Y) \) be a formal group law over \( A \). Then:

1. \( F(K_{sc}) \) is a divisible group and so is \( \Lambda(F) \).
2. If \( m \in \mathbb{N} \), \( (m, p) = 1 \), then every element of \( F(K_{sc}) \) is uniquely divisible by \( m \).
3. \( \Lambda(F) \cong (\mathbb{Q}_p/\mathbb{Z}_p)^h \) where \( h = h(F(X, Y)) \).

**Proof** To prove (i) apply for all \( m \in \mathbb{N} \) (35.1.5)(i) to the isogeny \( [m]_F(X) : F(X, Y) \to F(X, Y) \) which is of height \( p^h \) if \( p \divides m \) but \( p^{r+1} \notdivides m \). For (ii), note that \( m \) is a unit if \( (m, p) = 1 \), so that \( [m]_F(X) \) is an isomorphism for these \( m \). As to (iii), \( \Lambda(F) \) as the torsion subgroup of a divisible group is divisible; also all elements of \( \Lambda(F) \) are of order a power of \( p \) (by (ii)). Therefore \( \Lambda(F) = (\mathbb{Q}_p/\mathbb{Z}_p)^c \) for some \( c \) where \( c = \dim_{\mathbb{Q}_p}(\ker[p]_F) \). But \( \dim(\ker[p]_F) = h \) by part (ii) of Proposition (35.1.5). Q.E.D.

(35.1.7) Let \( f(X) \) be the logarithm of \( F(X, Y) \). Recall that if \( f(X) = \sum_{n=1}^{\infty} n^{-1}c_n X^n \), then \( c_n \in A \). We now have:

**Proposition**

1. \( f(x) \) converges for all \( x \in \mathfrak{m}(K_{sc}) \) and \( f^{-1}(x) \) converges if \( v(x) > (p - 1)^{-1} \).
2. \( x \mapsto f(x) \) is a homomorphism of \( \Gamma \)-modules \( F(K_{sc}) \to K_{sc}(+) \) where \( K_{sc}(+) \) is the additive group underlying \( K_{sc} \).
3. The sequence \( 0 \to \Lambda(F) \to F(K_{sc}) \to K_{sc}(+) \to 0 \) is exact.
4. \( f(X) \) and \( f^{-1}(X) \) define a filtration preserving inverse isomorphism \( F^{r+}(K_{sc}) \cong G^{r+}_{a}(K_{sc}) \) where \( r = (p - 1)^{-1} \).

To prove this theorem we need a lemma:

**Lemma** Let \( s \in \mathbb{R} \), \( s > 0 \). Then there exists an \( n \in \mathbb{N} \) (depending on \( s \)) such that \( v([p^n](x)) > (p - 1)^{-1} \) for all \( x \) with \( v(x) > s \).

**Proof** We have \( [p](X) \equiv pX \mod(\text{degree} 2) \). Hence \( v([p](x)) \geq \min(s + 1, 2s) \) if \( v(x) \geq s \). By induction this gives \( v([p^n](x)) \geq \min(1 + s, 2^n s) \). So it suffices to take \( n \) such that \( 2^n s > (p - 1)^{-1} \).

**Proof of Proposition (35.1.8)** We can assume that \( F(X, Y) \) is a \( p \)-typical formal group law. Write \( f(X) = \sum_{n=0}^{\infty} a_n X^{pn} \). Then \( v(a_n) \geq -n \). Let \( y \in \mathfrak{m}(K_{sc}) \); then

\[
v(a_n y^{pn}) \geq p^nv(y) - n
\]

It follows from (35.1.11) that \( v(a_n y^{pn}) \to \infty \) as \( n \to \infty \) if \( v(y) > 0 \). Moreover, one easily checks that

\[
v(a_n y^{pn}) \geq v(y) \quad \text{if} \quad v(y) \geq (p - 1)^{-1}
\]
Now let $z$ be an element of $\mathfrak{m}(K_{sc})$ of valuation precisely $(p - 1)^{-1}$. Then by (35.1.12) $g(X) = z^{-1}f(zX) \in A[[X]]$, moreover, $g(X) \equiv X \mod(\text{degree } 2)$ and hence $g^{-1}(X) \in A[[X]]$. But $g^{-1}(X) = z^{-1}f^{-1}(zX)$, so $f^{-1}(zX) \in A[[X]]$ for all $z$ of valuation $(p - 1)^{-1}$. This means that $f^{-1}(x)$ converges if $v(x) > (p - 1)^{-1}$ and also shows that $f^{-1}(X)$ maps $\mathfrak{g}^+_0(K_{sc})$ into $F^r(K_{sc})$ with $r = (p - 1)^{-1}$. This proves (i) and (iv). Part (ii) of the proposition is a triviality. As to (iii), clearly $\Lambda(F) \subset \text{Ker}(f)$ because $\Lambda(F) = \bigcup \text{Ker}(p^n)(X)$ and $f([p^n](X)) = p^n f(X)$ and $p^n: K_{sc}(+) \to K_{sc}(+)$ is injective.

Conversely, suppose that $x \in \text{Ker}(f)$. There is an $n$ such that $v([p^n](x)) > (p - 1)^{-1}$ (Lemma (35.1.9)). Then $f([p^n](x)) = p^n f(x) = 0$, so by part (iv) of the proposition (which has already been proved) $[p^n](x) = 0$, i.e., $x \in \Lambda(F)$. It remains to prove the surjectivity of $f$. Let $x \in K_{sc}(+)$. There is an $n$ such that $v(p^n x) > (p - 1)^{-1}$. Let $y = f^{-1}(p^n x)$, then $f(y) = p^n x$ (using parts (i) or (iv) again). By Corollary (35.1.6) there is a $z \in F(K_{sc})$ such that $[p^n](z) = y$, then $p^n(x) = f(y) = f([p^n](z)) = p^n f(z)$, hence $f(z) = x$.

### 35.2 Isogenies and finite subgroups of $F(K_{sc})$

We have seen that if $\alpha(X): F(X, Y) \to G(X, Y)$ is an isogeny, then the kernel of $\alpha(K_{sc}): F(K_{sc}) \to G(K_{sc})$ is a finite subgroup. The converse is also true: every finite subgroup is the kernel of an isogeny.

(35.2.1) **Theorem** Let $N \subset l(K_{sc})$ be a finite subgroup. Let $\Gamma_0 = \{\tau \in \Gamma | \tau y \in N \text{ for all } y \in N\}$ be the stabilizer subgroup of $N$. Let $L_0$ be the field of invariants of $\Gamma_0$ (so $L_0/K$ is a finite field extension). Then there exists a formal group law $G(X, Y)$ over $A(L_0)$ and an isogeny $\alpha(X): F(X, Y) \to G(X, Y)$ over $A(L_0)$ such that the following two properties hold:

(i) $\text{Ker}(\alpha(K_{sc})) = N$.

(ii) If $\beta(X): F(X, Y) \to H(X, Y)$ is an isogeny over $A(L)$, $L$ a finite field extension of $L_0$, such that $\text{Ker}(\beta(K_{sc})) \supset N$, then there exists a unique isogeny $\tilde{\beta}(X): G(X, Y) \to H(X, Y)$ such that $\beta(X) = \tilde{\beta}(X) \circ \alpha(X)$.

(In a sense that can be made precise, this theorem says that quotients of one dimensional commutative finite height formal groups by finite subgroups exist and are one dimensional commutative finite height formal groups.)

Before proving the theorem we state a number of corollaries.

#### (35.2.2) Corollary

(i) Let $\alpha(X): F(X, Y) \to G(X, Y)$ be an isogeny over $A(L)$ where $L/K$ is finite, then there also exists an isogeny $\beta(X): G(X, Y) \to F(X, Y)$ over $A(L)$.

(ii) Suppose that $FG_\alpha(F(X, Y), G(X, Y)) \neq \{0\}$. Then the quotient fields of $J(\text{End}_\alpha(F(X, Y)))$ and $J(\text{End}_\alpha(G(X, Y)))$ (as subfields of $K_{sc}$) are equal.

**Proof** Let $N = \text{Ker}(\alpha(K_{sc}))$, then $L_0 \subset L$. Because $N$ is finite there is an $r \in \mathbb{N}$ such that $N \subset \text{Ker}(p^r)(X)$. By part (ii) of Theorem (35.2.1) this means
that there exists a \( \beta(X) : G(X, Y) \to F(X, Y) \) such that \( \beta(X) \circ \alpha(X) = [p']_F(X) \) and \( \beta(X) \neq 0 \) because \( [p']_F(X) \neq 0 \). This proves (i).

As to (ii), first note that if \( \alpha(X) : F(X, Y) \to G(X, Y) \) is \( \neq 0 \) (i.e., an isogeny), then \( \beta(X) \circ \alpha(X) \circ \beta(X) \) is an injective (left) \( \text{End}_A(G(X, Y)) \)-module homomorphism \( \text{FGL}_A(G(X, Y), F(X, Y)) \to \text{End}_A(G(X, Y)) \). Let

\[
A_F = J(\text{End}_A(F(X, Y))),
\]

\( L_F \) the quotient field of \( A_F \). Let \( B_{GF} = J(\text{FGL}_A(G(X, Y), F(X, Y))) \) and \( T_F = \text{End}_{A_F}(B_{GF}) \). Similarly, one defines \( A_G, L_G, T_G \). Since \( B_{GF} \) is isomorphic to an ideal of \( A_G \), we have that \( T_G \subseteq L_G \) and \( T_G \supseteq A_G \). Now also \( A_F \subseteq T_G \) since \( A_F \) acts (on the right) on \( B_{GF} \). Hence \( L_F \subseteq \) quotient field \( (T_G) = L_G \). Similarly, using part (i) of the corollary, one shows that \( L_G \subseteq L_F \). Q.E.D.

(35.2.3) To prove Theorem (35.2.1) we need some preliminaries. Let \( R \) be any complete Hausdorff local ring with maximal ideal \( \mathfrak{m}_R \). Consider \( R[X] \), the ring of power series in one variable over \( R \). This is also a complete Hausdorff local ring, the maximal ideal being \( XR[X] + \mathfrak{m}_R[X] \). Let \( w \) be the associated filtration function (cf. Appendix A.2). Let \( t \in R[X] \) and suppose that \( t \neq R \) and \( t \in XR[X] + \mathfrak{m}_R[X] \). Then \( T \to t \) defines a continuous injective (local) homomorphism of local rings \( R[T] \to R[X] \), permitting us (by identifying \( t \) and \( T \)) to view \( R[T] \) as a closed local subring of \( R[X] \).

(35.2.4) Lemma Let \( X \in R[X] \to R[T] \) be a root of a (distinguished) polynomial \( g(Z) = Z^n - t_{n-1}Z^{n-1} - \cdots - t_1 Z - t_0 \) with coefficients in \( R[T] \) such that \( w(t_i) \geq n - i \) for \( i = 0, 1, \ldots, n - 1 \). Then \( R[X] \) is (finitely) generated as an \( R[T] \)-module by the \( n \) elements \( 1, X, \ldots, X^{n-1} \).

Proof Let \( r_{m,i} \in R[T] \) for \( m \in \mathbb{N} \cup \{0\}, i \in \{0, 1, \ldots, n - 1\} \) be the unique elements of \( R[T] \) such that

\[
Z^m \equiv \sum_{i=0}^{n-1} r_{m,i} Z^i \mod(g(Z))
\]

Multiplying with \( Z \) we find the following recursion relations among the \( r_{m,i} \):

\[
(35.2.5) \quad r_{m+1,i} = r_{m,i-1} + r_{m,n-1} t_i \quad \text{if} \quad i \geq 1
\]

\[
r_{m+1,0} = r_{m,n-1} t_0
\]

Now \( r_{m,i} = 0 \) if \( m < n \) and \( m \neq i \), and \( r_{m,m} = 1 \) if \( m < n \). Also \( r_{n,i} = t_i \), \( i = 0, 1, \ldots, n - 1 \). Hence \( w(r_{m,i}) \geq m - i \) for \( m \leq n \), and using induction and (35.2.5), it easily follows that \( w(r_{m,i}) \geq m - i \) for all \( m \in \mathbb{N} \cup \{0\} \). It follows that if \( \sum a_m X^m \) is any element of \( R[X] \), then \( \sum a_m r_{m,i} \) converges for all \( i \) (in \( A[T] \)). Hence

\[
\sum_{m=0}^{\infty} a_m X^m = \sum_{i=0}^{n-1} \left( \sum_{m=0}^{\infty} a_m r_{m,i} \right) X^i
\]

which proves the lemma.
Now let $F(X, Y)$ be a formal group law over $R$ and let $y \in \mathfrak{m}_R$. Then $X \mapsto F(X, y)$ defines a continuous homomorphism $\phi_y : R[X] \to R[X]$ (cf. Appendix A.4). Let $z \in \mathfrak{m}_R$. Then

\begin{equation}
\phi_z(\phi_y(X)) = \phi_z(F(X, y)) = F(F(X, z), y) = F(X, F(y, z)) = F(X, y +_F z) = \phi_{y +_F z}(X)
\end{equation}

Taking $z$ such that $y +_F z = 0$, we see that $\phi_y$ is in fact a continuous automorphism. And also by (35.2.7) if $N$ is a finite subgroup of $F(R) (= \mathfrak{m}_R$ as a set; addition: $(x, y) \mapsto F(x, y) = x +_F y$), then $y \mapsto \phi_y$ is an injective homomorphism of groups $N \to Aut_R(R[X])$ (injective because $y$ is recoverable from $\phi_y$ as the constant term in $\phi_y(X)$).

**Lemma** Using the notations of (35.2.6) let $T = \prod_{y \in N} F(X, y)$. Then the invariants of $R[X]$ under the action of $N$ above are precisely the elements of $R[T]$ (i.e., $\{\alpha(X) \mid \phi_y(\alpha(X)) = \alpha(X) \text{ for all } y \in N\} = R[T]$).

**Proof** Let us write $\text{Inv}_N(R[X]) = \{\alpha(X) \in R[X] \mid \phi_y(\alpha(X)) = \alpha(X), \forall y \in N\}$. Because $N$ is a subgroup of $F(R)$ and (35.2.7), we have that $T \in \text{Inv}_N(R[X])$; also of course $R \subset \text{Inv}_N(R[X])$, so (by continuity of the $\phi_y$ we have that $R[T] \subset \text{Inv}_N(R[X])$).

Now consider $F(Z, y)$ as a power series in $Z$ over $R[T]$. Its Weierstrass degree (cf. Appendix A.3) is clearly 1. It follows that

$$W\text{-degree}\left(\prod_{y \in N} F(Z, y) - T\right) = n = \# N$$

According to the formal Weierstrass preparation theorem (cf. Appendix A.3) there is a unique factorization

$$g(Z)u(Z) = -T + \prod_{y \in N} F(Z, y)$$

where $g(Z)$ is a distinguished polynomial of degree $n$ over $R[T]$ and $u(Z)$ is an invertible power series over $R[T]$. Now by definition

$$T = \prod_{y \in N} F(X, y)$$

so that the $F(X, y), y \in N$, are all roots of $g(Z)u(Z)$ (use (35.2.7)) and hence of $g(Z)$. There are $n$ different $F(X, y)$, and degree($g(Z)$) = $n$. Hence

$$g(Z) = \prod_{y \in N} (Z - F(X, y))$$

Now $F(X, y) \in XR[X] + \mathfrak{m}_R[X]$ and hence $g(Z)$ satisfies the condition of Lemma (35.2.4); it follows that $R[X]$ as a module over $R[T]$ is generated by 1, $X, \ldots, X^{n-1}$.

Now let $\Phi_T$ be the quotient field of $R[T]$ and $\Phi_X$ be the quotient field of $R[X]$. Then, by what we have just proved,

$$[\Phi_X : \Phi_T] \leq n$$
Let $\Phi = \text{Inv}_N(\Phi_X)$. Then $[\Phi_X : \Phi] = n$ by Galois theory (cf., e.g., [205, Vol. III, Chapter 1, Section 4, Theorem 5]). Also $\Phi_T \subseteq \Phi$ because $A[T] \subseteq \text{Inv}_N(R[X])$. Hence $\Phi_T = \Phi = \text{Inv}_N(\Phi_X)$. It follows that $g(Z)$ is irreducible and hence that the $R[T]$-module $R[X]$ is free with basis $1, X, \ldots, X^{n-1}$.

Now let $\alpha(X) \in \text{Inv}_N(R[X])$. Write $\alpha(X)$ as a unique sum $\alpha(X) = r_0 + r_1 X + \cdots + r_{n-1} X^{n-1}$, $r_i \in R[T]$. Since $\text{Inv}_N(\Phi_X) = \Phi_T$ and $1, X, \ldots, X^{n-1}$ is also a basis for $\Phi_X$ over $\Phi_T$, it follows that $\alpha(X) = r_0$ in $R[T]$. Q.E.D.

- (35.2.9) **Proof of Theorem (35.2.1)** Let $L/K$ be a finite field extension such that $N \subseteq F(L) \subseteq F(K_{sc})$ (then of course $L_0 \subseteq L$). Take

$$\alpha(X) = \prod_{y \in N} F(X, y) \in A[L][X]$$

Then $\alpha(0) = 0$ (because $0 \in N$) and we have

$$\alpha(F(X, Y)) = \prod_{y \in N} F(F(X, Y), y) = \prod_{y \in N} F(X, F(Y, y))$$

(35.2.10)

Now take $R = A(L)[X]$ and consider $\alpha(F(X, Y))$ as an element of $R[Y]$ and $F(X, Y)$ as a formal group law over $R$. Applying Lemma (35.2.7), we see that (since $\alpha(F(X, Y))$ is invariant under $N$ also in this setting)

$$\alpha(F(X, Y)) \in R[T], \quad T = \prod_{y \in N} F(Y, y) = \alpha(Y)$$

(35.2.11)

Now take $R' = A(L)[\alpha(Y)]$. By (35.2.11) we can consider $\alpha(F(X, Y))$ as an element of $R'[X] = A(L)[\alpha(Y)][X] = A(L)[X][\alpha(Y)]$. Then $\alpha(F(X, Y))$ is again invariant under $N$ in this new setting (cf. (35.2.10)); and applying Lemma (35.2.7) again, we find $\alpha(F(X, Y)) \in A(L)[\alpha(X), \alpha(Y)]$, so we can write

$$\alpha(F(X, Y)) = G(\alpha(X), \alpha(Y))$$

(35.2.12)

for some power series $G(X, Y) \in A(L)[X, Y]$. We have already seen that $\alpha(0) = 0$. As to the coefficient of $X$ in $\alpha(X)$, observe that since $\alpha(X) = \prod F(X, y)$

$$\frac{d\alpha}{dX}(0) = \sum_y \frac{\partial F}{\partial X}(X, y) \prod_{z \neq y} F(X, z)$$

Substituting $X = 0$ and using that $0 \in N$, we see that

$$\frac{d\alpha}{dX}(0) = \frac{\partial F}{\partial X}(0, 0) \prod_{z \neq 0} F(0, z) \neq 0$$

because $(\partial F/\partial X)(0, 0) = 1$ and $F(0, z) = z$. It follows that $\alpha^{-1}(X)$ exists at least as a power series over $L$, so that by (35.2.12)

$$G(X, Y) = \alpha(F(\alpha^{-1}(X), \alpha^{-1}(Y)))$$

(35.2.13)
proving that $G(X, Y)$ is associative, commutative, and that $G(X, 0) = X$. Hence $G(X, Y)$ is a formal group law over $A(L)$ and by (35.2.12) $\alpha(X)$ is a homomorphism of formal group laws over $A(L)$.

Clearly, $y \in \text{Ker}(\alpha(K_{sc}))$ for $y \in N$ because $F(y, z) = y + z \in N$ for all $y, z \in N$. So $\mathbb{N} \subset \text{Ker}(\alpha(K_{sc}))$. But the Weierstrass degree of $\alpha(X)$ is $n$ so $\mathbb{N} = \text{Ker}(\alpha(K_{sc}))$. Finally, we note that $\alpha(X)$ is invariant under $\Gamma_0$ (acting on coefficients) so that in fact $\alpha(X) \in L_0[x] \subset L[x]$ and hence being integral $\alpha(X) \in A(L_0)[x]$. By (35.2.13) it follows that then also $G(X, Y) \in A(L_0)[x]$. This proves part (i) of the theorem.

Now let $\beta(X): F(X, Y) \rightarrow H(X, Y)$ be an isogeny over $A(L') \supset A(L_0)$. Let $L/K$ be finite such that $L' \subset L, N \subset F(L)$. Then for all $y \in N$, we have

$$\phi_y(\beta(X)) = \beta(F(X, y)) = H(\beta(X), \beta(y)) = H(\beta(X), 0) = \beta(X)$$

Take $R = A(L)$ this time, then a third application of Lemma (35.2.7) gives us that $\beta(X) \in A(L)[\alpha(X)]$, i.e., $\beta(X) = \tilde{\beta}(\alpha(X))$. Using $\alpha^{-1}(X)$ again, we see that $\tilde{\beta}(X) = \beta(\alpha^{-1}(X)) \in L[x]$ since $L' \supset L_0$ and hence $\tilde{\beta}(X) \in A(L)[x]$. Further, $\tilde{\beta}(G(X, Y)) = \beta(\alpha^{-1}(G(X, Y))) = \beta(F(\alpha^{-1}(X), \alpha^{-1}(Y)) = H(\beta(\alpha^{-1}(X)), \beta(\alpha^{-1}(Y))) = H(\tilde{\beta}(X), \tilde{\beta}(Y))$ and $\tilde{\beta}(X) = \beta(\alpha^{-1}(X)) \neq 0$. This concludes the proof of the theorem.

35.3 Tate module of a formal group law

(35.3.1) **Definition of the functor $T(F)$** Let $F(X, Y)$ be a formal group law over $A$. The abelian group $F(K_{sc})$ is a $\mathbb{Z}_p$-module via the action $ax = [a]_F(x)$, $a \in \mathbb{Z}_p$, $x \in F(K_{sc})$ and $\Lambda(F)$ is a $\mathbb{Z}_p$-submodule. One now defines

$$T(F) = \text{Mod}_{\mathbb{Z}_p}(Q_p/Z_p, F(K_{sc})) = \text{Mod}_{\mathbb{Z}_p}(Q_p/Z_p, \Lambda(F))$$

Since $F(X, Y) \mapsto F(K_{sc})$ and $\Lambda(F)$ are functors, we immediately observe that $F(X, Y) \mapsto T(F), \alpha(X) \mapsto \text{Mod}_{\mathbb{Z}_p}(Q_p/Z_p, \alpha(K_{sc}))$ is a functor.

We have seen that $\Lambda(F) \simeq (Q_p/Z_p)^h$ where $h = \text{ht}(F(X, Y))$. Using $\text{Mod}_{\mathbb{Z}_p}(Q_p/Z_p, Q_p/Z_p) = \mathbb{Z}_p$, we note that as a $\mathbb{Z}_p$-module we have

$$T(F) \simeq \mathbb{Z}_p^h$$

(35.3.4) **Description of $T(F)$** Let $M$ be any abelian group. A homomorphism $\alpha: Q_p/Z_p \rightarrow M$ is uniquely determined by giving $\alpha(p^{-i})$, $i = 1, 2, \ldots$ And conversely, given a sequence $(m_1, m_2, \ldots)$ of elements of $M$, then there is a homomorphism $\alpha: Q_p/Z_p \rightarrow M$ such that $\alpha(p^{-i}) = m_i$ if and only if $pm_{i+1} = m_i$ for $i \in \mathbb{N}$ and $pm_1 = 0$.

Applying this to $M = \Lambda(F)$, we see that

$$T(F) = \{(x_1, x_2, \ldots) | x_i \in \Lambda(F), [p_F](x_{i+1}) = x_i, i \in \mathbb{N}, [p_F](x_1) = 0\}$$

with coordinatewise addition

$$(x_1, x_2, \ldots) + (y_1, y_2, \ldots) = (x_1 + f y_1, x_2 + f y_2, \ldots),$$
or in other words

\[ T(F) = \varprojlim \text{Ker}([p^n]_F(K_{sc})) \]

where the projective limit is taken with respect to the maps

\[ [p]_F(K_{sc}): \text{Ker}([p^{n+1}]_F) \to \text{Ker}([p^n]_F) \]

Let \( x_1(1), \ldots, x_1(h) \) be a basis for the \( F_p \)-module Ker\([p]_F(K_{sc})\). Then one can find sequences \((x_1(i), x_2(i), \ldots)\) such that \([p]_F(x_{n+1}(i)) = x_n(i)\) for all \( n \in \mathbb{N} \). It is now not difficult to check that \( \{(x_1(1), x_2(1), \ldots), \ldots, (x_1(h), x_2(h), \ldots)\} \) is a basis for \( T(F) \) as a \( \mathbb{Z}_p \)-module.

\(\textbf{Remark} (35.3.6)\) \textbf{The functor} \( V(F) \) One also defines

\[ V(F) = \text{Mod}_{\mathbb{Z}_p}(Q_p; \Lambda(F)) \]

and, arguing as above in (35.3.4), we see that

\[ V(F) = \{(x_0, x_1, \ldots) \mid x_i \in \Lambda(F), [p]_F(x_{i+1}) = x_i, \text{ all } i \in \mathbb{N} \cup \{0\}\} \]

with componentwise addition, or, in other words

\[ V(F) = \varinjlim \Lambda(F) \]

under the maps \([p]_F(K_{sc})\): \( \Lambda(F) \to \Lambda(F) \). Since \( \Lambda(F) \cong (Q_p/Z_p)^h \) and \( \text{Mod}_{\mathbb{Z}_p}(Q_p, Q_p/Z_p) = Q_p \) we see that

\[ V(F) \cong Q_p^h \]

as a \( \mathbb{Z}_p \)-module.

\(\textbf{Proposition} (35.3.9)\) There is an exact sequence

\[ 0 \to T(F) \to V(F) \to \Lambda(F) \to 0 \]

where the first map is the natural inclusion \( T(F) \subset V(F), (x_1, x_2, \ldots) \mapsto (0, x_1, x_2, \ldots) \) (cf. (35.3.5), (35.3.8)) and where the second map is \((x_0, x_1, \ldots) \mapsto x_0 \).

\textbf{Proof} If \((x_0, x_1, \ldots) \in V(F)\) and \( x_0 = 0 \), then \((x_1, x_2, \ldots) \in T(F)\), and the surjectivity of \( V(F) \to \Lambda(F) \) is immediate by (35.1.6) and (35.3.8).

\(\textbf{Remark} (35.3.10)\) One has an exact sequence \( 0 \to Z_p \to Q_p \to Q_p/Z_p \to 0 \) and (35.3.9) can be seen as the result of applying \( \text{Mod}_{\mathbb{Z}_p}(-, \Lambda(F)) \) to this exact sequence.

\(\textbf{Remark} (35.3.11)\) Let \( v \) be the extension to \( K_{sc} \) of the normalized exponential valuation \( v \) on \( Q_p \). It is often useful to know something about the valuations of the \( x_i \) in an element \( x = (x_0, x_1, \ldots) \in V(F) \) or \( T(F) \).

\(\textbf{Lemma} (35.3.12)\) Let \( F(X, Y) \) be a formal group law of height \( h \) over \( A \) and
let $\varepsilon = v(\pi) = e(K/Q_p)^{-1}$. Let $x, y \in \Lambda(F)$ and suppose that $[p]_F(y) = x$. Then we have:

(i) $x = 0, y \neq 0 \Rightarrow v(y) \leq 1$
(ii) $2 < v(x) < \infty \Rightarrow v(y) \leq v(x) - 1$
(iii) $1 < v(x) \leq 2 \Rightarrow v(y) \leq 1$
(iv) $\varepsilon < v(x) \leq 1 \Rightarrow v(y) \leq p^{-1} v(x)$
(v) $v(x) \leq \varepsilon \Rightarrow v(y) = p^{-h} v(x)$

Proof. We can assume that $F(X, Y)$ is $p$-typical, so that in particular $F(X, Y) \equiv X + Y \mod(\text{degree } p)$. Now write out $x = [p]_F(y)$ to obtain

$$x = py + \pi y^p(\cdots) + uy^{ph} + y^{ph+1}(\cdots), \quad u \in U(A)$$

The proof of (35.3.13) is now a simple matter using $v(a + b) \geq \min(v(a), v(b))$ and $v(a + b) = \min[v(a), v(b)]$ if $a \neq b$. Here are the details: if $v(y) > 1$, then $v(py) = 1 + v(y)$ and $v(\pi y^p) > 1 + v(y), v(y^{ph}) > 1 + v(y)$. So in this case $v(x) = 1 + v(y)$. This proves (i), (ii), and (iii). Now assume $\varepsilon < v(x) \leq 1$ and $v(y) > p^{-1} v(x)$. Then $v(py) > 1 + p^{-1} v(x) > 1 \geq v(x), v(\pi y^p) > \varepsilon + v(x) > v(x)$ and $v(y^{ph}) > p^h \cdot p^{-1} v(x) > v(x)$, a contradiction with (35.3.13). Finally, assume that $v(x) \leq \varepsilon$. Then $v(py) > 1 \geq v(x), v(\pi y^p) > \varepsilon > v(x), v(y^{ph+1}) > v(y^{ph})$, so for (35.3.13) to hold we must have $p^h v(y) = v(x)$. Q.E.D.

(35.3.14) Corollary. If $x \in V(F), x \neq 0$, then $\lim_{n \to \infty} (v(x_n)) = 0$.

(35.3.15) Proposition. $\alpha(X) \mapsto T(\alpha) \in \text{Mod}_{Z_p}(T(F), T(G))$ is an injective homomorphism from $\text{FG}_A(F(X, Y), G(X, Y))$ to $\text{Mod}_{Z_p}(T(F), T(G))$.

Proof. That $\alpha(X) \mapsto T(\alpha)$ is a homomorphism is obvious (it is a homomorphism of $Z_p$-modules). Suppose that $T(\alpha) = 0$. Then let $x \in T(F), x \neq 0, x = (x_1, x_2, \ldots)$. Then $T(\alpha)(x) = 0$, hence

$$0 = T(\alpha)(x) = (\alpha(x_1), \alpha(x_2), \ldots)$$

and it follows that $\alpha(x_1) = \alpha(x_2) = \cdots = 0$. Now, if $\alpha(X) \neq 0$, then $\alpha(X)$ has finite Weierstrass degree (because $[p]_F(X)$ has finite Weierstrass degree; use e.g. (the proof of) Corollary (35.2.2)(ii)) and hence only finitely many roots (use the formal Weierstrass preparation theorem). So it suffices to show that if $0 \neq x \in T(F)$, then there are infinitely many different values among the $x_i$. This follows from Lemma (35.3.12) (or Corollary (35.3.14)).

(35.3.16) The Tate module functor $F \mapsto T(F)$ is a very useful tool in the study of formal group laws. Here are three applications of what we have done so far (the first two are reproofs of results that we have obtained before).

(35.3.17) The reduction map $\text{Hom}_A(F(X, Y), G(X, Y)) \to \text{Hom}_k(F(X, Y), \bar{G}(X, Y))$ is injective (cf. Section 18.3 of Chapter IV).
\textbf{Proof} Let \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \) be a homomorphism and suppose that \( \overline{\alpha}(X) = 0 \). Then for all \( x \in T(F), x = (x_1, x_2, \ldots) \) we have \( T(\alpha)(x) = (y_1, y_2, \ldots) \) with \( y_i = \alpha(x_i) \equiv 0 \mod \pi \). Hence \( y_i = 0 \) for all \( i \) by Corollary (35.3.14); hence \( T(\alpha) = 0 \); hence \( \alpha(X) = 0 \) by Proposition (35.3.15).

(35.3.18) \( \text{End}_A(F(X, Y)) \) is a free \( \mathbb{Z}_p \)-module of rank \( r \) a divisor of \( \text{ht}(F(X, Y)) \).

\textbf{Proof} By Proposition (35.3.15) we have an injection \( \text{End}_A(F(X, Y) \rightarrow \text{End}_A(T(F)) = M_{h \times h}(\mathbb{Z}_p) \), the ring of \( h \times h \) matrices with coefficients in \( \mathbb{Z}_p \). Tensoring with \( \mathbb{Q}_p \) gives us an injection (as \( \text{End}_A(F(X, Y)) \) is \( \mathbb{Q}_p \)-torsion free)

\[ \text{End}_A(F(X, Y)) \otimes \mathbb{Q}_p \rightarrow M_{h \times h}(\mathbb{Q}_p) \]

Now \( \text{End}_A(F(X, Y)) \otimes \mathbb{Q}_p \) is commutative and hence, as a commutative subfield of \( M_{h \times h}(\mathbb{Q}_p) \), its dimension \( r \) is a divisor of \( h \). Q.E.D.

\( \blacksquare \) (35.3.19) \textbf{Proposition} Let \( \alpha(X) : F(X, Y) \rightarrow G(X, Y) \) be a homomorphism of formal group laws over \( A \). Then \( \alpha(X) \) is an isomorphism if and only if \( T(\alpha) \) is an isomorphism.

\textbf{Proof} The "only if" part of the statement is trivial since \( T(\_\_\_) \) is a functor. Suppose that \( T(\alpha) \) is an isomorphism. We have for all \( n \in \mathbb{N} \) a commutative diagram

\[
\begin{array}{ccc}
T(F) & \xrightarrow{T(\alpha)} & T(G) \\
\downarrow & & \downarrow \\
\text{Ker}[p^n]_F & \xrightarrow{\alpha(K_{sc})} & \text{Ker}[p^n]_G
\end{array}
\]

where both vertical arrows are surjective. (By Corollary (35.1.6); the homomorphism \( T(F) \rightarrow \text{Ker}[p^n]_F \) is of course \( (x_1, x_2, \ldots) \rightarrow x_n \)) Then the bottom arrow is surjective if \( T(\alpha) \) is surjective. We can suppose that \( \alpha(X) \neq 0 \). Then \( \text{ht}(F(X, Y)) = \text{ht}(G(X, Y)) = h \) (say). Then \( \# \text{Ker}[p^n]_F = p^{n+h} = \# \text{Ker}[p^n]_G \); and, since \( \alpha(K_{sc}) \) is surjective, it follows that \( \alpha(K_{sc}) \) is injective. But \( \text{Ker}(\alpha(K_{sc})) \subseteq \text{Ker}[p^n]_F \) for \( n \) large enough. So \( \text{Ker}(\alpha(K_{sc})) = 0 \), which means that \( W\)-degree \( (\alpha(X)) = 1 \), i.e., that \( \alpha(X) \) is an isomorphism.

\subsection*{35.4 Isogenies and lattices in \( V(F) \)}

\( \blacksquare \) (35.4.1) Let \( F(X, Y) \) be a formal group law of height \( h \) over \( A \). The Tate module \( T(F) \) is a free \( \mathbb{Z}_p \)-submodule of the \( \mathbb{Q}_p \)-vector space \( V(F) \approx \mathbb{Q}_p^h \), i.e., a lattice, where a lattice is defined as a free \( \mathbb{Z}_p \)-submodule of \( V(F) \) of rank \( h = \dim_{\mathbb{Q}_p}(V(F)) \), which generates \( V(F) \) as a \( \mathbb{Q}_p \)-vector space.

The Galois group \( \Gamma = \text{Gal}(K_{sc}/K) \) acts on \( \Lambda(F) \) and hence also on \( T(F) \) and \( V(F) \) as follows: \( \tau(x_0, x_1, \ldots) = (\tau x_0, \tau x_1, \ldots) \) for all \( \tau \in \Gamma \) and \( x = (x_0, x_1, \ldots) \in V(F) \). This action is continuous if \( \Gamma \) is given the Krull topology and \( V(F) \) the topology defined by the subgroups \( \{(0, \ldots, 0, x_{n+1}, x_{n+2}, \ldots) \} \subseteq V(F) \),
and this latter topology makes $V(F) \simeq Q_p^2$ an isomorphism of topological vector spaces over $Q_p$ where $Q_p$ has its usual $p$-adic topology.

**Theorem**

(i) Let $R$ be a sublattice of $T(F)$ in $V(F)$. Then there exists an isogeny (over some $A(L), L/K$ finite) $\alpha(X): H(X, Y) \to F(X, Y)$ such that $R = \text{Im}(T(\alpha))$. If $R$ is stable under $\Gamma$, $\alpha(X)$ and $H(X, Y)$ can be chosen to be defined over $A$. If $\hat{\alpha}(X): \hat{H}(X, Y) \to F(X, Y)$ is an isogeny such that $\text{Im}(T(\hat{\alpha})) \subset \text{Im}(T(\alpha))$, then there exists an isogeny $\beta(X): \hat{H}(X, Y) \to H(X, Y)$ such that $\hat{\alpha}(X) = \alpha(X) \circ \beta(X)$. In particular the lattice $\text{Im}(T(\alpha))$ determines $H(X, Y)$ and $\alpha(X)$ to within isomorphism.

(ii) Let $R$ be a lattice in $V(F)$ that contains $T(F)$ (a superlattice). Then there exists an isogeny $\beta(X): F(X, Y) \to G(X, Y)$ such that $V(\beta)^{-1}(T(G)) = R$. If $R$ is stable under $\Gamma$, $\beta(X)$ and $G(X, Y)$ can be chosen to be defined over $A$. If $\hat{\beta}(X): F(X, Y) \to \hat{G}(X, Y)$ is an isogeny such that $V(\beta)^{-1}(T(G)) \subset V(\hat{\beta})^{-1}(T(\hat{G}))$, then there exists an isogeny $\alpha(X): G(X, Y) \to \hat{G}(X, Y)$ such that $\alpha(X) \circ \beta(X) = \hat{\beta}(X)$. In particular, $R$ determines $G(X, Y)$ and $\beta(X)$ up to isomorphism.

To prove this theorem, in fact even to state it, we need to know that if $\alpha(X): F(X, Y) \to G(X, Y)$ is an isogeny, then $V(\alpha)T(F)$ is a lattice in $V(G)$.

**Lemma** Let $\alpha(X): F(X, Y) \to G(X, Y)$ be an isogeny. Then we have an exact diagram (i.e., all columns and rows are exact and the diagram is commutative)

\[
\begin{array}{ccccccccc}
0 & 0 & \\
 & & \\
0 & \to & T(F) & \to & V(F) & \to & \Lambda(F) & \to & 0 \\
&T(\alpha) & | & V(\alpha) & | & \Lambda(\alpha) & | & & \\
0 & \to & T(G) & \to & V(G) & \to & \Lambda(G) & \to & 0 \\
& & & & & & & & 0
\end{array}
\]

and $\text{CoKer}(T(\alpha)) \simeq \text{Ker} \Lambda(\alpha)$. Further, $T(\alpha)(T(F))$ is a sublattice of $T(G)$.

**Proof** We have already seen that the rows of the diagram above are exact (Proposition (35.3.9)). There is an isogeny $\beta(X): G(X, Y) \to F(X, Y)$ such that $\beta(X) \circ \alpha(X) = [p^n]_F(X)$ for $n$ large enough (Corollary (35.2.2)(i)). Hence $\Lambda(\alpha)$ is surjective by Corollary 35.1.6(i). Let $x \in V(F)$, then $V(\alpha)(x) = 0 \Rightarrow \alpha(x_i) = 0$ for all $i \in N$ and by Lemma (35.3.12) or Corollary (35.3.14) this would give infinitely many different roots of $\alpha(X)$ if $x$ were $\neq 0$. But $\alpha(X)$ is an isogeny and hence $\text{Ker}(\alpha(K_{sc}))$ is finite. Therefore $x = 0$ if $V(\alpha)(x) = 0$ (cf. also the proof of Proposition (35.3.15) where the same argument was used). Hence $V(\alpha)$ and $T(\alpha)$ are injective. Since $V(\alpha)$ is a map of $Q_p$-vector spaces of equal dimension and
\( V(\alpha) \) is injective, it follows that \( V(\alpha) \) is also surjective. The isomorphism \( \text{Ker } \Lambda(\alpha) = \text{CoKer } T(\alpha) \) now follows from the snake lemma (cf. [42, Chapter I, Section 1, no. 4]) and \( T(\alpha)(T(F)) \) is a lattice in \( V(G) \) because \( T(G) \) is a lattice in \( V(G) \) and \( T(G)/T(\alpha)T(F) \) is finite since \( \text{Ker } \Lambda(\alpha) \) is finite (Proposition (35.1.5)).

(35.4.4) Proof of Theorem (35.4.2) The proof of Theorem (35.4.2) is now a perfectly straightforward application of Theorem (35.2.1). First, let \( R \) be a sublattice of \( T(F) \) in \( V(F) \). Then \( R/T(F) \) is a finite subgroup of \( \Lambda(F) = V(F)/T(F) \), and the assignment \( R \mapsto R/T(F) \) sets up a bijective correspondence between finite subgroups of \( \Lambda(F) \) and superlattices of \( T(F) \) in \( V(F) \). Further, \( R/T(F) \) is stable under \( \Gamma \) iff \( R \) is stable under \( \Gamma \). Finally, if \( \hat{B}(X) : F(X, Y) \rightarrow \hat{G}(X, Y) \) is an isogeny, then by the exact diagram of (35.4.3) \( V(\hat{B})^{-1}(T(\hat{G}))/T(F) = \text{Ker } (\hat{B}(K_{sc})) \). Now apply Theorem (35.2.1) to obtain part (ii) of Theorem (35.4.2).

To prove part (i), pick any \( n \in \mathbb{N} \) such that \( [p^n]_F(T(F)) \subset R \), where \( R \) is the given sublattice of \( T(F) \). Then \( [p^n]_F^{-1}(R) \supset T(F) \), hence there exists (by part (ii) of Theorem (35.4.2)) an isogeny \( \beta(X) : F(X, Y) \rightarrow H(X, Y) \) such that \( V(\beta)^{-1}(T(H)) = [p^n]_F^{-1}(R) \). Now

\[
\text{Ker } (\beta(K_{sc})) = V(\beta)^{-1}(T(H))/T(F) = [p^n]_F^{-1}R/T(F)
\]

and hence \( [p^n]_F \text{Ker } (\beta(K_{sc})) = 0 \) since \( R \subset T(F) \). So \( \text{Ker } (\beta(K_{sc})) \subset \text{Ker } [p^n]_F \) and we can apply Theorem (35.2.1) to find a unique isogeny \( \alpha(X) : H(X, Y) \rightarrow F(X, Y) \) such that \( \alpha(X) \circ \beta(X) = [p^n]_F(X) \). But then \( \text{Im } T(\alpha) = V(\alpha)(T(H)) = V(\alpha)(V(\beta)([p^n]_F^{-1}(R))) = R \), as required. If \( R \) is stable under \( \Gamma \), then so is \( [p^n]_F^{-1}(R) \), so by part (ii) of Theorem (35.4.2) we can assume that \( \beta(X) \) and \( H(X, Y) \) are defined over \( A \) and hence so is \( \alpha(X) \) by Theorem (35.2.1).

Now let \( m \in \mathbb{N} \), \( m \geq n \), then, taking \( \beta(X) = \beta(X) \circ [p^{m-n}]_F(X) \), we find \( V(\beta)^{-1}(T(H)) = [p^m]^{-1}(R) \); and if \( \hat{\alpha}(X) \) is such that \( \hat{\alpha}(X) \circ \beta(X) = [p^n]_F(X) \), then

\[
\hat{\alpha}(X) \circ \beta(X) \circ [p^{m-n}]_F(X) = [p^n]_F(X) \circ [p^{m-n}]_F(X)
\]

so that we find the same \( \hat{\alpha}(X) = \alpha(X) \). That is, the choice of \( n \) is essentially immaterial.

Now let \( \hat{\alpha}(X) : \hat{H}(X, Y) \rightarrow F(X, Y) \) be an isogeny such that \( \text{Im } T(\hat{\alpha}) \subset \text{Im } T(\alpha) \). By the remark just made we can assume that \( \text{Im } (T(\hat{\alpha})) = [p^n]_F(T(F)) \), where \( \alpha(X) \) and \( \beta(X) \) are as constructed above (using this particular \( n \)). Now

\[
\text{Ker } \Lambda(\hat{\alpha}) \simeq V(T(F)/V(\hat{\alpha})T(\hat{H})
\]

and since \( V(\hat{\alpha})T(\hat{H}) = \text{Im } T(\hat{\alpha}) \supset [p^n]_F(T(F)) \), it follows that

\[
[p^n]_H \text{ Ker } \Lambda(\hat{\alpha}) = 0
\]
So by Theorem (35.2.1) there exists an isogeny \( \hat{\beta}(X) : F(X, Y) \to \hat{H}(X, Y) \) such that 
\[ \hat{\beta}(X) \circ \hat{\alpha}(X) = [p^n]_n(X) \]. But then
\[ \hat{\beta}(X) \circ \hat{\alpha}(X) \circ \hat{\beta}(X) = [p^n]_n(X) \circ \hat{\beta}(X) = \hat{\beta}(X) \circ [p^n]_n(X) \]
so that
\[ \hat{\alpha}(X) \circ \hat{\beta}(X) = [p^n]_n(X) = \alpha(X) \circ \beta(X) \]

Then
\[ \text{Ker}(\hat{\beta}(K_{sc})) = V(\hat{\beta})^{-1}T(\hat{H})/T(F) = V([p^n]_n) \circ V(\alpha)T(\hat{H})/T(F) \]
\[ \subseteq V([p^n]_n) \circ V(\alpha)T(\hat{H})/T(F) \]
\[ = V(\beta)^{-1}T(H)/T(F) = \text{Ker}(\beta(K_{sc})) \]

Hence, by Theorem (35.2.1) there exists a unique isogeny \( \gamma(X) : H(X, Y) \to H(X, Y) \) such that \( \gamma(X) \circ \hat{\beta}(X) = \beta(X) \). Then
\[ \alpha(X) \circ \gamma(X) \circ \hat{\beta}(X) = \alpha(X) \circ \beta(X) = \hat{\alpha}(X) \circ \hat{\beta}(X) \]
and hence \( \alpha(X) \circ \gamma(X) = \hat{\alpha}(X) \), as required. This completes the proof of the theorem.

35.5 Formal group laws with pregiven END-ring

Let \( F(X, Y), G(X, Y) \) be formal group laws over \( A \). We shall write \( \text{HOM}(F(X, Y), G(X, Y)) \) for \( \text{FG}(K_{sc})F(X, Y), G(X, Y)) \) and as before (cf. Chapter IV, Section 23.2) \( \text{END}(F(X, Y)) = \text{HOM}(F(X, Y), F(X, Y)) \). We have seen that the map \( V : \text{HOM}(F(X, Y), G(X, Y)) \to \text{Hom}(V(F), V(G)) \) is injective (more precisely we have seen this for \( T \) (cf. Proposition (35.3.9)), then the result also follows for \( V \); cf. Proposition (35.3.9); cf. also Lemma (35.4.3)).

Tensoring with \( Q_p \) gives us an injection (both modules being \( Z_p \)-torsion free)

\[ \text{Hom}(F(X, Y), G(X, Y)) \to \text{Mod}_{Q_p}(V(F), V(G)) \]

(where the latter “Mod” is one of \( Q_p \)-vector spaces). Also we can view \( \text{HOM}(F(X, Y), G(X, Y)) \) as a \( Z_p \)-submodule of \( Q_p \otimes \text{HOM}(F(X, Y), G(X, Y)) \).

(35.5.3) Proposition Using the notations of (35.5.1), let \( \alpha(X) \in Q_p \otimes \text{HOM}(F(X, Y), G(X, Y)) \). Then \( \alpha(X) \in \text{HOM}(F(X, Y), G(X, Y)) \) if and only if \( V(\alpha) \) maps \( T(F) \) into \( T(G) \) (cf. (35.5.2)).

Proof The “only if” part is trivial. As to the “if” part, there is an \( n \in N \) such that \( p^n\alpha(X) \in \text{HOM}(F(X, Y), G(X, Y)) \). Let \( \beta(X) = p^n\alpha(X) = [p^n]_G(X) \circ \alpha(X) \) (cf. (35.5.1)). Then because of \( V(\alpha)T(F) \subseteq T(G) \), we have \( V(\beta)T(F) \subseteq [p^n]_G T(G) \); hence by Theorem (35.4.2) there is a \( \hat{\beta}(X) \in \text{HOM}(F(X, Y), G(X, Y)) \) such that \( \beta(X) = [p^n]_G \circ \hat{\beta}(X) \). Then \( \alpha(X) = \hat{\beta}(X) \).
(35.5.4) Let $L_F$ be the quotient field of $J(\text{END}(F(X, Y)))$. Then of course $J$
induces an isomorphism $\mathbb{Q}_p \otimes \text{END}(F(X, Y)) \cong L_F$. Now $T(F)$ is an
$\text{END}(F(X, Y))$-module ($T$ being a functor) and so via $J$ we can view $V(F)$ as an
$L_F$-module, i.e., as a vector space over $L_F$. In these terms Proposition (35.5.3)
for endomorphisms becomes:

(35.5.5) **Corollary** $J(\text{END}(F(X, Y))) = \{a \in L_F \mid aT(F) \subset T(F)\}$.

(35.5.6) Let $\alpha(X): G(X, Y) \to F(X, Y)$ be an isogeny. Then $L_F = L_G$ by Corol-
larly (35.2.2)(ii) and $V(\alpha): V(G) \to V(F)$ becomes an isomorphism of
$L_F$-modules. Thus Proposition (35.5.3) for homomorphisms becomes

(35.5.7) **Corollary** $J(\text{HOM}(F(X, Y), G(X, Y))) = \{a \in L_F \mid aT(F) \subset T(G)\}$.

And we have also (in the setting of (35.5.6)):

(35.5.8) **Corollary** $J(\text{END}(G(X, Y))) = \{a \in L_F \mid a \text{Im}(T(\alpha)) \subset \text{Im } T(\alpha)\}$.

Indeed, $a \in J(\text{END}(G(X, Y))) \iff aT(G) \subset T(G) \iff J(\alpha)aT(G) \subset J(\alpha)T(G) \iff a
\text{Im}(T(\alpha)) \subset \text{Im}(T(\alpha))$ since $J(\alpha)T(G) = \text{Im}(T(\alpha))$.

We can now prove a theorem promised long ago (cf. Chapter IV, Section 23.2).

(35.5.9) **Theorem** Let $\mathcal{O}$ be an order over $\mathbb{Z}_p$ (which is contained in
$A(K_{sc})$). Then there is a formal group law $F(X, Y)$ (over some $A(L)$) of height
$[\mathcal{O} : \mathbb{Z}_p]$ such that $J(\text{END}(F(X, Y))) = \mathcal{O}$.

**Proof** Let $L$ be the quotient field of $\mathcal{O}$ and $A(L)$ its ring of integers, and
$\pi(L)$ a uniformizing element. Let $G(X, Y)$ be the one dimensional Lubin–Tate
formal $A(L)$-module over $A(L)$ with logarithm $g(X) = X + \pi(L)^{-1}g(X^{q(L)})$
where $q(L)$ is the number of elements in the residue field of $L$. Then
$J(\text{END}(G(X, Y))) = A(L)$ and $L_G = L$. Now let $R$ be a sublattice of $T(G) \subset V(G)$ such that $\mathcal{O} = \{a \in L_G \mid aR \subset R\}$.
(Such sublattices exist: take, e.g., $R = \mathcal{O}x$ where $x$ is any nonzero element of
$T(G)$; for the detailed theory of orders in algebras, see, e.g., [97].) Then there is
an isogeny $\alpha(X): F(X, Y) \to G(X, Y)$ such that $R = \text{Im } T(\alpha)$. Now apply Corol-
larly (35.5.8) to obtain $J(\text{END}(F(X, Y))) = \mathcal{O}$.

(35.5.10) **Corollary** (of the proof) Let $F(X, Y)$ be a formal group law and $\mathcal{O}$ be an order with quotient field $L_F$, then there exists an isogenous formal

group law $G(X, Y)$ with $J(\text{END}(G(X, Y))) = \mathcal{O}$.

### 35.6 The Tate module $T(F)$ as a Galois module

(35.6.1) Let $F(X, Y)$ be a formal group law over $A$ of height $h$. Let
$\Gamma = \text{Gal}(K_{sc}/K)$. Then $\Gamma$ acts on $T(F)$ and $V(F)$ as $\tau(x_0, x_1, x_2, \ldots) = (\tau x_0, \tau x_2, \ldots)$ and this is a continuous action, i.e., $\tau$ acts continuously on $V(F)$ (with
its topology as a $\mathbb{Q}_p$-vector space) and the homomorphism $\Gamma \to \text{GL}(V(F))$
is continuous. The kernel of this homomorphism is of course $\Gamma_1 =$
Gal($K_{sc}$/$K(\Lambda(F))$), where $K(\Lambda(F))$ is the field obtained from $K$ by adjoining all elements of $\Lambda(F) \subset (K_{sc})$.

(35.6.2) Theorem $V(F)$ is an irreducible $\Gamma$-module over $Q_p$ (i.e., $\Gamma \to GL(V(F))$ is an irreducible $h$-dimensional $p$-adic representation of $\Gamma$).

Proof Let $x \in V(F)$, then we have to show that $\Gamma x = \{ \tau x | \tau \in \Gamma \}$ generates all of $V(F)$ as a $Q_p$-vector space if $x \neq 0$. It suffices to prove this for $x \in T(F) \setminus \{p\}T(F)$. Let $W \subset T(F)$ be the sub-$Z_p$-module of $T(F)$ generated by $\Gamma x$. Then $W$ is free of rank $s \leq h$, and what we have to show is $s \geq h$.

Let $\phi_n: T(F) \to Ker[p^n]_F(K_{sc})$ be the homomorphism of $\Gamma$-modules $(x_1, x_2, \ldots, x_n, \ldots) \mapsto x_n$. Since $W$ is of rank $s \leq h$, $\phi_n(W)$ is a direct sum of at most $s$ cyclic subgroups all of rank $\leq n$ (because $[p^n](Ker[p^n]_F(K_{sc})) = 0$). So the number of elements in $\phi_n(W) - [p]\phi_n(W)$ is at most $p^{ns} - p^{(n-1)s}$. Each element of $\Gamma x_n$ is in $\phi_n(W) - [p]\phi_n(W)$.

Hence

$\# \Gamma x_n \leq p^{(n-1)s}(p^s - 1)$

Now $\# \Gamma x_n$ is the number of conjugates of $x_n$ over $K$ so $\# \Gamma x_n \geq [K(x_n) : K]$, so that

(35.6.3) $[K(x_n) : K] \leq p^{(n-1)s}(p^s - 1)$

We now use the valuation estimates on $v(x_n)$ of Lemma (35.3.12) (for $x \in T(F)$) to obtain a lower bound as follows. Let $e_n$ be the ramification index of $K(x_n)/K$. Now $\lim_{i \to \infty} v(x_i) = 0$ by Corollary (35.3.14). Hence there is an $m \in \mathbb{N}$ such that $v(x_i) < \varepsilon = v(\pi)$ for $i \geq m$ where $\pi$ is a uniformizing element of $K$. Then by Lemma (35.3.12)(v) we have for all $n \geq m$

$v(x_n) \leq p^{-(n-m)h}v(\pi)$

and hence

(35.6.4) $[K(x_n) : K] \geq e_n \geq p^{(n-m)h}$

for all $n \geq m$. Combining this with (35.6.3) we find

$p^{(n-1)s}(p^s - 1) \geq p^{(n-m)h}$

for all $n \in \mathbb{N}$ (for a certain fixed $m \in \mathbb{N}$). Letting $n \to \infty$ it follows that $s \geq h$. Q.E.D.

E.5 Bibliographical and Other Notes

(E.5.1) Notes on Section 32 The material in 32.1–32.2 comes straight from Lubin and Tate's beautiful paper [264]. Some additional remarks on the Lubin–Tate constructions can be found in [384–386] and [350]. In [264] Lubin and Tate have to use the existence and (certain) properties of the classical reciprocity homomorphism to prove that $L_{nr} \cdot K_{nr}$ is indeed maximal abelian. For a different treatment of local class field
theory, avoiding this as well as formal groups and Galois cohomology, cf. [169]. The explicit description of the reciprocity homomorphism for $K = \mathbb{Q}_p$ in Section 32.3 is due to Dwork [137].

The material of Section 32.4 on the Šafarevič mapping comes from [74]. For results on the image of the fundamental class in $H^2(G, L^*)$ under the mapping $H^2(G, L^*) \to H^2(G, \text{Gal}(L_{ab}/L))$ induced by the reciprocity homomorphism (Šafarevič–Weil theorem) in a class formation setting, cf., e.g., [12, Theorem 6, Chapter XV, p. 246] and/or [249, Chapitre IX, Théorème 7, p. 242].

The explicit reciprocity laws of Iwasawa [480] can also be generalized to the Lubin–Tate setting; cf. [509], cf. also (13.3.3) and [470].

**(E.5.2) Notes on Section 33** The theorem on the relation between the formal minimal model of an elliptic curve $E$ over $\mathbb{Q}$ and its global $L$-series is due to Honda [188], who, however, had to stay away from the primes 2 and 3 in [188]. This defect was removed by Hill [186].

Proofs of the Atkin–Swinnerton-Dyer conjectures were announced by Cartier in [67]. Unfortunately in their statement in [67] an inaccuracy slipped in and they were stated as congruences concerning $\beta(np) - \beta(p)\beta(n) + p\beta(n/p)$ rather than $\beta(np) - a_p\beta(n) + pb_p\beta(n/p)$. Now if one takes the standard model and the standard uniformizing element, it may of course happen that $a_p = \beta(p)$. But also not as examples 11B, 14C, 46A (for the prime number 5) of [35] show. In examples 26B, 58A one does have $a_5 = \beta(5)$. In his 1972 IHES seminar Cartier sketches a proof ([68]) and there the result is stated correctly.

Another proof has been given by Ditters, who also obtained a number of related and more dimensional results; cf. [126–129].

**(E.5.3) Notes on Section 34** The important Theorem (34.2.16) (universality of the formal group law of complex cobordism) is due to Quillen, [330, 332]. Theorem (34.2.14) (calculation of the logarithm of $F_{MU}(X, Y)$) is due to Miščenko (cf. [315, appendix 1]).

The proof of the universality of the formal group law of complex cobordism given above is a mixture of part III of [203] and [57]. With a little more trouble one can extend this to give a direct proof of the universality of $F_{MU}(X, Y)$, which does not use Lazard’s theorem; cf. [58]. The formula of Theorem (34.2.10) for $F_{MU}(X, Y)$ comes from Buh-štaber [48]. According to [2, p. 85] it was also obtained by Boardman. (Most of the formulas of 34.2 above also occur in [2, Part II, Section 10].)

The treatment of $MU$ cohomology operations and the Quillen splitting follows more or less Araki’s lecture notes [8].

The results on generators and operations in 34.4 and 34.5 were “announced” in [178, 179] and proved in [172]. Subsequently Kozma in [231, 232], using Cartier’s first theorem, also wrote down generators for $BP(pt)$ and $MU(pt)$. His $MU$ generators were different from mine and translating back gave a nicer one dimensional universal formal group law. (This is in fact the universal formal group law $F_{il}(X, Y)$ of Chapter I, Section 5; the original generators correspond to $H_U(X, Y)$; cf. [178]; cf. also the introduction of [171] for some more remarks.) Still more generators can be found in [8]. The first to write down a formula similar to (34.4.5) was Liulevicius [259], and he also proved that in the case $p = 2$ these (somewhat different) formulas gave generators.
Complex $K$-theory splits in a similar manner as $MU$ into a wedge sum of dimension shifted copies of a theory with $p$-typical formal group law; cf. Araki [7, 8] for a treatment of this Adams splitting from the point of view of formal group laws.

Calculations in Brown–Peterson cohomology are often easier than in $MU$-theory. A number of papers dealing with BP are [213, 395, 440–442, 456].

(E.5.4) **Notes on Section 35** For Section 35, I have mainly made use of Fröhlich [144] and Lubin [268]. Proposition (35.1.5) and Corollary (35.1.6) are due to Lubin and Serre, and Proposition (35.1.8) is due to Serre; cf. [364]. Theorem (35.2.1) is due to Lubin [266]; the proof given above follows Fröhlich [144], which in turn is Lubin’s original proof with a number of nontrivial details filled in.

Proposition (35.3.18) is a (weak) consequence of a theorem of Tate ([404, Theorem 4, Corollary 2]) which, on the other hand, is proved with the higher dimensional version of (35.3.18) as the main tool. Proposition (32.4.3) is another corollary of this theorem of Tate. Theorem (35.4.2) is, again, due to Lubin [266]; the proof given, again, follows Fröhlich [144]. Theorem (35.5.9) is also due to Lubin [266]. Finally, Theorem (35.6.2) is due to Serre [367] and is presented as in [144]. A related result is: let $F(X, Y)$ be a one dimensional formal group law over $A$ such that $\text{END}(F(X, Y)) = \mathbb{Z}_p$, then the image of $\text{Gal}(K_{ab}/K)$ in $\text{Aut}(T(F)) = GL_4(\mathbb{Z}_p)$ is an open subgroup; cf. [367, 267]. This can be thought of as a kind of nonabelian reciprocity. Related matters are contained in Sen [358, 359] and Fontaine [140].
CHAPTER VII

FORMAL GROUPS AND BIALGEBRAS

36 Basic Definitions and Survey of the Results of Chapter VII

36.1 The basic categories. Formal group laws, formal groups and their co- and contravariant bialgebras (hyperalgebras)

We shall presently see that a formal group law \( F(X, Y) \) defines a cogroup object in a certain category. For the convenience of the reader, we now first discuss briefly group and cogroup objects in a category.


(36.1.1) **Intermezzo on cogroup and group objects in category**
Let \( \mathbf{C} \) be a category with products (\( \times \)) and final object \( E \). A group object \( G \) in \( \mathbf{C} \) is an object of \( \mathbf{C} \) together with morphisms \( m: G \times G \to G, i: G \to G, e: E \to G \) such the first three of the following diagrams are commutative:

\[
\begin{array}{ccc}
G & \xleftarrow{m} & G \times G \\
\uparrow m & & \uparrow m \times 1 \\
G \times G & \xleftarrow{l \times m} & G \times G \times G \\
& & \text{\( e \times 1 \) }
\end{array}
\]

\( E \times G \cong \tilde{G} \)

(36.1.2)

\[
\begin{array}{ccc}
G & \xrightarrow{d} & G \times G \\
\downarrow e & & \downarrow i \times 1 \\
G & \xleftarrow{m} & G \times G \\
& & \text{\( m \)}
\end{array}
\]

where \( G \to E \) is the unique morphism into the final object \( E \), where \( d: G \to G \times G \) is the diagonal map \( (id, id) \) and \( E \times G \cong \tilde{G} \) is the canonical identification. If the fourth diagram is also commutative (where \( t \) is the switch morphism interchanging the two factors), the group object is said to be commutative. (The four diagrams express respectively associativity, left unit
element, left inverses, commutativity; as in the case of ordinary groups, it follows easily that there are two more commutative diagrams expressing right unit element, right inverses.)

Another way to say that $G$ is a group object in $\mathbf{C}$ is to say that the contravariant functor $\mathbf{C}(-, G): \mathbf{C}^0 \to \text{Set}$ factors through $V: \text{Group} \to \text{Set}$ where $V$ is the forgetful functor.

If $\mathbf{C} = \text{Set}$, a group object in $\mathbf{C}$ is simply an ordinary group with its multiplication given by $m$.

Dually, let $\mathbf{C}$ be a category with finite sums ($\sqcup$) and initial object $I$. A cogroup object in $\mathbf{C}$ is an object $C$ of $\mathbf{C}$ together with morphisms $\mu: C \to C \sqcup C$, $i: C \to I$, $\varepsilon: C \to I$ such that the first three of the following diagrams are commutative (these diagrams are of course obtained from those given above by reversing all arrows):

$$
\begin{array}{c}
C \xrightarrow{\mu} C \sqcup C \\
\downarrow{\mu} \quad \downarrow{I \sqcup \mu} \\
C \sqcup C \xrightarrow{\mu \sqcup 1} C \sqcup C \\
\end{array}
\quad
\begin{array}{c}
C \sqcup C \xrightarrow{1 \sqcup \varepsilon} C \sqcup C \\
\uparrow{\varepsilon \sqcup 1} \\
C \quad \approx \\
\end{array}
\quad
\begin{array}{c}
C \sqcup C \xrightarrow{i \sqcup i} C \sqcup C \\
\uparrow{\mu \sqcup 1} \\
C \\
\end{array}
$$

(36.1.3)

(Here $\delta$ is the sum morphism, $\tau$ the switch morphism, $I \sqcup C \approx C$ the canonical isomorphism, and $I \to C$ the unique morphism of the initial object $I$ into $C$.) $C$ is said to be cocommutative if the fourth diagram above is also commutative.

A morphism $\alpha: G_1 \to G_2$ between two group objects of $\mathbf{C}$ is a morphism of group objects if it is compatible with $m$, $e$, and $i$; i.e., we must have $m_2(\alpha \times \alpha) = \alpha m_1$, $i_2 \alpha = \alpha i_1$, $e_2 = \alpha e_1$.

A morphism $\alpha: C_1 \to C_2$ between two cogroup objects of $\mathbf{C}$ is a morphism of cogroup objects if it is compatible with $\mu$, $\varepsilon$, and $i$; i.e., we must have $(\alpha \sqcup \alpha)\mu_1 = \mu_2 \alpha$, $i_2 \alpha = \alpha i_1$, $\varepsilon_2 \alpha = \varepsilon_1$.

The category of group objects of $\mathbf{C}$ will be denoted $G\mathbf{C}$ and the category of cogroup objects in a category $\mathbf{C}$ will be denoted $G\mathbf{C}$.

\section*{(36.1.4) The contravariant bialgebra of a formal group law} Now let $F(X, Y)$ be a formal group law of dimension $n$ over a ring $A$. The $n$-tuple of power series $F(X, Y)$ defines (according to Appendix (A.4.2)) a unique continuous homomorphism $\tilde{\mu}: R \to R \otimes A R$, $R = A[[X_1, \ldots, X_n]]$, $\tilde{\mu}(X_i) = F_i(X_1 \otimes 1, \ldots, X_n \otimes 1; 1 \otimes X_1, \ldots, 1 \otimes X_n)$. Further, $\bar{\pi}(X) = [-1]_F(X)$ defines
a continuous homomorphism \( \overline{r} : R \to R \); and finally there is the natural augmentation homomorphism \( \varepsilon : R \to A \), \( X_i \mapsto 0 \). We claim that \( \overline{\mu}, \overline{r}, \overline{\varepsilon} \) make \( R \) a cogroup object (in the category of power series rings over \( A \) with continuous \( A \)-algebra homomorphisms). Indeed, commutativity of the first diagram of (36.1.3) is the same thing as \( F(X, F(Y, Z)) = F(F(X, Y), Z) \); commutativity of the second diagram equals \( F(0, Y) = Y \); and commutativity of the third diagram equals \( F(\overline{r}(X), X) = 0 \). Commutativity of the fourth diagram corresponds to \( F(X, Y) = F(Y, X) \), so that the formal group law is commutative iff \( R \) is cocommutative.

We shall use \( R(F) \) to denote this cogroup object associated to a formal group law \( F(X, Y) \) and call it the contravariant bialgebra of \( F(X, Y) \).

Let \( \alpha(X) : F(X, Y) \to G(X, Y) \) be a homomorphism of formal group laws over \( A \). Let \( G(X, Y) \) be \( m \)-dimensional. Then \( \alpha(X) \) is an \( m \)-tuple of power series in \( n \) variables and thus defines a unique homomorphism \( R(\alpha) : R(G) \to R(F) \), \( X_i \mapsto \alpha_i(X) \). We claim that \( R(\alpha) \) is a homomorphism of cogroup objects. Indeed, \( (R(\alpha) \otimes R(\alpha)) \circ \overline{\mu}_F = \overline{\mu}_G \circ R(\alpha) \) corresponds to \( \alpha(F(X, Y)) = G(\alpha(X), \alpha(Y)), \alpha(X) \equiv 0 \mod(\text{degree 1}) \) is the same as \( \overline{\varepsilon}_2 \circ R(\alpha) = \overline{\varepsilon}_1 \) and \( \alpha(\overline{r}_F(X)) = \overline{r}_G(\alpha(X)) \) corresponds to \( \overline{r}_G \circ R(\alpha) = R(\alpha) \circ \overline{r}_F \).

Thus \( R \) is a contravariant functor from the category of formal group laws into the category of cogroup objects in the category of power series rings over \( A \). (In particular it follows that \( R(F) \) depends (up to isomorphism of cogroup objects) only on the isomorphism class of \( F(X, Y) \).

Conversely, if \( C \) is a cogroup object in the category of power series rings over \( A \), then it defines an isomorphism class of formal group laws over \( A \). Indeed, let \( A[[X_1, \ldots, X_n]] \) be the power series ring underlying \( C \), then \( \overline{\mu} : C \to C \otimes C \) defines a formal group law \( F_\mu(X, Y) \) by \( F_\mu(i)(X, Y) = \overline{\mu}(X_i) \) (where we write \( Y_j \) for \( 1 \otimes X_j \)). Thus the functor \( F \mapsto R(F) \) is an equivalence of categories.

**The covariant bialgebra of a formal group law** Let \( F(X, Y) \) be again an \( n \)-dimensional formal group law over \( A \). Let \( R(F) \) be its contravariant bialgebra. Forgetting a lot of structure, \( R(F) \) is in any case a linearly topologized \( A \)-module (and complete and Hausdorff in that topology). Let \( M \) be this module. Then the \( A \)-algebra structure on \( M \) is given by continuous \( A \)-module morphisms

\[
M \otimes M \xrightarrow{\mu} M, \quad A \xrightarrow{\varepsilon} M
\]

and the cocommutative cogroup object structure on \( M \) gives us (in any case) continuous \( A \)-module morphisms

\[
M \xrightarrow{\overline{r}} M, \quad M \xrightarrow{\overline{\mu}} M \otimes M, \quad M \xrightarrow{\overline{\varepsilon}} A
\]

(Of course, there are various compatibilities between all these \( A \)-module morphisms, caused, e.g., by the fact that \( \overline{r}, \overline{\varepsilon}, \overline{\mu} \) are \( A \)-algebra homomorphisms so that, e.g., we must have \( \overline{\mu} \circ \overline{\mu} = (\overline{m} \otimes \overline{m}) \circ (1 \otimes \overline{r} \otimes 1) \circ (\overline{\mu} \otimes \overline{\mu}) \) where
is the isomorphism that interchanges the middle two factors in $M \otimes M \otimes M \otimes M$.

There is a pleasing symmetry about the array of morphisms that one obtains by combining (36.1.6) and (36.1.7) (and also a pleasing symmetry about the various compatibility conditions) suggesting that if we dualize everything we should get more or less the same kind of object.

Let $\text{Mod}_A$ be the category consisting of $A$-modules of the form $M \simeq \prod_{i \in I} A_i$, $A_i = A$ for all $i \in I$ with the product topology (discrete topology on the factors). The morphisms of $\text{Mod}_A$ are defined to be the continuous $A$-module morphisms. Then $R(F) \in \text{Mod}_A$ (if we forget about its various structure morphisms). Now let

$$U(F) = \text{Mod}_A(R(F), A)$$

Then as an $A$-module $U(F)$ is free and the various structure morphisms $\bar{m}, \bar{e}, \bar{r}, \bar{m}, \bar{e}$ define $A$-module morphisms

$$\mu: U(F) \to U(F) \otimes U(F), \quad \varepsilon: U(F) \to A$$

$$\iota: U(F) \to U(F)$$

$$m: U(F) \otimes U(F) \to U(F), \quad e: A \to U(F) \quad (36.1.8)$$

We now claim that $m$ and $\varepsilon$ make $U(F)$ an $A$-algebra with unit element; $U(F)$ is commutative if and only if $R(F)$ is cocommutative, i.e., if and only if $F(X, Y)$ is commutative. Further, we claim that $\mu, \varepsilon, \iota$ almost make $U(F)$ into a commutative cogroup object in the category of associative algebras over $A$. More precisely, $\mu$ and $\varepsilon$ are algebra homomorphisms; the diagrams of (36.1.2) are all commutative, but $\iota$ is not an $A$-algebra homomorphism as a rule; it satisfies instead $\iota(xy) = \iota(y)\iota(x)$, $\iota(1) = 1$. Whence the word *almost*. If $F(X, Y)$ is commutative, $U(F)$ is a cogroup object in $\text{Alg}_A$. A better way to look at $U(F)$ is as a group object in the category of commutative coalgebras.

$U(F)$ is called the covariant bialgebra of $F(X, Y)$; it has also been called the hyperalgebra of $F(X, Y)$. Note that $R(F) = \text{Mod}_A(U(F), A)$ and that by dualizing all the $A$-module homomorphisms in (36.1.8) we get back the continuous $A$-module homomorphisms (36.1.6) and (36.1.7).

**Summary** Summarizing we see that we have associated to a formal group law $F(X, Y)$ two objects:

(i) its contravariant bialgebra $R(F)$, which is a cogroup object in the category of power series algebras over $A$; $R(F)$ is cocommutative iff $F(X, Y)$ is commutative;

(ii) its covariant bialgebra $U(F)$, which is almost a commutative cogroup object in the category of associative algebras over $A$ (with unit); $U(F)$ is commutative if and only if $F(X, Y)$ is commutative (and then $U(F)$ is a cogroup object).
Moreover, the objects \( R(F) \) and \( U(F) \) are dual to each other, where one gets from \( R(F) \) to \( U(F) \) by taking continuous linear duals and from \( U(F) \) to \( R(F) \) by taking linear duals.

Further, this duality extends to the categories formed by the \( U(F) \)'s and \( R(F) \)'s. A morphism of power series algebras \( R(F) \to R(G) \) is a morphism of cogroup objects iff its continuous linear dual is an algebra homomorphism and a morphism of "cogroup objects." And vice versa. (This duality is known as Cartier duality.)

**Remark** In Section 37.2 we shall discuss more general formal groups than those that we have encountered so far (which are those whose associated contravariant bialgebra is a power series algebra) and discuss Cartier duality in this more general context.

**Theorem** Let \( \hat{W}(X, Y) \) be the (infinite dimensional) formal group law of Witt vectors over \( \mathbb{Z} \). Then \( U(\hat{W}) = \mathbb{Z}[Z_1, Z_2, \ldots] \) as a \( \mathbb{Z} \)-algebra and the comultiplication is given by \( Z_n \mapsto \sum_{i=0}^{n} Z_i \otimes Z_{n-i} \) where we take \( Z_0 = 1 \).

### 36.2 Formal Lie theory (revisited)

Let \( F(X, Y) \) be a finite dimensional formal group law over \( A \). In Chapter II we associated to \( F(X, Y) \) a Lie algebra \( L(F) \) as follows. As an \( A \)-module, \( L(F) = A^n \) where \( n = \dim(F) \), and letting \( e_i \) be the canonical \( i \)th basis vector of \( A^n \) the Lie algebra structure is defined by

\[
[e_j, e_k] = \sum_{i=1}^{n} (\gamma_{jk}^i - \gamma_{kj}^i)e_i
\]

where the \( \gamma_{jk}^i \) are determined by \( F(i)(X, Y) = X_i + Y_i + \sum_{j,k} \gamma_{j,k}^i X_j Y_k \) mod(degree 3).

This defined a functor \( \text{Lie} : \text{FG}_A \to \text{LA}_A \) and we asserted that \( \text{Lie} \) was an equivalence of categories in the case that \( A \) is a \( \mathbb{Q} \)-algebra. We over this we proved that for every \( L \in \text{LA}_A \) there is an \( F(X, Y) \in \text{FG}_A \) such that \( L(F) \simeq L \) but we left till later the proof that \( \text{Lie} \) induces a bijection

\[
\text{FG}_A(F(X, Y), G(X, Y)) \cong \text{LA}_A(L(F), L(G))
\]

Let \( U(F) \) be the covariant bialgebra of \( F(X, Y) \). We define a map \( \psi : L(F) \to U(F) \) as follows: \( e_i \mapsto \Delta_i \) where \( \Delta_i \) is the continuous homomorphism \( R(F) \to A \) defined by \( \Delta_i(a(X)) = \text{coefficient of } X_i \text{ in } a(X) \).

**Lemma** \( \psi \) is a Lie homomorphism. That is, \( \psi[x, y] = \psi(x)\psi(y) - \psi(y)\psi(x) \).

**Proof** By the definition of the multiplication in \( U(F) \) we have \( \psi(e_j)\psi(e_k) \) \( (a(X)) = \text{coefficient of } X_j Y_k \text{ in } a(F(X, Y)) \), so if

\[
a(X) = a_0 + \sum_{i=1}^{n} a_i X_i + \sum_{r,s} b_{rs} X_r X_s \mod(\text{degree } 3)
\]
we have that
\[ \psi(e_j)\psi(e_k)(a(X)) = \sum_{i=1}^{n} a_i \gamma^i_{jk} + b_{jk} + b_{kj} \]
so that
\[ (\psi(e_j)\psi(e_k) - \psi(e_k)\psi(e_j))(a(X)) = \sum_{i=1}^{n} a_i (\gamma^i_{jk} - \gamma^i_{kj}) = \psi([e_j, e_k])(a(X)) \]
proving the lemma.

\[ \text{(36.2.4) Now let } UL(F) \text{ be the universal enveloping algebra of } L(F). \text{ Then by the universality property we find by (36.2.3) a unique homomorphism of associative algberas} \]
\[ \phi: UL(F) \rightarrow U(F) \]

\[ \text{(36.2.5) Theorem If } A \text{ is a Q-algebra, the homomorphism } \phi \text{ of associative algebras (36.2.5) is an isomorphism.} \]

\[ \text{(36.2.7) Using (36.2.6) and Cartier duality (cf. (36.1.9)), it is now not difficult to prove the remainder of formal Lie theory, roughly as follows: } \]
\[ FG_A(F(X, Y), G(X, Y)) \rightarrow LA_A(L(F), L(G)) \text{ is always injective if } A \text{ is of characteristic zero (cf. (36.4.9)). Now let } \chi: L(F) \rightarrow L(G) \text{ be a homomorphism of Lie algebras. Then there is an induced homomorphism of the universal enveloping algebras } U(\chi): UL(F) \rightarrow UL(G), \text{ hence by Theorem (36.2.6) we have a (bialgebra) homomorphism } U(F) \rightarrow U(G) \text{ which by Cartier duality gives us a (bialgebra) homomorphism } R(G) \rightarrow R(F) \text{ and this in turn gives us a homomorphism of formal group laws } F(X, Y) \rightarrow G(X, Y); \text{ cf. (36.1.4).} \]

\[ \text{(36.2.8) Remark Theorem (36.2.6) can also be used to prove the formal version of Lie's third theorem (which we proved via the Campbell–Hausdorff formula in Section 14.5 of Chapter II). The argument is of course as follows. Let } L \text{ be a Lie algebra and } UL \text{ its universal enveloping algebra, which is a bialgebra. Take } R = \text{Mod}_A(UL, A). \text{ If we can prove that } R \text{ is a power series algebra over } A, \text{ we are through. This is a consequence of the Poincaré–Birkhoff–Witt theorem together with the fact that the comultiplication on } UL \text{ is given by } x \mapsto x \otimes 1 + 1 \otimes x \text{ for } x \in L; \text{ cf. (37.4.11) below for the details.} \]

### 36.3 Curves in noncommutative formal group laws

\[ \text{(36.3.1) Curves Let } F(X, Y) \text{ be a not necessarily commutative formal group law over a ring } A. \text{ A curve in } F(X, Y) \text{ is an } n\text{-tuple of formal power series } \gamma(t) \text{ such that } \gamma(0) = 0 \text{ (where } n = \text{dim}(F(X, Y)). \text{ By Appendix (A.4.2) } \gamma(t) \text{ defines a unique continuous homomorphism } \phi(t): R(F) \rightarrow A[t] \text{ such that } \phi(t)(X_i) = \gamma(i)(t) \text{ where } \gamma(i)(t) \text{ is the } i\text{th component of } \gamma(t). \text{ We write } \phi_i \text{ for the coefficient of } t^i \text{ in } \phi(t), \text{ so that} \]
\[ \phi(t) = \sum_{i=0}^{\infty} \phi_i t^i, \quad \phi_i \in U(F) \]
where the $\phi_i$ are $A$-linear continuous maps $R(F) \to A$, i.e., elements of $U(F)$. The fact that $\gamma(0) = 0$ means that $\phi_0 = \varepsilon: R(F) \to A$, which is the unit element of the associative algebra $U(F)$, and the fact that $\phi(t)$ is an algebra homomorphism translates into

$$\mu \phi_n = \sum_{i+j=n} \phi_i \otimes \phi_j$$

So $\phi(t)$ is a special sort of element of $1 + tU(F)[[t]]$. Now, using the ring structure of $U(F)$, $1 + tU(F)[[t]]$ is a group. It turns out that the correspondence $\gamma(t) \mapsto \phi(t)$ set up above defines an isomorphism of groups from $\mathcal{S}(F; A)$ onto the subgroup of $1 + tU(F)[[t]]$ consisting of all $1 + \phi_1 t + \phi_2 t^2 + \cdots$ such that (36.3.3) holds.

Moreover, it turns out that in the case of a commutative formal group law $F(X, Y)$ over a characteristic zero ring $A$, the role of the logarithm $f(X)$ of $F(X, Y)$ is taken over by the ordinary logarithm series $\log(1 + Z) = \sum (-1)^n z^{n-1} Z^n$ which takes the group $1 + tU(F)[[t]]$ into the additive group $tU(F)[[t]]$ (coefficientwise addition).

**36.3.4 Divided power sequences** Let $u \in U(F)$, then $u$ defines an $A$-linear endomorphism $x \mapsto xu$; dualizing this, one finds an endomorphism $\partial: R(F) \to R(F)$. Now let $1, \phi_1, \phi_2, \ldots$ be a sequence of elements of $U(F)$ such that (36.3.3) holds. This gives a sequence of $A$-linear endomorphisms $\partial_1, \partial_2, \partial_3, \ldots$ of $R(F)$ such that

$$\partial_n(xy) = \sum_{i+j=n} \partial_i(x)\partial_j(y), \quad \partial_0 = id$$

More generally, if $B$ is any $A$-algebra, then a sequence of $A$-module endomorphism $\partial_0, \partial_1, \partial_2$ such that (36.3.5) holds is called a divided power sequence. We write formally $\partial(t) = \sum \partial_i t^i$. Then the set of all divided power sequences becomes a group $H_\mathcal{A}(B)$ under the multiplication

$$\partial(t)\hat{\partial}(t) = \sum_{n=0}^\infty \left( \sum_{i=0}^n \partial_i \hat{\partial}_{n-i} \right) t^n$$

Now suppose that $A$ is a $\mathbb{Q}$-algebra. Let $\partial_1 \in \text{Der}_\mathcal{A}(B)$, i.e., $\partial_1$ is an $A$-module endomorphism of $B$ satisfying $\partial_1(xy) = (\partial_1 x)y + x(\partial_1 y)$. Then $\exp(\partial_1 t) = id + \partial_1 t + (2!)^{-1} \partial_1^2 t^2 + (3!)^{-1} \partial_1^3 t^3 + \cdots$ is an element of $H_\mathcal{A}(B)$, and one proves that every element of $H_\mathcal{A}(B)$ can be uniquely written in the form

$$\exp\left( \sum_{i=1}^\infty \partial_i t^i \right), \quad \partial_i \in \text{Der}_\mathcal{A}(B)$$

If $B = K(F)$ where $F(X, Y)$ is a formal group law over $A$, then every curve in $\mathcal{S}(F; A) = \mathcal{S}(U(F); A)$ gives rise to an element of $H(R(F))$; but of course not all elements $H(R(F))$ arise in this way. The ones that do arise in this way are easily characterized as those $\sum \partial_i t^i \in H(R(F)), \partial_i \in \text{Mod}_\mathcal{A}T(R(F), A)$, such that all $\partial_i$
are left invariant in the sense that $\mu \circ \partial_i = (1 \otimes \partial_i) \circ \mu$. Using this and (36.3.7) then enables one to reprove the Campbell–Hausdorff theorem (14.4.14) of Chapter II (cf. (38.2.12)).

(36.3.8) **The bialgebra $U$** In the case of a commutative formal group law $F(X, Y)$ we have the representation theorem which says that for every curve $\gamma(t) \in \mathcal{G}(F; A)$, there is a unique homomorphism of formal group laws $\alpha_{\gamma}(X)$: $\tilde{W}(X, Y) \to F(X, Y)$ such that $\alpha_{\gamma}(\gamma_w(t)) = \gamma(t)$, where $\gamma_w(t)$ is a certain standard curve in $\tilde{W}(X, Y)$. Taking covariant bialgebras, we see that $U(\tilde{W}) = U^c$ represents the functor $U(F) \mapsto \mathcal{G}(U(F); A)$, for commutative formal group laws $F(X, Y)$.

Now by (36.1.11) $U^c = \mathbb{Z}[Z_1, Z_2, \ldots]$ as an algebra, and the comultiplication is given by $Z_n \mapsto \sum_{i+j=n} Z_i \otimes Z_j$. There is an obvious noncommutative analogue of $U^c$, viz. the Hopf algebra

$$U = \mathbb{Z}\langle Z_1, Z_2, \ldots \rangle, \quad Z_n \mapsto \sum_{i=0}^{n} Z_i \otimes Z_{n-i}, \quad Z_0 = 1$$

of noncommutative polynomials in $Z_1, Z_2, \ldots$ over $\mathbb{Z}$.

One almost trivially has that $U$ represents (in the covariant bialgebra sense) the functor “curves.” Thus $U$ can be seen as the noncommutative analogue of the covariant bialgebra of the Witt vectors and one can ask whether $U$ comes from an (infinite dimensional noncommutative) formal group law. It does (Theorem (38.1.10); we shall give no proof).

(36.3.9) **Decomposition** If $A$ is a $\mathbb{Z}_{(p)}$-algebra and $F(X, Y)$ a formal group law over $A$, then, almost trivially, one has the fact that every curve in $F(X, Y)$ can be written as a unique sum of shifted $p$-typical curves. Something similar is (definitely nontrivially) true in the noncommutative case, and the final subsection (38.4) is devoted to a description of this result (no proofs).

### 37 Formal Groups and Bialgebras

#### 37.1 Coalgebras, bialgebras, and Hopf algebras

In this subsection $A$ is a fixed base ring (commutative with 1, as always). Unlabeled tensor products will be tensor products over $A$.

(37.1.1) **Coalgebras** A coalgebra over a ring $A$ is an $A$-module $C$ together with two $A$-module homomorphisms

$$\mu: C \to C \otimes C, \quad \varepsilon: C \to A$$

such that $(1 \otimes \mu) \circ \mu = (\mu \otimes 1) \circ \mu$, $(\varepsilon \otimes 1) \circ \mu = (1 \otimes \varepsilon) \circ \mu = id$ (where we have identified $A \otimes C \simeq C \simeq C \otimes A$). In categorical terms (cf. diagrams 1 and 2 of (36.1.3)) a coalgebra over $A$ is a comonoid object in $\text{Mod}_A$ with two-sided counit.
The coalgebra $C$ is said to be cocommutative if $\tau \circ \mu = \mu$ where $\tau: C \otimes C \to C \otimes C$ is the switching morphism which interchanges the two factors.

An $A$-module morphism $\phi: C_1 \to C_2$, where $C_1$ and $C_2$ are coalgebras over $A$, is said to be a morphism of coalgebras iff $(\phi \otimes \phi) \circ \mu_1 = \mu_2 \circ \phi$ and $\varepsilon_2 \phi = \varepsilon_1$.

If $C_1$ and $C_2$ are two coalgebras over $A$, then $C_1 \otimes C_2$ is given a coalgebra structure as follows:

$$C_1 \otimes C_2 \xrightarrow{\mu_1 \otimes \mu_2} (C_1 \otimes C_1) \otimes (C_2 \otimes C_2) \xrightarrow{1 \otimes \tau \otimes 1} (C_1 \otimes C_2) \otimes (C_1 \otimes C_2)$$

$$C_1 \otimes C_2 \xrightarrow{\varepsilon_1 \otimes \varepsilon_2} A \otimes A \cong A$$

$C_1 \otimes C_2$ is the categorical product in the category of coalgebras. The category also has a final object, viz. $A$, with the obvious trivial coalgebra structure and the unique morphism of coalgebras $C \to A$ into the final object is $\varepsilon: C \to A$.

**37.1.2 Bialgebras** A bialgebra over a ring $A$ is an $A$-module $B$ together with four $A$-module homomorphisms

$$\mu: B \to B \otimes B, \quad \varepsilon: B \to A$$

$$m: B \otimes B \to B, \quad e: A \to B$$

such that the following conditions hold:

(i) $(B, \mu, \varepsilon)$ is a coalgebra over $A$;

(ii) $(B, m, e)$ is an associative algebra over $A$;

(iii) $\mu$ and $\varepsilon$ are $A$-algebra morphisms;

(iv) $m$ and $e$ are $A$-coalgebra morphisms.

There is some redundancy in these requirements. In fact, conditions (iii) and (iv) are equivalent. In fact, $\mu$ is multiplication preserving iff $\mu \circ m = (m \otimes m) \circ (1 \otimes \tau \otimes 1) \circ (\mu \otimes \mu)$ and this holds iff $m$ is comultiplication preserving. Similarly, $\varepsilon$ is unit preserving iff $\varepsilon \circ e = id$, and this is the case iff $e$ is counit preserving. Further, $m$ is counit preserving iff $\varepsilon \circ m = \varepsilon \otimes \varepsilon$ (identifying $A \cong A \otimes A$) which is the case iff $\varepsilon$ is multiplication preserving; and finally $\mu$ is unit preserving iff $e \otimes e = \mu \circ e$ (again identifying $A \cong A \otimes A$ canonically) which is the case iff $e$ is comultiplication preserving.

Let $B_1$ and $B_2$ be bialgebras over $A$. Then an $A$-module homomorphism $\phi: B_1 \to B_2$ is a morphism of bialgebras iff $\phi$ is a homomorphism of coalgebras and a homomorphism of algebras, i.e., if

$$(\phi \otimes \phi) \circ \mu_1 = \mu_2 \circ \phi, \quad \varepsilon_2 \phi = \varepsilon_1, \quad \phi \varepsilon_1 = \varepsilon_2, \quad \phi \circ m_1 = m_2 \circ (\phi \otimes \phi)$$

The bialgebra $A$ over $A$ is both final and initial object in the category of bialgebras: the unique morphisms being $\varepsilon: A \to B$, $\varepsilon: B \to A$. If $B_1$ and $B_2$ are bialgebras, then $B_1 \otimes_A B_2$ with the obvious bialgebra structure is both sum and product in the category of bialgebras over $A$. The bialgebra $B$ is called cocommutative if the underlying coalgebra is cocommutative, and commutative if the underlying algebra is commutative.
(37.1.3) **The convolution product** Let \( C \) be a coalgebra over \( A \) and \( D \) an algebra over \( A \). Then \( \text{Mod}_A(C, D) \) can be given an \( A \)-algebra structure as follows. Let \( \alpha, \beta \in \text{Mod}_A(C, D) \), then \( \alpha \ast \beta \), the convolution product of \( \alpha \) and \( \beta \), is the composite \( A \)-module morphism

\[
C \xrightarrow{\mu_C} C \otimes C \xrightarrow{\alpha \otimes \beta} D \otimes D \xrightarrow{m_D} D
\]

One checks easily that this defines an associative \( A \)-linear multiplication on \( \text{Mod}_A(C, D) \) for which \( e_D e_C : C \to A \to D \) is the (two-sided) unit element. We shall usually write \( 1_{C, D} \) for this element.

Let \( \gamma : D_1 \to D_2 \) be a morphism of algebras. Then \( \gamma \) induces a convolution multiplication and convolution unit preserving \( A \)-linear map \( \text{Mod}_A(C, D_1) \to \text{Mod}_A(C, D_2) \). Dually, if \( \delta : C_1 \to C_2 \) is a morphism of coalgebras, then \( \delta \) induces a convolution multiplication and convolution unit preserving \( A \)-linear map \( \text{Mod}_A(C_2, D) \to \text{Mod}_A(C_1, D) \). In formulas one has

\[
\begin{align*}
\gamma(\alpha \ast \beta) &= (\gamma \alpha) \ast (\gamma \beta), & \gamma 1_{C, D_1} &= 1_{C, D_2} \\
(\alpha \ast \beta) \delta &= (\alpha \delta) \ast (\beta \delta), & 1_{C_2, D} \delta &= 1_{C_1, D}
\end{align*}
\]

(37.1.4)

(37.1.5) **Σ notation** Let \( C \) be a coalgebra and \( x \in C \). We shall write

\[
\mu_C(x) = \sum_{(x)} x_{(1)} \otimes x_{(2)}
\]

This convenient and useful notation is due to Heynemann and Sweedler (cf. [401, Section 1.2]). Let \( D \) be an algebra. Using this notation, the convolution product \( \alpha \ast \beta \) of two \( A \)-module morphisms is given by

\[
(\alpha \ast \beta)(x) = \sum_{(x)} \alpha(x_{(1)})\beta(x_{(2)})
\]

(37.1.6) **Antipodes** Let \( B \) be a bialgebra over \( A \). An **antipode** for \( B \) is a morphism of \( A \)-modules \( s : B \to B \) such that \( s \) is a two-sided inverse for \( id_B \in \text{Mod}_A(B, B) \) under the convolution product defined in (37.1.3), i.e., \( id \ast s = e_B e_B = s \ast id \). Equivalently, \( s \) is an \( A \)-module morphism such that the following diagram:

\[
\begin{array}{ccc}
B \otimes B & \xrightarrow{id \otimes s} & B \otimes B \\
\downarrow{\mu_B} & & \downarrow{m_B} \\
B & & B \\
\end{array}
\]

and the corresponding diagram with \( s \otimes id \) instead of \( id \otimes s \) both commute. Comparing this with diagrams 3 of (36.1.2) and (36.1.3), we see that the bialgebra \( B \) with antipode \( s \) is a cogroup object in the category of algebras if \( s \) happens to be an algebra homomorphism and that \((B, s)\) is a group object in the category of coalgebras if \( s \) happens to be a coalgebra morphism. These things happen rather often as Proposition (37.1.8) below shows.
(37.1.7) **Definition** A Hopf algebra over $A$ is a pair consisting of a bialgebra $B$ with an antipode $s$.

(37.1.8) **Proposition** Let $(B, s)$ be a bialgebra with antipode $s$ over $A$ (i.e., a Hopf algebra). Then $s$ has the properties:

(i) $s(xy) = s(y)s(x)$ for all $x, y \in B$.
(ii) $s(1) = 1$ (where 1 is the unit element of the algebra $B$).
(iii) $\varepsilon_B \circ s = \varepsilon_B$.
(iv) $\tau \circ (s \otimes s) \circ \mu_B = \mu_B \circ s$.
(v) If $B$ is commutative or cocommutative, then $s \circ s = \text{id}$.

**Proof** (i) Let $\alpha, \beta, \gamma: B \otimes B \to B$ be respectively the $A$-module morphisms $\alpha(x \otimes y) = xy, \beta(x \otimes y) = s(y)s(x), \gamma(x \otimes y) = s(xy)$. We now first show that

$$\gamma \ast \alpha = 1 = \alpha \ast \beta,$$

where $1 = e_B \circ e_{B \otimes B}$

That $\gamma \ast \alpha = 1$ is proved by the commutative diagram

```
  B \otimes B \overset{\mu \otimes \mu}{\rightarrow} B \otimes B \otimes B \otimes B \overset{1 \otimes \tau \otimes 1}{\rightarrow} B \otimes B \otimes B \otimes B
  \downarrow m \quad \downarrow m \quad \downarrow 1 \otimes m \quad \downarrow m \otimes 1 \otimes 1
   \quad \varepsilon \otimes \varepsilon \quad \quad \mu \quad \quad 1 \otimes m \quad \quad s \otimes 1 \quad \quad s \otimes m
  A \otimes A \quad B \quad \quad B \otimes B \quad \quad \quad \quad \quad \quad \quad B \otimes B
```

Here $\gamma \ast \alpha$ is, by definition, the composite morphism $B \otimes B \to B$ obtained by starting in $B \otimes B$ at the upper left and going right–down–left along the outer edge. The two triangles on the right are obviously commutative; the triangle on the left is commutative because $\varepsilon$ is an $A$-algebra homomorphism; the upper pentagon is commutative because $\mu$ is an $A$-algebra morphism; and the lower pentagon is commutative because $s$ is an antipode.

To prove that $\alpha \ast \beta = 1$ we use the $\sum$ notation of (37.1.5). We have

$$(\alpha \ast \beta)(x \otimes y) = \sum_{(x), (y)} \alpha(x_{(1)} \otimes y_{(1)})\beta(x_{(2)} \otimes y_{(2)})$$

$$= \sum_{(x), (y)} x_{(1)}y_{(1)}s(y_{(2)})s(x_{(2)})$$

Now because $s$ is an antipode $\sum_{(y)} y_{(1)}s(y_{(2)}) = e_B e_B(y)$, and since all morphisms are $A$-linear and $e_B(y) \in A$, we have

$$(\alpha \ast \beta)(x \otimes y) = e_B e_B(y) \sum_{(x)} x_{(1)}s(x_{(2)}) = e_B e_B(y) e_B e_B(x)$$

so that indeed $\alpha \ast \beta = 1$. Using the associativity of the convolution multiplication, we now have from (37.1.9)

$$\gamma = \gamma \ast (\alpha \ast \beta) = (\gamma \ast \alpha) \ast \beta = \beta$$
which proves (i). (Of course one can also prove $\alpha \ast \beta = 1$ by a (rather large) diagram and, conversely, $\gamma \ast \alpha = 1$ by use of the $\sum$ notation.)

(ii) Because $s$ is an antipode and $\mu(1) = 1 \otimes 1$, we have $e_B e_B(1) = 1 s(1) = s(1)$. On the other hand, $e_B(1) = 1$ and $e_B(1) = 1$ because $e_B$ is an $A$-algebra homomorphism and because (by definition) the unit element of the algebra $B$ is $e_B(1), 1 \in A$.

(iii) and (iv) These are the dual statements of (ii) and (i), respectively, and are proved similarly. (For (iv) one considers $\alpha', \beta', \gamma': B \to B \otimes B$ with $\alpha' = \mu_B, \beta' = \tau \circ (s \otimes s) \circ \mu_B, \gamma' = \mu_B \circ s$.)

(v) Consider the two diagrams

If $B$ is commutative, the first diagram is commutative by (i); and if $B$ is cocommutative, the second diagram is commutative by (iv). Using also (ii) and (iii), we see that in both cases $s \ast s \circ s = e_B e_B = 1_{B,B}$. On the other hand, $id \ast s = e_B e_B = 1_{B,B}$ and by the associativity of the convolution multiplication we find $s \circ s = id$ as in the proof of (i). Q.E.D.

(37.1.10) Proposition Let $B_1$ and $B_2$ be two Hopf algebras over $A$ and let $\alpha: B_1 \to B_2$ be a morphism of the underlying bialgebras. Then $\alpha$ is also a morphism of Hopf algebras (i.e., $\alpha s_1 = s_2 \alpha$). (In particular a given bialgebra can have at most one antipode.)

Proof $\alpha$ is a morphism of algebras; so if $1$ denotes the unit element of the convolution algebra $\text{Mod}_A(H_1, H_2)$, we have by (37.1.4)

$1 = \alpha \ast (id \ast s_1) = \alpha \ast \alpha s_1$

On the other hand, using that $\alpha$ is a morphism of coalgebras, we have also by (37.1.4)

$1 = \alpha^\ast(s_2 \ast id) = s_2 \alpha \ast \alpha$

And therefore

$s_2 \alpha = s_2 \alpha \ast 1 = s_2 \alpha \ast (\alpha \ast \alpha s_1) = (s_2 \alpha \ast \alpha) \ast \alpha s_1 = 1 \ast \alpha s_1 = \alpha s_1$. Q.E.D.
37.2 The basic categories and Cartier duality

(37.2.1) **The category** \( \text{Mod}_A \) An object of \( \text{Mod}_A \) is a topological \( A \)-module isomorphic to a direct product of free \( A \)-modules of rank 1, where the factors have the discrete topology. That is, if \( M \in \text{Mod}_A \), then

\[
M \cong \prod_{i \in I} A m_i
\]

for a certain index set \( I \) and a basis of the open subsets in \( M \) is given by the inverse images of elements of \( \prod_{i \in \kappa} A m_i \) under the natural projection \( M \to \prod_{i \in \kappa} A m_i \) where \( \kappa \) runs through all finite subsets of \( I \). Morphisms in \( \text{Mod}_A \) are continuous \( A \)-module morphisms. A set of elements \( \{m_i \mid i \in I\} \subset M \) such that \( M = \prod_{i \in I} A m_i \) is called a pseudobasis of \( M \).

(37.2.2) **Definition** Let \( I \) be a set. A collection \( \mathcal{S} \) of subsets of \( I \) is called directed (sometimes filtered) if for every \( \kappa_1, \kappa_2 \in \mathcal{S} \) there is a \( \kappa \in \mathcal{S} \) such that \( \kappa_1 \cup \kappa_2 \subset \kappa \).

(37.2.3) **The category** \( \text{Alg}_A \) An object of \( \text{Alg}_A \) is a topological \( A \)-algebra \( R \) (commutative, with 1) that as a topological \( A \)-module is an object of \( \text{Mod}_A \) and such that there exists a pseudobasis \( \{r_i \mid i \in I\} \subset R \) and a directed set \( \mathcal{S} \) of finite subsets of \( I \) such that:

(i) \( I_\kappa = \{\prod_{i \in I} a_i r_i \mid a_i = 0 \text{ for all } i \in \kappa\} \) is an ideal of \( R \) for all \( \kappa \in \mathcal{S} \).

(ii) The ideals \( I_\kappa, \kappa \in \mathcal{S} \) define the topology of \( R \).

A morphism of \( \text{Alg}_A \) is simply a continuous \( A \)-algebra homomorphism.

Let \( \text{Alg}^f_A \) be the full subcategory of \( \text{Alg}_A \) consisting of those \( R \) that as \( A \)-modules are free of finite rank (with discrete topology). Then an object \( R \in \text{Alg}_A \) is in particular a strict directed projective limit of objects in \( \text{Alg}_A \), and a morphism in \( \text{Alg}_A \) is always induced by a morphism between strict directed projective systems in \( \text{Alg}_A \).

If \( A \) is a field, \( \text{Mod}_A \) is simply the category of linearly compact \( A \)-vector spaces and \( \text{Alg}_A \) is the category of \( A \)-algebras whose underlying vector space is linearly compact.

The \( T \)'s in \( \text{Mod}_T \) and \( \text{Alg} \) serve as a mnemonic for “topological.”

The category \( \text{Alg}_A \) has finite sums and as initial object \( A \) itself. The sum of \( R_1, R_2 \) in \( \text{Alg}_R \) is the completed tensor product \( R_1 \widehat{\otimes} R_2 \).

(37.2.5) **The category** \( \text{Clg}_A \) An object of \( \text{Clg}_A \) is a cocommutative coalgebra \( U \) over \( A \) whose underlying \( A \)-module is free such that there exists a basis \( \{u_i \mid i \in I\} \) and a directed set \( \mathcal{S} \) of finite subsets of \( I \) such that the submodules \( \sum_{i \in \kappa} A u_i \subset U \) are subcoalgebras of \( U \) for all \( \kappa \in \mathcal{S} \). (This is a strictly dual situation to that of (37.2.4): the condition (ii) of (37.2.4) corresponds to the “directedness” of \( \mathcal{S} \), a condition that is implied by (ii) in the situation of (37.2.4)
A morphism of $\text{Clg}_A$ is simply a coalgebra morphism. The category $\text{Clg}_A$ has finite products and a final object. If $A$ is a field, $\text{Clg}_A$ is simply the category of all coalgebras over $A$ since in that case every finite dimensional subspace is contained in some finite dimensional subcoalgebra; cf. [368].

(37.2.6) **Cartier duality** (first installment) Let $R \in \text{AIt}_A$. Considering $R$ for the moment as an object of $\text{Mod} T_A$, the algebra structure of $R$ is given by a bilinear map $m: R \times R \to R$ and a morphism $A \to R$. Since $m$ is bilinear, it induces a morphism $R \otimes R \to R$; and since $m$ is continuous and $R$ complete, this morphism extends to a morphism $m: R \hat{\otimes} R \to R$ in $\text{Mod} T_A$.

Now let $D^T: \text{Mod} T_A \to \text{Mod} F_A$, where $\text{Mod} F_A$ is the category of free $A$-modules, be the functor "linear topological dual." That is,

$$D^T(M) = \text{Mod} T_A(M, A)$$

Applying $D^T$ to $m: R \hat{\otimes} R \to R$ we obtain an $A$-module morphism $\mu: D^T(R) \to D^T(R) \otimes D^T(R)$; and applying $D^T$ to $A \to R$, we obtain an $A$-module morphism $\varepsilon: D^T(R) \to A$.

We now claim that $(D^T(R), \mu, \varepsilon)$ is an object of $\text{Clg}_A$. This is easily checked. First, $(D^T(R), \mu, \varepsilon)$ is certainly a cocommutative coalgebra. Second, let $\{r_i | i \in I\}$ be a pseudobasis for $R$ and $\mathcal{S}$ a set of finite subsets of $I$ such that (i) and (ii) of (37.2.4) hold. For each $i \in I$, define $u_i$ by $u_i(r_j) = 0$ if $j \neq i$ and $u_i(r_i) = 1$. Then $\{u_i | i \in I\}$ is a basis for $D^T(R)$; and if $\kappa \in \mathcal{S}$, we have that $\sum_{i \in \kappa} A u_i$ is a subcoalgebra of $D^T(R)$ precisely because $\prod_{i \in \kappa} a_i r_i a_i = 0$ for $i \in \kappa$ is an ideal of $R$.

Conversely, let $U \in \text{Clg}_A$. We now define

$$D(U) = \text{Mod} A(U, A)$$

and we give $D(U)$ the obvious $A$-algebra structure. The topology on $D(U)$ is defined as follows. Take any basis $\{u_i | i \in J\}$ of $U$; for each finite subset $\lambda \subset J$, let $M_\lambda = \{f \in D(U) | \phi(u_i) = 0, \text{ all } i \in \lambda\}$. Then the subgroups $M_\lambda$ for all finite $\lambda$ define the topology of $D(U)$. In particular, we can take a basis $\{u_i | i \in I\}$ such that there is a directed set of $\mathcal{S}$ of finite subsets such that the condition of (37.2.5) holds. Let $r_i \in D(U)$ be defined by $r_i(u_j) = 0$ if $j \neq i$, $r_i(u_i) = 0$, then $\{r_i | i \in I\}$ is a pseudobasis for $D(U)$; and if $\kappa \in \mathcal{S}$, then

$$\prod_{i \in \kappa} a_i r_i a_i = 0 \text{ for } i \in \kappa = \{\phi \in D(U) | \phi(u_i) = 0 \text{ for all } i \in \kappa\}$$

is an open ideal in $D(U)$, and these ideals define the topology of $D(U)$ because $\mathcal{S}$ is directed.

It is clear that $D^T D(U) \simeq U$, $DD^T(R) = R$, so that we have

(37.2.7) **Proposition** The functors $D^T: \text{AIt}_A \to \text{Clg}_A$, $D: \text{Clg}_A \to \text{AIt}_A$ define a duality between the categories $\text{AIt}_A$ and $\text{Clg}_A$.

(37.2.8) **Definitions and notations** We let $G\text{Clg}_A$ be the category of group objects in $\text{Clg}_A$ and $G^c\text{Clg}_A$ the category of commutative group objects in
C\text{lg}_A$. Dually, C\text{AIT}_A is the category of cogroup objects in A\text{IT}_A and C^cA\text{IT}_A the category of cocommutative cogroup objects.

(37.2.9) Proposition (Cartier duality; second installment) The functors D^T and D of Proposition (37.2.7) define a duality between the categories C\text{AIT}_A and G\text{Clg}_A, and a duality between C^cA\text{IT}_A and G^c\text{Clg}_A.

Proof Let R \in C\text{AIT}_A. Then R is a topological Hopf algebra over A whose underlying topological A-algebra is in A\text{IT}_A. Let
\[m_R: R \otimes R \to R, \quad \varepsilon_R: A \to R\]
\[\iota_R: R \to R\]
\[\mu_R: R \to R \otimes R, \quad \varepsilon_R: R \to A\]
be the five structure maps of R. Applying D^T and writing U for D^T(R), we obtain five structure maps
\[\mu_U: U \to U \otimes U', \quad \varepsilon_U: U \to A\]
\[\iota_U: U \to U\]
\[m_U: U \otimes U \to U, \quad e_U: A \to U\]
Of these \mu_U and \varepsilon_U make U an object of C\text{lg}_A. Further, m_U and \varepsilon_U are coalgebra morphisms because \mu_R and \varepsilon_R are algebra morphisms. Thus U is a bialgebra (cf. (37.1.2)). Further, as is easily checked, \iota_U is an antipode for the bialgebra U (because \iota_R is an antipode for R). Because U is cocommutative, it follows \iota_U is a coalgebra morphism. Hence U is in G\text{Clg}_A. Similarly, one proves that D(U) \in C\text{AIT}_A if U \in G\text{Clg}_A; and it is obvious that D^T (resp. D) takes cocommutative (resp. commutative) objects into commutative (resp. cocommutative) objects. Q.E.D.

37.3 Formal groups, affine group schemes, and more Cartier duality

(37.3.1) The category of formal groups over A Let A\text{IT}'_A be the category of A-algebras that as modules over A are free and finitely generated. A formal group (scheme) over A is now defined as a covariant functor F: A\text{IT}'_A \to \text{Group} which is representable by an object in C\text{AIT}_A, where by the last phrase we mean that there is an R \in C\text{AIT}_A such that

(37.3.2) \[F(S) \simeq A\text{IT}_A(R, S)\]

functionally for all S \in A\text{IT}'_A, while the group structure on F(S) is induced by the cogroup object structure of R \in C\text{AIT}_A. Practically by definition therefore the category of formal group (schemes) over A is equivalent to the category C\text{AIT}_A. The only thing to check is that the functors F_1, F_2 associated to nonisomorphic R_1, R_2 permit us to see that R_1 and R_2 are nonisomorphic, and
this is precisely the case because \( R_1 \) and \( R_2 \) are strict projective limits of objects in \( \text{Alt}_A^f \).

Let \( \text{Gf}_A \) denote the category of formal group (schemes) over \( A \). Then there is a natural fully faithful embedding of the category of formal group laws \( \text{FG}_A \) in \( \text{Gf}_A \), obtained by associating to \( F(X, Y) \) its contravariant bialgebra \( R(F) \in \text{CAIT}_A \) (cf. (36.1.4) above; cf. also Sections 1.3 of Chapter I and 9.3 of Chapter II).

We now have four categories:

\[
\begin{align*}
\text{FG}_A & : \text{formal group laws over } A \text{ of any dimension, not necessarily commutative;} \\
\text{Gf}_A & : \text{formal group (schemes) over } A. \text{ We shall call an object } F \in \text{Gf}_A \text{ smooth if it can be represented by a power series algebra over } A. \text{ Thus } \text{FG}_A \text{ is equivalent to the full subcategory of } \text{Gf}_A \text{ of smooth formal groups. But } \text{Gf}_A \text{ is definitely larger containing, e.g., also finite group schemes over } A, \text{ whose underlying } A-\text{module is free and of finite rank over } A; \\
\text{CAIT}_A & : \text{cogroup objects in } \text{Alt}_A; \text{ this category is antiequivalent to } \text{Gf}_A \text{ and the objects corresponding to smooth formal groups, i.e., objects } \Pi \text{ in } \text{FG}_A \text{ are those whose underlying topological } A-\text{algebra is of the form } A[[X_i]]_{i \in I}; \\
\text{GClg}_A & : \text{group objects in } \text{Clg}_A, \text{ the category of commutative coalgebras over } A. \text{ This category is antiequivalent to } \text{CAIT}_A \text{ (and therefore equivalent to } \text{Gf}_A) \text{ by Cartier duality.}
\end{align*}
\]

\textbf{37.3.3) The category of (commutative) affine group schemes over } A
An affine group scheme over \( A \) is (by definition) a functor \( G : \text{Alg}_A \to \text{Group} \) which is representable by an object \( C \in \text{Alg}_A \), i.e., \( G(B) = \text{Alg}_A(C, B) \) for all \( B \in \text{Alg}_A \). The object \( C \) is then necessarily a cogroup object in \( \text{Alg}_A \), i.e., \( C \in \text{CAlg}_A \). We now define \( \text{GA}_A \) as the subcategory of those functors \( \text{Alg}_A \to \text{Group} \) that are representable by \( A \)-algebras \( C \in \text{CAlg}_A \) such that \( C \in \text{Clg}_A \) as a coalgebra. If \( k \) is a field, \( \text{GA}_A \) is simply the category of affine group schemes over \( A \).

Let \( \text{GA}_A^e \) be the full subcategory of commutative group schemes in \( \text{GA}_A \). Then \( G \in \text{GA}_A^e \) is representable by an object in \( \text{CAlg}_A \) which can also be considered as an object of \( \text{GClg}_A \). (In the noncommutative case this is not quite true.)

\textbf{37.3.4) We are now going to interpret Cartier duality in the commutative case as a sort of Pontryagin duality. Cartier duality will be a pair of duality functors } D^T : \text{Gf}_A^e \to \text{GA}_A^e \text{ defined essentially by taking all homomorphism of a given formal group into the multiplicative formal group } \hat{G}_m; \text{ and } D : \text{GA}_A^e \to \text{Gf}_A^e, \text{ defined by taking all homomorphisms of the given affine group scheme } G \text{ into the algebraic multiplicative group } G_m.
(37.3.5) **Base change** Let $U \in \text{GClg}_A$ and $B \in \text{Alg}_A$, then $U \otimes B = U_B$ is canonically an object in $\text{GClg}_B$ as follows: If $\mu$, $\epsilon$, $m$, $e$, $i$ are the five structure maps of $U$, then the five structure maps of $U_B$ are

$$
\begin{align*}
\mu_B &: U \otimes B \xrightarrow{\mu \otimes 1} U \otimes U \otimes B \simeq (U \otimes B) \otimes_B (U \otimes B) \\
\epsilon_B &: U \otimes B \xrightarrow{\epsilon \otimes 1} A \otimes B \simeq B \\
m_B &: (U \otimes B) \otimes_B (U \otimes B) \simeq U \otimes U \otimes B \xrightarrow{m \otimes 1} U \otimes B \\
i_B &: U \otimes B \xrightarrow{i \otimes 1} U \otimes B \\
e_B &: B = A \otimes B \xrightarrow{e \otimes 1} U \otimes B
\end{align*}
$$

where $\otimes$ stands for $\otimes_A$. It is trivial to check that $U_B$ satisfies the conditions that make it an object of $\text{GClg}_B$.

(37.3.6) **Proposition** $\text{GClg}_B(B[T, T^{-1}], U_B) \simeq \text{Alg}_A(D(U), B)$ functorially for all $B \in \text{Alg}_A$.

Here $B[T, T^{-1}]$ has the obvious $B$-algebra structure (giving us $m$ and $e$), and the coalgebra structure is given by $\mu: T \mapsto T \otimes T$, $\epsilon: T \mapsto 1$, while the inverse morphism is given by $i: T \mapsto T^{-1}$. (This determines the coalgebra structure of $B[T, T^{-1}]$ completely because by (37.1.2) $\mu$, $\epsilon$, and $i$ must be $B$-algebra morphisms.)

(37.3.7) **Start of the proof of Proposition (37.3.6)** A $\text{GClg}_B$-morphism $B[T, T^{-1}] \to U_B$ is, among other things, a $B$-algebra homomorphism and as such uniquely determined by the image $x \in U_B$ of $T \in B[T, T^{-1}]$. The conditions that $T \mapsto x$ defines actually a $\text{GClg}_B$-morphism are then

$$
\begin{align*}
\mu_B(x) &= x \otimes x \quad \text{(compatibility with comultiplication)} \\
\epsilon_B(x) &= 1 \quad \text{(compatibility with counit)} \\
x \text{ is invertible in the algebra } B_U \quad \text{(because } T \text{ is invertible in } B[T, T^{-1}]) \\
i_B(x) &= x^{-1} \quad \text{(compatibility with inverses)}
\end{align*}
$$

Of these four conditions the first two imply the others. Indeed, since the diagonal morphism of $U_B$ as an object of $\text{Clg}_B$ is $\mu_B$ and the unique morphism into the final object is $\epsilon_B: U_B \to B$, we see from the third diagram of (36.1.2) that $m_B \circ (i_B \otimes 1) \circ \mu = e_B \circ \epsilon_B$. Applying this to $x$ and using $e_B(1) = 1$ and the first two properties of (37.3.8), we find $i_B(x)x = 1$.

Thus $\text{GClg}_B(B[T, T^{-1}], U_B)$ is canonically a certain subset of $U_B = U \otimes B$. The next step is to identify $U \otimes B$ with $\text{Mod}_A(D(U), B)$.
(37.3.9) **Lemma** \( \psi : U \otimes B \cong \text{Mod}_{T_A}(D(U), B), u \otimes b \mapsto \phi_{u,b}, \phi_{u,b}(t) = t(u)b \) is an isomorphism of \( B \)-modules.

**Proof** Let \( \phi \in \text{Mod}_{T_A}(D(U), B) \) and let \( \{ t_i \mid i \in I \} \) be the pseudobasis corresponding to a basis \( \{ e_i \mid i \in I \} \) of \( U \). Then \( \phi(t_i) = 0 \) for all \( i \in I \setminus \kappa \) for some finite subset \( \kappa \) and the morphism inverse to the one defined in the statement of the lemma assigns \( \sum_{i \in \kappa} e_i \otimes \phi(t_i) \in U \otimes B \) to \( \phi \). (Remark: Lemma (37.3.9) is really just \( D_B^B(D_B(U_B)) = U_B, D_B^T: \text{AlIT}_B \rightarrow \text{Clg}_B, D_B: \text{Clg}_B \rightarrow \text{AlIT}_B \).

(37.3.10) **Conclusion of the proof of Proposition (37.3.6)** Let \( x \in U \otimes B \), then we claim \( \psi(x) \) is in \( \text{AlIT}_A(D(U), B) \) if and only if \( \mu_B(x) = x \otimes x \) and \( \varepsilon_B(x) = 1 \). Indeed, by the definition of the algebra structure on \( D(U) \) if \( t_1, t_2 \in D(U), t_1, t_2 : U \rightarrow A \) is the composite

\[
U \overset{\mu}{\longrightarrow} U \otimes U \overset{t_1 \otimes t_2}{\longrightarrow} A \otimes A \rightarrow A
\]

Hence \( \psi(x)(t_1 t_2) = \psi(x)(t_1)\psi(x)(t_2) \) is equivalent to \( \mu_B(x) = x \otimes x \), and similarly \( \psi(x)(1) = 1 \) is equivalent to \( \varepsilon_B(x) = 1 \). Q.E.D.

(37.3.11) **Proposition** \( C^e\text{AlIT}_B(B[T], R_B) \cong \text{Alg}_A(D^T(R), B) \) for all \( R \in C^e\text{AlIT}_A \) and \( B \in \text{Alg}_A \).

Here \( R_B = R \hat{\otimes}_A B \) (discrete topology on \( B \)) with its inherited \( C^e\text{AlIT}_B \)-structure; \( D^T(R) \in C^e\text{Clg}_A \) is viewed as an object in \( C^e\text{Alg}_A \) (cf. (37.2.9)); and \( B[T] \) has the cogroup structure defined by \( \sigma(T) = 0, \mu(T) = 1 \otimes T + T \otimes 1 + T \otimes T; \iota(T) \) is such that \( T + \iota(T) + T \iota(T) = 0 \). This is the other half of the Pontryagin-duality-like interpretation of Cartier duality which we are discussing and of which (37.3.6) is the first half. There is a slight asymmetry about (37.3.11) compared to (37.3.6) caused by the fact that we want to view \( D^T(R) \) as an object representing a functor \( \text{Alg}_A \rightarrow \text{Group} \) rather than as a functor \( \text{Clg}_A \rightarrow \text{Group} \). The proof of Proposition (37.3.11) is practically identical with that of (37.3.6) and is omitted. (One starts of course with an isomorphism \( R \hat{\otimes} B \cong \text{Mod}_A(D^T(R), B) \).)

Restricting (37.2.9) to the commutative case, and writing things in terms of formal group schemes and affine group schemes rather than in terms of algebras, we have shown

(37.3.12) **Theorem** (Cartier duality) There is a duality \( D^T: Gf^c_A \rightarrow GA^c_A, D: GA^c_A \rightarrow Gf^c_A \) between commutative formal groups and commutative affine group schemes \( (DD^T \cong id, D^Td \cong id) \) defined by the functors

\[
D^T(F)(B) = Gf_B(F, \hat{G}_{m,B}), \quad B \in \text{Alg}_A
\]

\[
D(G)(B) = GA_B(G, G_{m,B}), \quad B \in \text{AlIT}_A
\]

(37.3.13) In particular if \( A = k \), a field, then \( GA^c_k \) is the category of all commutative affine group schemes over \( k \) (cf. (37.2.5)) and we find a duality between the category of all formal groups over \( k \) and the category of all affine group schemes over \( k \).
37.4 Universal enveloping algebras and covariant bialgebras (over $\mathbb{Q}$)

Let $G(X, Y)$ be a finite dimensional formal group law over $A$. Let $\mathfrak{g}$ be the Lie algebra of $G(X, Y)$ and let $U\mathfrak{g}$ be the universal enveloping algebra of $\mathfrak{g}$. Let $\{x_1, \ldots, x_n\}$ be a basis for $\mathfrak{g}$ over $A$. Then we recall (cf. Section (14.3.6) of Chapter II) that $U\mathfrak{g}$ as an $A$-module is free with basis $\{x^k\}$ where $k$ runs through all multi-indices $k = (k_1, \ldots, k_n), k_i \in \mathbb{N} \cup \{0\}$. We also recall that the diagonal map $\Delta$ of $U\mathfrak{g}$ is given by

$$\Delta(x^k) = \sum_{i+j=k} \binom{k}{i} x^i \otimes x^j$$

and that the multiplication on $U\mathfrak{g}$ satisfies

$$x^k x^l = x^{k+l} + \sum_{j=k+1} a_j x^j, \quad a_j \in A$$

Now let $U(G)$ be the covariant bialgebra of $G(X, Y)$. As a module over $A$, $U(G)$ is free with as basis the set of elements $z_k : A[[X_1, \ldots, X_n]] \rightarrow A$ defined by $z_k(a(X)) = \text{coefficient of } X^k$ in $a(X)$ where $k$ runs through all multi-indices $(k_1, \ldots, k_n), k_i \in \mathbb{N} \cup \{0\}$. Let $e(i)$ be the multi-index $(0, \ldots, 0, 1, 0, \ldots, 0)$ with the 1 in the $i$th spot. Then

$$\psi : \mathfrak{g} \rightarrow U(G), \quad x_i \mapsto z_{e(i)}$$

is a Lie homomorphism according to Lemma (36.2.3). Hence $\psi$ induces a homomorphism of associative algebras

$$\phi : U\mathfrak{g} \rightarrow U(G)$$

It is our aim to prove that $\phi$ is an isomorphism of bialgebras in the case that $A$ is a $\mathbb{Q}$-algebra. (More precisely, we shall show that $\phi$ is an isomorphism of associative algebras which respects comultiplication and counit; no inverse element morphism has been defined on $U\mathfrak{g}$.)

Let $U^m(G)$ be the submodule of $U(G)$ spanned by the $z_k$ with $|k| = k_1 + \cdots + k_m \leq m$.

(37.4.6) Lemma $z_k \cdot z_1 \equiv z_{k+1}^{(k+1)} \mod U^{m-1}(G)$ if $m = |k + 1|$.

Proof By the definition of the multiplication in $U(G)$ we have for $a(X) \in A[[X_1, \ldots, X_n]]$

$$(z_k z_1)(a(X)) = \text{coefficient of } X^k Y^1 \text{ in } a(G(1)(X, Y), \ldots, G(n)(X, Y))$$

and because $G(i)(X, Y) \equiv X_i + Y_i \mod (\text{degree 2})$ for all $i = 1, \ldots, n$ we have

$$\text{coefficient of } X^k Y^1 \text{ in } a(G(X, Y)) = \binom{k+1}{k} a_{k+1} + P(a_s)$$

where $P(a_s)$ is a polynomial in coefficients $a_s$ of $a(X)$ with $|s| < |k + 1|$. This proves the lemma.
(37.4.7) Theorem  Suppose that $A$ is a $\mathbb{Q}$-algebra. The associative algebra homomorphism of (37.4.5) is then an isomorphism, and $\phi$ respects the comultiplication and counits of $U_g$ and $U(G)$.

Proof  Let $U^m g$ be the submodule of $U_g$ generated by the $x^k$ with $|k| \leq m$. We claim that

$$\phi(x^k) \equiv k! \cdot z_k \mod U^{m-1}(G) \quad \text{if} \quad m = |k|$$  \hspace{1cm} (37.4.8)

This is proved by induction, being obviously true for $|k| \leq 1$ (cf. (37.4.4)). If $|k| \geq 2$, let $k = j + l$ with $|j|, |l| \geq 1$. Then because $\phi$ is an algebra homomorphism and using induction, we find

$$\phi(x^k) \equiv l! \cdot z_l \mod U^{l-1}(G), \quad l = |l|$$

$$\phi(x^k) \equiv j! \cdot z_j \mod U^{j-1}(G), \quad j = |j|$$

$$\phi(x^l x^j) = \phi(x^l)\phi(x^j)$$

Now $U^s(G)U^t(G) \subset U^{s+t}(G)$ (this follows from Lemma (37.4.6) by induction) and from (37.4.8) for $t < |k|$ we also see that $\phi(U^t g) \subset U^t(G)$. Combining all this with (37.4.3) and Lemma (37.4.6) we find mod $U^{m-1}(G)$

$$\phi(x^k) \equiv \phi(x^l x^j) = \phi(x^l)\phi(x^j) \equiv (l! \cdot z_l)(j! \cdot z_j) \equiv l! \cdot z_l \cdot j! \cdot z_j \cdot \left(\begin{array}{c} l + j \\ l \end{array}\right) z_{l+j}$$

which proves (37.4.8). It follows that $\phi$ induces isomorphisms $U^m g/U^{m-1} g \to U^m(G)/U^{m-1}(G)$ for all $m \in \mathbb{N}$ and hence that $\phi$ is an isomorphism $U_g \to U(G)$.

It remains to show that $\phi$ respects comultiplication and counit. To prove this it suffices to prove this on a set of algebra generators of $U_g$ because the structure morphisms $U_g \to U_g \otimes U_g$, $U_g \to A$, $U(G) \to U(G) \otimes U(G)$, $U(G) \to A$ are all $A$-algebra homomorphisms. A set of algebra generators for $U_g$ is $\{1, x_1, \ldots, x_n\}$ and the result follows. Q.E.D.

(37.4.9) Proposition  Lie: $FG_A(F(X, Y), G(X, Y)) \simeq LA_A(L(F), L(G))$ is a bijection if $A$ is a $\mathbb{Q}$-algebra.

Proof  Let $\alpha(X): F(X, Y) \to G(X, Y)$ be a homomorphism of formal group laws. Suppose that $\alpha(X) \neq 0$. We claim that then $J(\alpha) \neq 0$ if $A$ is of characteristic zero. Indeed, we have if $\alpha(X) = (\alpha(1)(X), \ldots, \alpha(m)(X))$,

$$\alpha(i)(F(X, Y)) = G(i)(\alpha(X), \alpha(Y))$$

Differentiating this with respect to $Y_k$ we find

$$\sum_{j=1}^{n} \frac{\partial \alpha(i)}{\partial X_j} (F(X, Y)) \cdot \frac{\partial F(i)}{\partial Y_k} (X, Y)$$

$$= \sum_{s=1}^{m} \frac{\partial G(i)}{\partial X_s} (\alpha(X), \alpha(Y)) \cdot \frac{\partial \alpha(s)}{\partial Y_k} (Y)$$  \hspace{1cm} (37.4.10)
Let \((d\alpha/dX)(X)\) be the \(m \times n\) matrix \(((\partial\alpha(i)/\partial X_j)(X))_{i,j}\) and \((\partial F/\partial Y)(X, Y)\) the \(n \times n\) matrix \(((\partial F(i)/\partial Y_j)(X, Y))_{i,j}\) and \((\partial G/\partial Y)(X, Y)\) the \(m \times m\) matrix \(((\partial G(i)/\partial Y_j)(X, Y))_{i,j}\). Then the equations (37.4.10) for all \(i\) simultaneously can be written as a matrix equation

\[
\frac{d\alpha}{dX} (F(X, Y)) \cdot \frac{\partial F}{\partial Y}(X, Y) = \frac{\partial G}{\partial Y}(\alpha(X), \alpha(Y)) \cdot \frac{d\alpha}{dX} (Y)
\]

Substituting \(Y = 0\) and using \(F(X, 0) = X\), \((d\alpha/dX)(0) = J(\alpha), \alpha(0) = 0\), we find

\[
\frac{d\alpha}{dX} (X) \cdot \frac{\partial F}{\partial Y}(X, 0) = \frac{\partial G}{\partial Y}(\alpha(X), 0) \cdot J(\alpha)
\]

Now \(F(i)(X, Y) = X_i + Y_i + \sum a_{k,l} X^k Y^l\) where the sum is over all \(k, l\) with \(|k| \geq 1, |l| \geq 1\) (because \(F(i)(X, 0) = X_i\) and \(F(i)(0, Y) = Y_i\)). It follows that \((\partial F/\partial Y)(0, 0) = I_n\) the \(n \times n\) unit matrix. It follows that \((\partial F/\partial Y)(X, 0)\) is an invertible matrix. So if \(J(\alpha) = 0\), then \((d\alpha/dX)(X) = 0\); and since \(\alpha(0) = 0\) and \(A\) is of characteristic zero, this can happen only if \(\alpha(X) = 0\).

This proves the injectivity of \(\text{Lie}\). \(\text{Remark:}\) the one dimensional version of the argument above has been used before in Section 18.3 of Chapter IV.) As to the surjectivity of \(\text{Lie}\), let \(\phi: L(F) \to L(G)\) be a homomorphism of \(\text{Lie}\) algebras. Then \(\phi\) induces a homomorphism of associative algebras with comultiplication and counit \(\bar{U} \phi: UL(F) \to UL(G)\). Using the isomorphisms \(UL(F) \cong U(F), UL(G) \cong U(G)\), we find a comultiplication and counit preserving homomorphism of associative algebras \(\bar{U} \phi: (U(F) \to U(G))\). Applying \(D\), this gives a comultiplication and counit preserving \(\bar{D}(\bar{U} \phi): R(G) \to R(F)\). Let \(\alpha(i)(X) = \bar{D}(\bar{U} \phi)(X_i)\), then \(\alpha(X)\) is a homomorphism of \(\text{formal group laws} F(X, Y) \to G(X, Y)\) and tracing all the steps one easily checks that \(L(\alpha) = \phi\).

\(\text{(37.4.11)}\) \textbf{Second proof of the formal version of Lie's third theorem}

To conclude this section let us show how to use Theorem (37.4.7) to obtain a proof of the formal version of Lie's third theorem (which we also proved via the Campbell–Hausdorff formula in Section 14.5 of Chapter II). Let \(g \in \mathfrak{L}A_1\) and let \(U_g\) be the universal enveloping algebra of \(g\). Then \(U_g\) is an associative algebra with a cocommutative comultiplication and a counit (or augmentation). Define \(R_g = \text{Mod}_A(U_g, A)\). Then \(R_g\) is a commutative algebra over \(A\) with a (not necessarily commutative) comultiplication and counit. We claim that \(R_g\) as an algebra over \(A\) is isomorphic to \(A[X_1, \ldots, X_n]\) where \(n = \dim g\) if \(A\) is a \(\mathbb{Q}\)-algebra.

This is proved as follows. Define (using the Poincaré–Birkhoff–Witt theorem)

\[
\psi: A[X_1, \ldots, X_n] \to R_g = \text{Mod}_A(U_g, A)
\]

\(X^k \mapsto y_k k!, \) where \(y_k(\sum a_k x^k) = a_k\).
Now the comultiplication on $U_g$ is given by (cf. (37.3.2))

$$x^k \mapsto \sum_{i+j=k} \binom{k}{i} x^i \otimes x^j$$

and it follows that the multiplication on $R_g$ is $y_i y_j = (t^{i+j}) y_{i+j}$. Hence $\psi$ is an $A$-algebra isomorphism. The comultiplication on $R_g$ now defines a comultiplication on $A[X]$, and this gives us the desired formal group law with Lie algebra $g$.

### 37.5 The covariant bialgebra of the Witt vectors

Let $\hat{W}(X, Y)$ be the formal group law of the Witt vectors over $\mathbb{Z}$. That is, $\hat{W}(i)(X, Y) = \Sigma_i(X_1, \ldots, X_i; Y_1, \ldots, Y_i)$ where $\Sigma_i$ is the $i$th Witt vector addition polynomial. The first thing we want to do is to calculate the dual (in the sense of Cartier duality) of the formal group $\hat{W}$. Now according to Section 37.2

$$D^T(\hat{W})(B) = \text{GF}_B(\hat{W}_B, \hat{G}_m, B)$$

But according to the representation theorem (Chapter V, Theorem (27.1.14)) we know that $\text{GF}_B(\hat{W}, \hat{G}_m) \simeq \text{FG}_B(\hat{W}(X, Y), \hat{G}_m(X, Y)) = \mathcal{C}(\hat{G}_m; B)$. And according to Chapter III, (17.2.11) we know that $\mathcal{C}(\hat{G}_m; B) \simeq W^+(B)$, the underlying additive group of the ring of Witt vectors with coordinates in $B$. All these isomorphisms being functorial, we conclude that the commutative affine group scheme dual to $\hat{W}$ is $W^+ = D^T(\hat{W})$, and then of course the duality theorem (37.3.12) says that $D(W^+) = \hat{W}$. This can also be seen fairly directly.

Let $\hat{W}(-): \text{Ring} \to \text{Ab}$ be the abelian-group-valued subfunctor of $W^+: \text{Ring} \to \text{Ab}$ defined by

$$\hat{W}(B) = \{(b_1, b_2, \ldots) \in W(B) | b_i \text{ nilpotent for all } i \text{ and } b_i = 0 \text{ for almost all } i\}$$

Let $\Lambda(B)$ be the abelian group of power series in $1 + tB[t]$ and let $\bar{E}: \hat{W}(-) \to \Lambda(-)$ be the functorial isomorphism of Chapter III, (17.2.7) and (17.2.9) $(b_1, b_2, \ldots) \mapsto \prod_{i=1}^{\infty} (1 - b_i t^i)$. Let $\hat{\Lambda}(-)$ be the subfunctor of $\Lambda(-)$ corresponding to $\hat{W}(-)$ under $\bar{E}$. That is, $\hat{\Lambda}(B)$ consists of all polynomials of the form $1 + a_1 t + \cdots + a_n t^n$ with all the $a_i$ nilpotent elements of $B$.

We now define a pairing

$$\langle , \rangle: \hat{W}(B) \times W^+(B) \to \hat{G}_m(B)$$

for all $B \in \text{Ring}$ as follows. Let $a = (a_1, a_2, \ldots) \in \hat{W}(B)$ and $b = (b_1, b_2, \ldots) \in W^+(B)$. Then $a \cdot b$, where the dot denotes multiplication in the ring of Witt vectors $W(B)$, is in $\hat{W}(B)$. It follows that $\bar{E}(a, b)$ is in $\hat{\Lambda}(B)$, so that upon substituting $t = 1$ we obtain a well-defined element of $G_m(B)$ of the form $1 + z$ where $z$ is nilpotent in $B$. So, writing $\bar{E}(a; t)$ instead of $\bar{E}(a)$ for notational convenience, the formula for the pairing $\langle , \rangle$ is

$$\langle a, b \rangle = \bar{E}(a \cdot b; 1)$$
One obviously has the relations

\[ \langle a + a', b \rangle = \langle a, b \rangle \langle a', b \rangle, \quad \langle a, b + b' \rangle = \langle a, b \rangle \langle a, b' \rangle \]

\[ \langle a, 0 \rangle = 1, \quad \langle 0, b \rangle = 1 \]

so that the pairing \( \langle \ , \ \rangle \) is bilinear. Now let \( a \in \tilde{W}(B) \), then \( a \) defines a homomorphism of functors \( \phi_a : W^+_B \to G_{m,B} \) by the formula \( \phi_a(c) = \langle a, c \rangle \) for all \( c \in W^+_B(C) = W^+(C), \ C \in \text{Alg}_B \).

**Theorem** \( (37.5.5) \) \hspace{1cm} \( \phi : \tilde{W}(B) \to \text{Alg}_{B, Ab}(W^+_B, G_{m,B}), \phi(a)(c) = \langle a, c \rangle \) is a functorial isomorphism of abelian groups. Here \( \text{Alg}_{B, Ab} \) is the category of functors \( \text{Alg}_B \to \text{Ab} \).

**Proof of Theorem (37.5.5)** Using the functorial isomorphism \( \tilde{E} \) between \( W^+_B \) and \( \Lambda_B \) and \( \tilde{W} \) and \( \tilde{\Lambda} \), we can replace \( W \) by \( \Lambda \) everywhere in the statement of the theorem. The inverse \( \psi \) of the map \( \phi \) in the theorem is now obtained as follows.

Let \( u : \Lambda_B \to G_{m,B} \) be a functor morphism. Consider the algebra \( B[s] \) and the element \( 1 - st \in \Lambda_B(B[s]) \). Applying \( u \), we find an element in \( G_{m,B}(B[s]) \), i.e., we find a polynomial \( h(s) = b_0 + b_1 s + \cdots + b_m s^m \) which is invertible in \( B[s] \). It follows that \( b_0 \) is a unit of \( B \) and that the \( b_i \) for \( i = 1, \ldots, m \) are nilpotent in \( B \). Now \( u \) is a functor morphism; so in particular if \( \varepsilon : B[s] \to B \) is the \( B \)-algebra homomorphism \( s \mapsto 0 \), we must have \( u_B \circ \Lambda(\varepsilon) = G_{m,B}(\varepsilon) \circ u_{B[s]} \); and since \( u_B(1) = 1 \) (\( u_B \) being a group homomorphism), we see that \( b_0 = 1 \). Thus \( h(t) = 1 + b_1 t + \cdots + b_m t^m \) is an element of \( \tilde{\Lambda}(B) \). This defines an inverse map \( \psi : \text{Alg}_{B, Ab}(\Lambda_B, G_{m,B}) \to \tilde{\Lambda}(B) \).

Let us check that \( \psi \circ \phi = \text{id} \). So, let \( a(t) \in \tilde{\Lambda}(B) \); then we must show that the result of substituting \( t = 1 \) in the product \( (1 - st) \cdot a(t) = a(s) \) (where now the dot denotes multiplication in \( \Lambda(B) \)).

Now quite generally we have in \( W(C) \) for any ring \( C \)

\[ (s, 0, 0, \ldots)(b_1, b_2, \ldots) = (b_1 s, b_2 s^2, \ldots) \]

simply because \( w_n(b_1 s, b_2 s^2, b_3 s^3, \ldots) = s^n w_n(b_1, b_2, b_3, \ldots) \). For \( \Lambda(C) \), this translates as \( (1 - st)a(t) = a(st) \).

So, since substituting \( t = 1 \) in \( a(st) \in \tilde{\Lambda}(B[s]) \) makes sense and gives of course \( a(s) \), we have shown that \( \psi \circ \phi = \text{id} \).

Now let us prove that the element \( h(s) \) associated to \( u \) above determines \( u \) uniquely.

Let \( C = B[x_1, x_2, \ldots] \) and let \( x(t) \) be the element \( 1 + x_1 t + x_2 t^2 + \cdots \) of \( \Lambda(C) \). Suppose that \( u_c(x(t)) = \Phi(x_1, x_2, \ldots) \in G_m(C) = B[x_1, x_2, \ldots]^* \). Then the polynomial \( \Phi(x_1, x_2, \ldots) \) determines \( u \) completely (Yoneda lemma; or: let \( D \) be any algebra, \( 1 + y_1 t + y_2 t^2 + \cdots \) any element of \( \Lambda(D) \); define \( r : C \to D \) by \( r(x_i) = y_i \); then because by functoriality \( u_D \circ \Lambda(r) = G_m(r) \circ u_C \) we find that \( u_D(y(t)) = \Phi(y_1, y_2, \ldots) \).
The polynomial $\Phi(x_1, x_2, \ldots)$, being a polynomial, involves only finitely many of the $x_i$, say, $x_1, \ldots, x_m$.

Now let $C' \supset C$ be a $B$-algebra over which we can write

$$1 + x_1 t + x_2 t^2 + \cdots + x_m t^m = \prod_{i=1}^{m} (1 - z_i t)$$

By functoriality of $u$ we must have $u_C(1 - z_i t) = h(z_i)$ and because $u_C$ is a group homomorphism, we find $u_C(1 + x_1 t + \cdots + x_m t^m) = \prod h(z_i)$; and $G_m(C) \to G_m(C')$ being injective, it follows that $h$ determines $u$ uniquely. This proves that $\psi$ is injective. Since $\psi \circ \phi = id$, $\psi$ is also surjective and hence a bijection. It is easy to check that $\phi$ is a homomorphism of abelian groups and that $\phi$ is functorial. This proves the theorem.

\begin{itemize}
  \item (37.5.7) We can also use the pairing $\langle \cdot, \cdot \rangle$ to define a $\chi: W^+(B) \to \mathcal{A}lg_{B} \mathcal{A}b(W_B, G_{m,B})$ by the formula $\chi_{b}(c) = \langle c, b \rangle$, and arguing almost exactly as in (37.4.6) one finds that
  \item (37.5.8) Theorem $\chi: W^+(B) \to \mathcal{A}lg_{B} \mathcal{A}b(W_B, G_{m,B})$ is a functorial isomorphism of abelian groups.
  \item (37.5.9) Endomorphisms of $W^+$ The Cartier duality between $\hat{W}$ and $W^+$ permits us to calculate the ring of endomorphisms of the group-valued functor $W^+$ over $A$ because we know the ring of endomorphisms of $\hat{W}$ over $A$. This is the ring $\text{Cart}(A)$ by (27.2.12).

First, we have the endomorphisms $\langle a \rangle$ of $W^+(-)$ defined on $\Lambda(-)$ by $\gamma(t) \to \gamma(at)$ and then transported via $\bar{E}$. We also have the Frobenius endomorphisms $f_n$ and Verschiebungmorphisms $V_n$ for all $n \in \mathbb{N}$; cf. Section 17.3 of Chapter III. Using the duality $\hat{W} \to W^+$, one now readily finds that every endomorphism of the group-valued functor $W^+$ can be uniquely written in the form

$$\sum_{m,n} \text{V}_m \langle a_{m,n} \rangle \text{f}_n$$

where for every $m$ there are only finitely many $n$ such that $a_{m,n} \neq 0$. To see this one uses $\text{V}_n(a \cdot \text{f}_n b) = (\text{V}_n a)b$ and $\bar{E}(\text{V}_n a)(1) = \bar{E}(a)(1)$ for all $a \in \hat{W}(-)$ to establish

$$\langle \text{V}_n, b \rangle = \langle a, \text{f}_n b \rangle, \quad \langle \text{f}_n a, b \rangle = \langle a, \text{V}_n b \rangle$$

where on both sides of the pairing $\text{V}_n$ and $\text{f}_n$ denote endomorphisms of $W(-)$, which, as it happens, also induce endomorphisms of the subfunctor $\hat{W}(-)$. Now combine this with the remark that the endomorphism $\hat{W}(-)$ obtained by restriction of $\text{f}_n: W(-) \to W(-)$ is precisely the endomorphism $\text{V}_n$ of $\hat{W}(-)$ induced by the operator $\text{V}_n$ on curves and vice versa; cf. (27.2.12) of Chapter IV.

\begin{itemize}
  \item (37.5.10) Proposition $\mathcal{A}lg_{B} \mathcal{A}b(W_B^+, G_{a,B})$ is the $B$-module of all polynomials in one variable $T$ over $B$ with zero constant term.
Before proving this result let us notice that it is something quite reasonable to expect. Indeed, we know that \( \text{GF}_B(\hat{W}_B, \hat{G}_s) \simeq \mathcal{E}(\hat{G}_s; B) \) (by the representation theorem (Chapter V, Theorem (27.1.14))) and \( \mathcal{E}(\hat{G}_s; B) \) is the additive \( B \)-module of power series in one variable without constant term.

**Proof of Proposition (37.5.10)** Using \( E : W^+_B \simeq \Lambda_B \) again it is equivalent to prove that \( \text{Alg}_B \text{Ab}(\Lambda_B, G_{a,b}) \simeq tB[i] \) as a \( B \)-module. Now we already have a largish number of elements of \( \text{Alg}_B \text{Ab}(\Lambda_B, G_{a,b}) \), viz. the functorial homomorphisms \( s_n : \Lambda(C) \rightarrow C \) which correspond to the \( w_n : W(C) \rightarrow C \) under \( E \) (cf. Chapter III, (17.2.6)). Recall that

\[
\sum_{n=1}^{\infty} s_n(a(t))t^n = -t \frac{a'(t)}{a(t)} = -t \frac{d}{dt} \log(a(t))
\]

(37.5.12)

Now let \( u : \Lambda_B \rightarrow G_{a,b} \) be a functor morphism. Take again \( 1 - st \in \Lambda(B[s]) \) and let

\[ \mathcal{G}(s) = u_{B[s]}(1 - st) \in B[s] \]

Let \( \varepsilon : B[s] \rightarrow B, s \mapsto 0 \). Because \( u_B \) is a group homomorphism, we must have \( u_B(1) = 0 \) and \( G_a(\varepsilon) \circ u_{B[s]} = u_B \circ \Lambda(\varepsilon) \) then gives that \( \mathcal{G}(0) = 0 \). So let

\[ \mathcal{G}(s) = b_1 s + \cdots + b_n s^n \]

We claim that then \( u = b_1 s_1 + \cdots + b_n s_n \) where the \( s_i \) are the functor morphisms defined by (37.5.12). The argument is exceedingly similar to that of (37.5.6). Let \( C, C', x_1, x_2, \ldots, z_1, \ldots, z_m \) be as in (37.5.6). Again \( u \) is given by some polynomial \( \Psi(x_1, \ldots, x_m) \), involving only finitely many \( x_i \). This time the functoriality and additivity of \( u \) then give that

\[ u_C(1 + x_1 t + x_2 t^2 + \cdots + x_m t^m) = \sum_{i=1}^{m} \mathcal{G}(z_i) \]

where

\[ (1 + x_1 t + \cdots + x_m t^m) = \prod_{i=1}^{m} (1 - z_i t) \]

showing that \( \mathcal{G}(s) \) determines \( u \) uniquely. On the other hand, we have

\[ -t \frac{d}{dt} \log \left( \prod_{i=1}^{m} (1 - z_i t) \right) = \sum_{i=1}^{m} \sum_{r=1}^{\infty} z_i^r t^r \]

so that \( s(1 + x_1 t + \cdots + x_m t^m) = \sum_{i=1}^{m} z_i^r t^r \). This proves that \( u = b_1 s_1 + \cdots + b_n s_n \), and hence proves the proposition.

**Lie algebra of \( F(X, Y) \) and primitive elements of \( U(F) \)** Let \( F(X, Y) \) be a formal group law over \( A \). Let \( R(F) \) be its contravariant bialgebra. Now define the Lie algebra of \( F(X, Y) \) as all \( A \)-linear morphisms \( m(F)/m^2(F) \rightarrow A \) where \( m(F) \) is the maximal ideal of \( R(F) \). Then since \( R(F) \simeq A[X_i : i \in I] \), we see that as an \( A \)-module \( L(F) \) is free of rank \( \# I \) (where \( \# I \)
denotes the cardinality of $I$). Now $R(F) \simeq A \oplus \mathfrak{m}(F)$ as an $A$-module. So if $g \in L(F)$, we can see $g$ as an $A$-linear map $R(F) \to A$, which because $g(\mathfrak{m}^2(F)) = 0$, is also continuous; i.e., $g$ is an element of $U(F)$.

The Lie algebra structure of $L(F)$ is now given by $[g_1, g_2] = g_1 g_2 - g_2 g_1$ (where one uses the multiplication of $U(F)$ induced by the comultiplication of $R(F)$).

To check that this makes sense first the following. We claim that $g: R(F) = A \oplus \mathfrak{m}(F) \to A$ is zero on $\mathfrak{m}^2(F)$ and $A$ if and only if $g$ is a primitive element of $U(F)$, i.e., iff $\mu(g) = 1 \otimes g + g \otimes 1$. This is quite easy to check. Let $a(X \otimes 1, 1 \otimes X) \in R(F) \otimes R(F)$,

$$a = a(X \otimes 1; 1 \otimes X)$$

$$= a_0 + \sum b_i(X_i \otimes 1) + \sum c_i(1 \otimes X_i)$$

$$+ \sum_{|\mathfrak{m}|, |\mathfrak{m}| \geq 1} a_{\mathfrak{m}}(X \otimes 1) \mathfrak{m}(1 \otimes X)^1$$

Then

$$\mu(g)(a) = g(a_0) + g(\sum (b_i + c_i)X_i) + g\left( \sum_{|\mathfrak{m}| \geq 2} \sum_{k=1} a_{\mathfrak{m}} X^n \right)$$

and

$$(g \otimes g + g \otimes 1)(a) = 2g(a_0) + g(\sum b_i X_i) + g(\sum c_i X_i)$$

and the claim follows.

Now let $g_1, g_2 \in L(F) \subset U(F)$. Then $\mu([g_1, g_2]) = \mu(g_1 g_2 - g_2 g_1) = \mu(g_1)\mu(g_2) - \mu(g_2)\mu(g_1) = (g_1 g_2 - g_2 g_1) \otimes 1 + 1 \otimes (g_1 g_2 - g_2 g_1)$. So that also $[g_1, g_2] \in L(F)$. It is now quite easy to check that the Lie algebra structure defined in Section 14.1 of Chapter II agrees with the Lie algebra structure just defined. (Identify the $i$th basis vector $e_i$ of $L(F)$ in Section 14.1 with the linear map $g_i: \mathfrak{m}(F)/\mathfrak{m}^2(F) \to A$ given by $g_i(X_i) = 1$, $g_i(X_j) = 0$ if $i \neq j$.)

(37.5.14) The structure of the covariant bialgebra $U^c = U(\hat{\mathcal{W}})$ of the Witt vectors is very closely related to the duality results we have been discussing above. (The reason for the superscript $c$ in $U^c$ will become clearer in the next section; it stands for "commutative.")

(37.5.15) **Theorem** Let $U^c = U(\hat{\mathcal{W}})$ be the covariant bialgebra of the formal group $\hat{\mathcal{W}}$. Then $U^c$ is a polynomial algebra $U^c = Z[Z_1, Z_2, \ldots]$ in countably many indeterminates $Z_1, Z_2, \ldots$. The coalgebra structure of $U^c$ is given by $Z_i \mapsto \sum_{i=0} Z_i \otimes Z_{n-i}$, where $Z_0 = 1$. The Lie algebra of $\hat{\mathcal{W}}$ as a submodule of $U^c$ has as a basis the elements $r_1, r_2, \ldots$ defined as follows: $r_n(Z) = R_n(Z_1, \ldots, Z_n)$ where $R_n$ is defined by

$$R_n(\sigma_1, \ldots, \sigma_n) = X_1^n + \cdots + X_n^n$$

$$1 + \sigma_1(X)t + \cdots + \sigma_n(X)t^n = \prod_{j=1}^n (1 + X_jt)$$
(That is, the $R_n$ are the polynomials in $Z$ that express the power sums $\sum X_i^r$ as a polynomial in the elementary symmetric functions.)

**Proof** According to 37.2 $U^c$ represents the affine commutative group scheme $D^T(\tilde{W}) \simeq W^+ \simeq \Lambda$ (by (37.5.5)). Now $\Lambda(B) = \{1 + b_1 t + b_2 t^2 + \cdots | b_i \in B\}$, which is clearly represented by $Z[Z_1, Z_2, \ldots]$ (with $\phi \in \text{Ring}(Z[Z], B)$ corresponding to $1 + \phi(Z_1)t + \phi(Z_2)t^2 + \cdots \in \Lambda(B)$). The addition in $\Lambda(B)$ is multiplication of power series, so that the corresponding comultiplication in $Z[Z]$ is given by $Z_n \mapsto \sum_{i=0}^n Z_i \otimes Z_{n-i}$.

The Lie algebra of $\tilde{W}$ is the Lie algebra of primitive elements of $U^c$ and these, we claim, correspond precisely to the functor homomorphisms $\Lambda \to G_a$. Indeed, such a functor homomorphism is given by an algebra homomorphism between the representing rings; this map respects the cogroup structures on these rings. The rings with comultiplication in question are $Z[Z_1, Z_2, \ldots]$, $Z_n \mapsto \sum Z_i \otimes Z_{n-i}$; $Z[X]$, $X \mapsto X \otimes 1 + 1 \otimes X$. A comultiplication preserving ring homomorphism $Z[X] \to Z[Z_1, Z_2, \ldots]$ thus is uniquely determined by the image of $X$, which must be a primitive element of $U^c$. But, according to Proposition (37.5.10) (or rather the proof (37.5.11)) $\text{Alg}_Z \text{Ab}((\Lambda, G_a)$ is the free $Z$-module spanned by the elements $s_n$, defined by (37.5.12). Let $z(t) = 1 + Z_1 t + Z_2 t^2 + \cdots = \prod_{i=1}^\infty (1 + \xi_i t)$. Then

$$
\sum_{n=1}^{\infty} (s_n z(t))^r t^n = - t \left( \frac{z'(t)}{z(t)} \right) = \sum_{n=1}^{\infty} \sum_{i=1}^{\infty} (\xi_i r_i^{n-1})\left( -1 \right)^{r_i - 1}
$$

and the element of $U^c$ corresponding to $s_n$: $\Lambda \to G_a$ is therefore $\left( -1 \right)^{n-1} r_n(Z)$ (where the $r_n(Z)$ are as described in the statement of the theorem). Q.E.D.

38 Curves in Noncommutative Formal Groups

38.1 Curves and the noncommutative analogue of the representation theorem

**(38.1.1) Some notational conventions** Let $F: \text{Alg}_A \to \text{Group}$ be a formal group over a ring $A$. Let $R(F)$ be the contravariant bialgebra and $U(F)$ the covariant bialgebra of $F$. We shall use barred symbols to denote the structure morphisms of $R(F)$, i.e., $\bar{m}_F$, $\bar{e}_F$, $\bar{\tau}_F$, $\bar{\mu}_F$, $\bar{\delta}_F$ denote multiplication, unit, coinverse, comultiplication, and counit, respectively; and we shall use unbarred symbols $m_F$, $e_F$, $\tau_F$, $\mu_F$, $\delta_F$ to denote the structure maps of $U(F)$. Often we shall omit the index $F$.

**(38.1.2) Definitions and generalities on the theme: curves** Let $F$ be a not necessarily commutative formal group over a ring $A$. Let $R(F)$ be the
. contravariant bialgebra of $F$ and let $U(F)$ be the covariant bialgebra of $F$. A curve in $F$ over $A$ is now defined as a continuous homomorphism of algebras $\phi: R(F) \to A[[t]]$ (i.e., a morphism in $\text{Alg}_A$) such that $\varepsilon_0 \phi = \bar{\varepsilon}_F$ where $\varepsilon_0: A[[t]] \to A$ is the $A$-algebra morphism defined by $t \mapsto 0$ and $\bar{\varepsilon}_F: R(F) \to A$ is the counit of $R(F)$.

The cogroup structure on $R(F)$ turns the set of curves into a group, which we shall denote $\mathcal{C}(F; A)$ as usual.

We shall write

\[
(38.1.3) \quad \phi = \sum_{i=1}^{\infty} \phi_i t^i, \quad \phi_i \in \text{Mod} T_A(R(F), A) = U(F)
\]

Then the fact that $\phi: R(F) \to A[[t]]$ is an algebra homomorphism translates into the statement that the elements $\phi_1, \phi_2, \ldots \in U(F)$ must satisfy the condition

\[
(38.1.4) \quad \mu_F(\phi_n) = \sum_{i=0}^{n} \phi_i \otimes \phi_{n-i}, \quad \phi_0 = 1
\]

One way to see this is as follows. Dualizing $\phi$ one obtains a morphism in $\text{Clg}_A$

$D^T(\phi): \bigoplus_{i=0}^{\infty} A t_i \to U(F)$ where $\bigoplus A t_i$ has the coalgebra structure $t_n \mapsto \sum t_i \otimes t_{n-i}$, $t_0 = 1$. Then $\phi_i = D^T(\phi)(t_i)$, and (38.1.4) follows.

If $F$ is a smooth formal group, then $R(F) \simeq A[X_i | i \in I]$ as an object in $\text{Alg}_A$ and a morphism $\phi: R(F) \to A[[t]]$ in $\text{Alg}_A$ is uniquely determined by giving the $I$-tuple of power series $\phi(X_i) \in A[[t]]$, $i \in I$; so for the case of formal group laws, we recover the original definition of curve.

Let $\phi(t) = \sum_{i=0}^{\infty} \phi_i t^i$ and $\psi(t) = \sum_{i=0}^{\infty} \psi_i t^i$ be two curves in $\mathcal{C}(F; A)$. Then, using the algebra structure of $U(F)$, we define the product of $\phi(t)$ and $\psi(t)$ as

\[
\phi(t)\psi(t) = \sum_{n=0}^{\infty} \left( \sum_{r=0}^{n} \phi_r \psi_{n-r} \right) t^n
\]

We claim that if $F$ is the formal group of a formal group law $F(X, Y)$, then this agrees with the original addition of curves. Suppose that $R(F) = A[X_i | i \in I]$. Let us write $\phi(t)(X)$ for the $I$-tuple of power series $(\sum \phi_n(X_i) t^n)_{i \in I}$. Then we must show that

\[
\phi(t)\psi(t)(X) = F(\phi(t)(X), \psi(t)(X))
\]

and this is an immediate consequence of the fact that the multiplication in $U(F)$ is defined by the comultiplication $R(F) \to R(F) \hat{\otimes} R(F)$, $X_i \mapsto F(i)(X \otimes 1, 1 \otimes X)$.

\[\textbf{38.1.5} \quad \textbf{Curves of order} \; n \quad \text{Let} \; F \; \text{be a formal group law over} \; A, \; \text{then a curve of order} \; n \; \text{over} \; A \; \text{is defined as an} \; \text{Alg}_A \; \text{morphism} \; \phi_{(n)}: R(F) \to A[[t]]/(t^{n+1}) \; \text{such that} \; \varepsilon_0 \phi_{(n)} = \bar{\varepsilon}_F.\]

If $F$ is smooth, then since $R(F)$ is a power series algebra in that case, every curve of order $n$ can be extended to a curve of order $\infty$. In general, e.g., when $F$
is a finite group scheme, this is of course not the case. For example, if \( R(F) = k[X]/(X^p) \), \( X \mapsto 1 \otimes X + X \otimes 1 \), where \( k \) is a field of characteristic \( p > 0 \), then there are curves of order \( n \) for all \( n < \infty \), but \( \mathcal{O}(F; k) = \{0\} \).

We shall use \( \text{Lie}_n(F; A) \) to denote the group of curves of order \( n \) of \( F \) over \( A \). Taking \( n = \infty \), we thus have so to speak \( \text{Lie}_\infty(F; A) = \mathcal{O}(F; A) \), and at the other extreme \( \text{Lie}_1(F; A) \) is the underlying additive group of the Lie algebra of \( F \) (cf. (37.5.13)).

**38.1.6 The bialgebras \( U \) and \( U(n) \)** Let \( U = \mathbb{Z}\langle Z_1, Z_2, Z_3, \ldots \rangle \) be the ring of noncommuting polynomials in determinates \( Z_1, Z_2, \ldots \) with coefficients in \( \mathbb{Z} \). That is, \( U \) is the free associative algebra over \( \mathbb{Z} \) on the set \( \{Z_1, Z_2, \ldots \} \) (cf. Chapter II, Section (14.4.5)). We give \( U \) a comultiplication by defining \( Z_n \mapsto \sum_{i=0}^n Z_i \otimes Z_{n-i} \) (where \( Z_0 = 1 \)), a counit \( Z_i \mapsto 0 \). It is not difficult to check that there is then a unique inverse \( i: U \rightarrow U \) making \( U \) into an object of \( G\text{Clg}_A \). Because the inverse is necessarily a coalgebra morphism by (37.1.8).

Similarly, we define \( U(n) = \mathbb{Z}\langle Z_1, Z_2, \ldots, Z_n \rangle \), a subobject (in \( G\text{Clg}_A \)) of \( U \).

**38.1.7 Proposition** \( U \) represents the functor \( \mathcal{O}(-; A) \), and \( U(n) \) represents the functor \( \text{Lie}_n(-; A) \).

By this we mean the following \( \mathcal{O}(F; A) \cong G\text{Clg}_A(U, U(F)) \) functorially for all \( F \in Gf_A \), and \( \text{Lie}_n(F; A) \cong G\text{Clg}_A(U(n), U(F)) \) functorially.

**38.1.8 Proof of (38.1.7)** Let \( \phi(t) = \sum \phi_i t^i \) be a curve. Then since \( U \) is the free associative algebra on \( Z_1, Z_2, \ldots \), there is a unique algebra homomorphism \( \alpha: U \rightarrow U(F) \) such that \( \alpha(Z_i) = \phi_i \), and \( \alpha \) respects the comultiplication and counit because of (38.1.4). Conversely, if \( \alpha: U \rightarrow U(F) \) is a \( G\text{Clg}_A \)-morphism, then \( \phi_\alpha(t) = \sum \phi(Z_i) t^i \) is a curve in \( F \). The argument for \( U(n) \) is analogous.

**38.1.9** If \( F \) is commutative, then so is \( U(F) \), and we have

\[
G\text{Clg}_A(U, U(F)) = G\text{Clg}_A(U^c, U(F)) = C^c\text{Alt}_A(R(F), R(\tilde{W}) = Gf_A(\tilde{W}, F)
\]

So, in a way, Proposition (38.1.7) is the analogue of the representation theorem (Cartier's first theorem) which says that curves in a formal group law \( F(X, Y) \) correspond biuniquely to formal group law homomorphisms \( \tilde{W}(X, Y) \rightarrow F(X, Y) \). Now, as we have seen, (38.1.7) is a triviality, while the representation theorem definitely was not. The reason for the difference is of course that \( U(\tilde{W}) = U^c \) represents a nontrivial calculation. Here the problem is the opposite: what is the dual bialgebra \( D(U) \)? A first result in this direction is

**38.1.10 Theorem** \( D(U) \) is a power series ring over \( \mathbb{Z} \); i.e., \( D(U) \) represents a smooth formal group.

We shall not prove this theorem here. The proof is long and combinatorially intricate; cf. [374].
38.2 Divided power sequences and the Campbell–Hausdorff theorem

(38.2.1) **Divided power sequences in coalgebras** Let $C$ be a coalgebra over $A$. A divided power sequence over $\phi_0 \in C$ is a sequence $\phi_0, \phi_1, \phi_2, \ldots$ of elements of $C$ such that

$$\mu(\phi_n) = \sum_{i=0}^{n} \phi_i \otimes \phi_{n-i}$$

The element $\phi_0$ is called the grouplike element of the sequence.

If $C = U(F)$, the covariant bialgebra of a formal group $F$ and $\phi(t) = \sum \phi_i t^i$ is a curve in $F$, then by Section 38.1 $\phi_0 = 1, \phi_1, \phi_2, \ldots$ is a divided power sequence over 1. In this case $\phi_1$ is primitive, and one often speaks of a divided power sequence $\phi_1, \phi_2, \ldots$ over the primitive $\phi_1$.

If $U$ is any bialgebra over $A$, then the set of divided power sequences over 1 is a group under the multiplication

$$(1, \phi_1, \phi_2, \ldots)(1, \psi_1, \psi_2, \ldots) = (1, \chi_1, \chi_2, \ldots)$$

where $\chi_n = \sum_{i=0}^{n} \phi_i \psi_{n-i}$ with $\phi_0 = \psi_0 = 1$. We shall write $\mathscr{C}(U; A)$ for this group. (The $A$ refers to the fact that the $\phi_i$ must be $A$-linear.) Thus if $U = U(F)$, we have $\mathscr{C}(F; A) = \mathscr{C}(U; A)$ by (38.1.2).

(38.2.2) **Warning** There is a second, different, notion in algebra that also goes by the name “divided powers.” An ideal $I$ in a ring $B$ is said to admit a divided power structure if there exists a sequence of maps $\gamma_n : I \to A$, $n \in \mathbb{N} \cup \{0\}$ such that $\gamma_0(x) = 1$ for all $x \in I$, $\gamma_1(x) = x$ for all $x \in I$, and

$$\gamma_n(x + y) = \sum \gamma_i(x)\gamma_{n-i}(y)$$

$$\gamma_n(ax) = a^n\gamma_n(x)$$

$$\gamma_n(x)\gamma_m(x) = \binom{n+m}{n} \gamma_{n+m}(x)$$

$$\gamma_n(\gamma_m(x)) = (nm)! (n!) (m!)^n \gamma_{nm}(x)$$

If $A$ is a $\mathbb{Q}$-algebra, then one shows that necessarily $\gamma_n(x) = (n!)^{-1}x^n$. This notion of divided powers plays a big role in crystalline cohomology (cf., e.g., [34]). Both this notion and the one defined in (38.2.1) are in a way generalizations of $(n!)^{-1}x^n$, whence the name divided powers; cf. (38.2.10).

(38.2.3) **Divided power sequences in bialgebras** Now let $U$ be the covariant bialgebra of a formal group $F$ over $A$, and let $R(F)$ be the contravariant bialgebra of $F$. Let $1 = \phi_0, \phi_1, \phi_2, \ldots$ be a divided power sequence over $1 \in U(F)$. The elements $\phi_i$ define $A$-linear endomorphisms $\bar{\phi}_i$ of $U(F)$ by...
\[ \phi_i(u) = u \phi_i \] and by duality these give continuous \( A \)-linear maps \( \partial_i : R(F) \to R(F) \). Claim:

\[ (3.2.4) \quad \partial_n(xy) = \sum_{i=0}^n \partial_i(x)\partial_{n-i}(y) \quad \text{for all} \quad x, y \in R(F), \quad n \in \mathbb{N} \cup \{0\} \]

This follows (via duality) immediately from (3.2.1). Another way to obtain \( \partial_i \) from \( \phi_i \) is as follows: \( \partial_i \) is the composed map

\[ (3.2.5) \quad R(F) \xrightarrow{\bar{\mu}} R(F) \hat{\otimes} R(F) \xrightarrow{1 \otimes \phi_i} R(F) \hat{\otimes} A \xrightarrow{\sim} R(F) \]

Then if \( u \in U(F) = \text{Mod}_{T_\alpha}(R(F), A) \), we have indeed \( D^T(\partial_i)u = u \circ \partial_i = u\phi_i = \bar{\phi}_i(u) \) by the definition of multiplication in \( U(F) \).

Just what \( A \)-linear endomorphisms of \( R(F) \) arise via (3.2.5)? The answer is easy and is given by the following definition and lemma:

\[ (3.2.6) \quad \textbf{Definition} \quad \text{A continuous} \ A\text{-module endomorphism} \partial : R(F) \to R(F) \text{is called left invariant if the following diagram is commutative:} \]

\[ \begin{array}{ccc}
R(F) & \xrightarrow{\bar{\mu}} & R(F) \hat{\otimes} R(F) \\
\downarrow \partial & & \downarrow 1 \otimes \partial \\
R(F) & \xrightarrow{\bar{\mu}} & R(F) \hat{\otimes} R(F) 
\end{array} \]

\[ (3.2.7) \quad \textbf{Lemma} \quad \text{Define} \ \rho : U(F) = \text{Mod}_{T_\alpha}(R(F), A) \to \text{Mod}_{T_\alpha}(R(F), R(F)) \text{by} \ \rho(u) = (1 \otimes u) \circ \bar{\mu} \text{ (identifying} \ R(F) \hat{\otimes} A \simeq R(F); \text{ cf. (3.2.5)) and} \ \sigma : \text{Mod}_{T_\alpha}(R(F), R(F)) \to \text{Mod}_{T_\alpha}(R(F), A) = U(F) \text{ by} \ \sigma(\partial) = \varepsilon_F \circ \partial. \text{ Then} \ \sigma \circ \rho = \text{id}, \ \rho \text{ is an injective homomorphism of} A\text{-algebras (where} \text{Mod}_{T_\alpha}(R(F), R(F)) \text{ is an algebra under composition and} U(F) \text{ is an} A\text{-algebra via} m \text{ and} e, \text{ and the image of} \rho \text{ consists precisely of the left invariant endomorphisms of} R(F).} \]

\[ \textbf{Proof} \quad \text{Exercise (easy).} \]

\[ (3.2.8) \quad \textbf{The group of divided power sequences of an algebra} \quad \text{Let} \ R \text{ be any algebra over} \ A. \text{ Then we define a divided power sequence over} \ A \text{ as a series of} A\text{-module endomorphisms} \partial_0 = \text{id}, \partial_1, \partial_2, \ldots \text{ such that (3.2.4) holds. We write formally} \partial(t) = \sum \partial_i t^i; \text{ sequences of divided powers can then be multiplied by the rule} \]

\[ \gamma(t)\partial(t) = \sum_{i=0}^\infty \left( \sum_{n=0}^i \gamma_i \partial_{n-i} \right) t^n \]

\[ \text{Exercise: check that} \ \gamma(t)\partial(t) \text{ is again a divided power sequence.} \]

\[ \text{We use} \ H_A(R) \text{ to denote the group of divided power sequences of the algebra} \ R. \]

\[ \text{Now suppose that} \ R \text{ is the contravariant bialgebra of a formal group over} \ A. \]
Then the map $\rho$ of Lemma (38.2.7) gives as an injective homomorphism

\[(38.2.9) \quad \rho: \mathcal{C}(F; A) \to H(R(F))\]

Note that if $\phi(t) = \sum_{i=0}^{\infty} \phi_i t^i$, $\psi(t) = \sum_{i=0}^{\infty} \psi_i t^i$, $\phi_i, \psi_i \in U(F)$, then the product of $\phi(t)$ and $\psi(t)$ is

$$
\phi(t)\psi(t) = \sum_{n=0}^{\infty} \left( \sum_{i=0}^{n} \phi_i \psi_{n-i} \right) t^n
$$

and in case $F$ is the formal group of a formal group law $F(X, Y)$ this of course coincides with the original "addition" of curves; cf. (38.1.2).

- **Example** Let $R$ be a $\mathbb{Q}$-algebra and let $\partial$ be a derivation over $\mathbb{Q}$ of $R$ (i.e., $\partial(xy) = \partial x \otimes 1 + 1 \otimes \partial y$). Then $\sum_{n=0}^{\infty} (n!)^{-1} \partial^n t^n = \exp(\partial t)$ is a divided power sequence of $R$. (This explains the name "divided power sequence.") We use $\text{Der}_\mathbb{Q}(R)$ to denote the module of derivations of $R$ over $\mathbb{Q}$.

- **Proposition** Let $R$ be an $A$-algebra where $A$ is a $\mathbb{Q}$-algebra and let $\phi_0 = id$, $\phi_1, \phi_2, \ldots$ be a series of $A$-module endomorphisms of $R$. Then the following are equivalent:

  (i) $\phi(t) = \sum_{n=0}^{\infty} \phi_n t^n$ is in $H_A(R)$, i.e., a divided power sequence.

  (ii) $\phi(t) = \prod_{i=0}^{\infty} \exp(\partial_i t^i)$ (ordered product) with $\partial_i \in \text{Der}_A(R)$.

  (iii) $\phi(t) = \exp\left(\sum_{n=0}^{\infty} \partial_n t^n\right)$ with $\partial_i \in \text{Der}_A(R)$.

(Of course (ii) and (iii) are different iff the Lie algebra $\text{Der}_A(R)$ is nonabelian.)

**Proof** The proof of Proposition (38.2.11) is not difficult. The essential observations being first that sequences of the form (ii) and (iii) certainly define elements of $H_A(R)$ and secondly that if $\phi(t) = \sum \phi_n t^n$ and $\psi(t) = \sum \psi_n t^n$ are both in $H_A(R)$ and $\phi_i = \psi_i$ for $i < m$ ($m \in \mathbb{N}$), then $\phi_m - \psi_m \in \text{Der}_A(R)$.

- **On the Campbell–Hausdorff theorem** Let $R$ be a $\mathbb{Q}$-algebra and let $\partial_1, \partial_2 \in \text{Der}_\mathbb{Q}(R)$. Then $\exp(\partial_1 t), \exp(\partial_2 t) \in H(R)$; since $H(R)$ is a group, we see from Proposition (38.2.11) that there are elements $\gamma_1, \gamma_2, \ldots \in \text{Der}_\mathbb{Q}(R)$ such that

\[(38.2.13) \quad \exp(\partial_1 t) \exp(\partial_2 t) = \exp\left(\sum_{n=1}^{\infty} \gamma_n t^n\right)\]

Now let $g$ be a Lie algebra over $A$ that is free as an $A$-module where $A$ is a $\mathbb{Q}$-algebra. Let $Ug$ be the enveloping algebra of $g$ and $Rg$ the dual algebra of $Ug$. Then the left invariant derivations of $R$ over $A$ correspond (cf. Lemma (38.2.7)) precisely to the primitive element of $Ug$; because $A$ is of characteristic zero, these are in turn precisely the elements of $g \subset Ug$. Since (with a slight abuse of notation) $\mathcal{C}(Ug; A)$ is a subgroup of $H(Rg)$, we know that if $\partial_1, \partial_2$ are both left invariant then so are the $\gamma_n$; hence (38.2.13) gives us precisely the Campbell–Hausdorff theorem (14.4.14) of Chapter II.
Semiderivations} Let $k$ be a field of characteristic $p$, and let $R = k[[X_1, \ldots, X_n]]$ be a power series algebra over $k$. Let $\partial_0 = id, \partial_1, \partial_2, \ldots$ be a divided power sequence of continuous $k$-module endomorphisms of $R$. Then we claim for all $x \in R, n \in \mathbb{N}$,

$$\tag{3.2.15} \partial_n(x^p) = \begin{cases} 0 & \text{if } (p, n) = 1 \\ \partial_{n/p}(x)^p & \text{if } p \mid n \end{cases}$$

To see this write

$$\tag{3.2.16} \partial_n(x^p) = \sum_{i_1 + \cdots + i_p = n} \partial_{i_1}(x) \cdots \partial_{i_p}(x)$$

where the sum is over all sequences $(i_1, \ldots, i_p)$ such that $i_1 + \cdots + i_p = n, i_j \in \mathbb{N} \cup \{0\}$. Now because $p$ is prime, we have that the $p$-sequences $(i_1, \ldots, i_p), (i_2, \ldots, i_p, i_1), \ldots, (i_p, i_1, i_2, \ldots, i_{p-1})$ are all different unless $i_1 = \cdots = i_p = n/p$. Using (3.2.16), (3.2.15) now follows immediately. It also follows that $\partial_i(a) = 0$ for all $i \in \mathbb{N}, a \in k$.

Now let $n = p^r$, and suppose that $x \in k[[X_i^r| i \in I]]$ and $y \in R$. Then by (3.2.5), linearity, and continuity we have for all $r \in \mathbb{N} \cup \{0\}$

$$\partial_{pr}(xy) = \partial_{pr}(x)y + x\partial_{pr}(y)$$

so that the $\partial_{pr}$ are semiderivations in the sense of Dieudonné [99].

### 38.3 Verschiebung, Homothety, and Frobenius operators

V_n and $\langle a \rangle$ operators} Let $F$ be a formal group over $A$. Let $\phi(t) = \sum_{i=0}^{\infty} \phi_i t^i, \phi_i \in U(F)$ be a curve in $F$ over $A$. One then defines for all $n \in \mathbb{N}$ and $a \in A$

$$\tag{3.3.2} V_n \phi(t) = \sum_{i=0}^{\infty} \phi_i t^{ni} = \phi(t^n) \quad \text{and} \quad \langle a \rangle \phi(t) = \sum_{i=0}^{\infty} \phi_i a^i t^i = \phi(at)$$

It is easy to check that $V_n \phi(t)$ and $\langle a \rangle \phi(t)$ are again curves. One has of course $V_n \langle a \rangle = \langle a^n \rangle V_n$ for all $a \in A, n \in \mathbb{N}$.

### 38.3.3 Logarithms and logarithms} Let $F(X, Y)$ be a commutative formal group law over $A$ characteristic zero ring $A$. In this type of situation we have in previous chapters often made use of the additive subgroup $\mathcal{G}(F; A)$ of the additive group of power series $\{ \sum_{n=1}^{\infty} a_n t^n | a_n \in A \otimes \mathbb{Q} \}$ where the $a_n$ are $I$-vectors if $F(X, Y)$ is a formal group law with index set $I$. What replaces this trick if one views curves as elements of $U(F)[[t]]$ rather than as $I$-tuples of power series in $t$? The answer is given by the diagram below (NB $F(X, Y)$ is a commutative formal group law):

$$\tag{3.3.4} \mathcal{G}(F; A) \xrightarrow{f} \mathcal{G}(U(F); A) \xrightarrow{\log} t(A \otimes \mathbb{Q}[[t]]) \rightarrow t(U(F) \otimes \mathbb{Q}[[t]]))$$
Here the upper horizontal arrow assigns to the $I$-tuple of power series $\gamma(t) = (\gamma(i)(t))_{i \in I}$ the algebra homomorphism $R(F) \to A[[t]]$, $X_i \mapsto \gamma(i)(t)$; log is the map that takes $\phi(t) = 1 + \phi_1 t + \phi_2 t^2 + \cdots$ into

$$\log(\phi(t)) = \sum_{n=1}^{\infty} (-1)^{n-1}(\phi_1 t + \phi_2 t^2 + \cdots)^n n^{-1}$$

$tA \otimes \mathbb{Q}[t]^I$ is the additive group of $I$-tuples of power series in $t$ with zero constant terms, $tU(F) \otimes \mathbb{Q}[t]$ is the additive group of power series in $t$ with coefficients in $U(F) \otimes \mathbb{Q}$ and zero constant term; $f(X)$ is the logarithm of $F(X, Y)$ and the lower horizontal arrow takes the $I$-tuple $(a(i)(t))_{i \in I}$ into $\psi: R(F) \otimes \mathbb{Q} \to A \otimes \mathbb{Q}[t]$ defined by $\psi(X_i) = a(i)(t)$.

**Lemma** Let $F(X, Y)$ be a commutative formal group law over a characteristic zero ring $A$. The diagram (38.3.4) is commutative, the two horizontal arrows are isomorphisms of topological groups, and $f$ and log are injective.

**Proof** Check the definitions and cf. also (38.1.2).

**Remark** Let $F(X, Y)$ be as above in Lemma (38.3.5) and let $\phi(t) \in \mathcal{C}(U(F); A)$. Let $\log(\phi(t)) = \sum_{i=1}^{\infty} \psi_i t^i$. Then $\psi_i \in P(U(F) \otimes \mathbb{Q})$, the Lie algebra of primitive elements of the coalgebra $U(F) \otimes \mathbb{Q}$ over $A \otimes \mathbb{Q}$. And in fact if $\phi(t) \in 1 + tU(F)[t]$, then $\phi(t) \in \mathcal{C}(U(F); A)$ iff $\log(\phi(t)) = \sum_{i=1}^{\infty} \psi_i t^i$ with $\psi_i \in P(U(F) \otimes \mathbb{Q})$. Indeed, if we define $\phi(t)(x)$ as $\sum_{i=0}^{\infty} \phi_i(x)t^i$ for all $x \in R(F)$, then $\phi(t) \in \mathcal{C}(U(F); A)$ iff $\phi(t)(xy) = \phi(t)(x)\phi(t)(y)$ for all $x \in R(F)$. So $\phi(t) \in \mathcal{C}(U(F); A)$ iff log $\phi(t)(x) = \log(\phi(t)(y) = \log(\phi(t)(xy)$, which is the case iff $\psi_i(xy) = \psi_i(x) + \psi_i(y)$ for all $x, y \in R(F)$, which in turn means that $\psi_i \in P(U(F) \otimes \mathbb{Q})$.

**The Frobenius operators $f_n$** Now let $F$ be any commutative formal group and $U(F)$ its covariant bialgebra. Let $\phi(t) \in \mathcal{C}(U(F); A)$. We write

$$\phi(t) = 1 + \phi_1 t + \phi_2 t^2 + \cdots = \prod_{i=1}^{\infty} (1 + u_i t^i), \quad u_i \in U(F)$$

Applying log we see that

$$\log \phi(t) = \sum_{i=1}^{\infty} \sum_{n=1}^{\infty} (-1)^n n^{-1}(u_i t^i)^n = \sum_{n=1}^{\infty} n^{-1} \lambda_n t^n$$

where the $\lambda_n$ are certain polynomials with coefficients from $\mathbb{Z}$ in the $u_i$; so $\lambda_n \in U(F)$ and hence $\lambda_n \in P(U(F))$ by Remark (38.3.6) above. One now defines the Frobenius operators $f_m$ for all $m \in \mathbb{N}$ by the formula

$$f_m \phi(t) = \exp \left( \sum_{n=1}^{\infty} n^{-1} \lambda_{mn} t^n \right)$$
Lemma If $\phi(t) \in C(U(F); A)$, then $\mathfrak{m}_\phi(t)$ is in $C(U(F); A)$ (and not just in $C(U(F) \otimes \mathbb{Q}; A \otimes \mathbb{Q})$).

Proof Diagram (38.3.4) and Lemma (38.3.5) show that the definition of $\mathfrak{m}_\phi$ given in (38.3.7) agrees with the one we used before for curves in formal group laws. Hence $\mathfrak{m}_\phi(t) \in C(U(F); A)$ if $\phi(t) \in C(U(F); A)$ and $F$ comes from a formal group law $F(X, Y)$ over $A$. This implies in particular that $\mathfrak{m}_\phi \xi(t) \in C(U(\tilde{W}); A)$ where $\xi(t)$ is the "canonical curve" $\xi(t) = 1 + Z_1 t + Z_2 t^2 + \cdots \in 1 + tU(\tilde{W})[t]$. Now the definition of $\mathfrak{m}_\phi$ is obviously functorial, and every curve $\phi(t) \in C(U(F); A)$ can be obtained via a suitable Hopf algebra map $U(\tilde{W}) \to U(F)$ which takes $Z_i$ into $\phi_i$ (Proposition (38.1.7)). This proves the lemma.

One has of course the usual relations between the $V_n$, $\langle a \rangle$, $f_n$ operators, e.g., $\langle a \rangle f_n = f_n \langle a^n \rangle$ and $f_n V_n = n$, simply because these relations hold for the universal example $C(U(\tilde{W}); A)$ since $U(\tilde{W})$ is the bialgebra of a commutative formal group law.

38.4 $V$-basis and decomposition

In this final subsection we briefly discuss two more results that generalize to the case of noncommutative formal groups. They are the existence of a $V$-basis and the decomposition of an arbitrary curve into a sum of shifted $p$-typical ones when we are working our $\mathcal{Z}_{(p)}$-algebra. (Both almost trivial in the commutative case.)

Lemma Let $F$ be a smooth formal group over $A$ with covariant bialgebra $U(F)$. Suppose that $P(U(F))$ is a free $A$-module and let $(u_i)_{i \in I}$ be a basis for $P(U(F))$. Choose a total order on $I$. For each $i \in I$, choose a curve $\psi_{(i)}(t) \in C(U(F); A)$ such that $\psi_{(i)}(t) \equiv 1 + u_i t \mod(\text{degree 2})$ (such curves exist because $F$ is supposed to be smooth). Then every curve $\phi(t) \in C(F; A) = C(U(F); A)$ can be written uniquely as an ordered product

$$\phi(t) = \prod_{n=1}^{\infty} \prod_{i \in I} V_n \langle a_{n,i} \rangle \psi_{(i)}(t)$$

where for every $n \in \mathbb{N}$ there are only finitely many $i \in I$ such that $a_{n,i} \neq 0$.

Proof Successive approximation.

Let $U_{(p)} = U \otimes \mathcal{Z}_{(p)}$ with the obvious Hopf algebra structure. Let $\xi(t) = 1 + Z_1 t + Z_2 t^2 + Z_3 t^3 + \cdots$ be the standard curve of $U_{(p)}$. Now let $\eta(t)$ be any curve in $U_{(p)}$. Then the representation theorem (38.1.7) says that there is a unique homomorphism $\alpha_\eta: U_{(p)} \to U_{(p)}$ which takes $\xi(t)$ to $\eta(t)$. We now define

$$\text{Im } \eta(t) = \text{Im } \alpha_\eta$$

(This is a sub-Hopf algebra of $U_{(p)}$.)

The operators $V_n$, $\langle a \rangle$ applied to $\xi(t)$ define curves in $U_{(p)}$, which in turn,
define morphisms of Hopf algebras $U(p) \to U(p)$ which we shall denote $v_n$ and $\lambda_a$. Of course these generalities also hold for $U$ itself.

**38.4.3** Pure curves and $E$-pure sequences A curve $E(t) \in \mathfrak{g}(U(p); Z(p))$ is said to be $p$-pure if the following hold:

(i) $E(t)$ is isobaric; i.e., if $E(t) = 1 + E_1 t + E_2 t^2 + \cdots$, then $E_i \in U(p) = Z(p) \langle Z_1, Z_2, \ldots \rangle$ is homogeneous of weight $i$ (where $Z_n$ has weight $n$).

(ii) The image of $E(t)$ is the subalgebra of $U(p)$ generated by the $E_1, E_p, E_p^2, \ldots$.

(iii) $E_1 = Z_1$.

Let us write $Y_i = E_{p^i}$, $i = 0, 1, 2, \ldots$. Then condition (ii) says that $E(t)$ can be written as

$$E(t) = 1 + \sum_{n=1}^{\infty} E_n(Y)t^n$$

where the $E_n(Y)$ are certain polynomials in the $Y_i$.

Now let $F$ be any formal group over a $Z(p)$-algebra $A$. A sequence $u = (u_0, u_1, u_2, \ldots)$ of elements of $U(F)$ is called an $E$-pure sequence if

$$E_u(t) = 1 + \sum_{n=1}^{\infty} E_n(u)t^n$$

is a curve in $U(F)$.

**38.4.4** Remarks The curves that thus arise are the noncommutative analogues of the $p$-typical curves in the commutative case. In that case the analogue of $E$ is the curve in $U(p) = U(\mathfrak{g})_{(p)}$ corresponding to $\epsilon_p \gamma_w(t) \in \mathfrak{g}(\mathfrak{g}; Z(p))$, the $p$-typified version of the universal curve $\gamma_w(t) = (t, 0, 0, \ldots)$. A main difference between the noncommutative case and the commutative case is that $E$ is far less canonical than $\epsilon_p \gamma_w(t)$ (cf., however, (38.4.5)).

Let $U_E = \text{Im } E(t) = Z(p) \langle Y_0, Y_1, \ldots \rangle$ with $\mu Y_n = \sum_{l+j = n} E_i(Y) \otimes E_j(Y)$ (cf. (38.4.3)). Then $G\mathfrak{C}(U_E, U(F))$ corresponds bijectively to the set of $E$-typical sequences in $U(F)$. Thus $U_E$ could be a noncommutative analogue of $\mathfrak{g}(\mathfrak{g})_{(p)}$ (or more precisely $U(\mathfrak{g})_{(p)} \otimes Z(p)$).

**38.4.5** Decomposition theorem

(a) There exists a $p$-pure curve $E(t) \in \mathfrak{g}(U(p); Z(p))$. The image of $E(t)$ is unique up to isomorphism (but $E(t)$ itself not).

(b) Given $E(t)$, there exist for every $(n, m), n \in \mathbb{N} \cup \{0\}, (m, p) = 1$, unique homogeneous elements $Y_{n,m} \in U(p)$ of weight $p^n m$ such that the following conditions hold:

(i) $Y_{n,m} \equiv Z_{pnm} \mod(Z_1, \ldots, Z_{pnm-1})$;

(ii) for each $m \in \mathbb{N}$, $(m, p) = 1$, the sequence $y(m) = (Y_{0,m}, Y_{1,m}, \ldots)$ is $E$-pure;

(iii) $\xi(t) = \prod_{(m,p)=1} Y_m E_{y(m)}(t)$ (ordered product);

(iv) $v_i Y_{n,m} = Y_{n-i,m}$ for all $i \leq n$ (and $= 0$ if $i > n$).
For a proof, see [123, Théorème 6.4].

(38.4.6) Let \( F \in \mathcal{G}_A \) where \( A \) is a \( \mathbb{Z}_{(p)} \)-algebra. Let \( \eta(t) = (\eta_0(t), \eta_1(t), \ldots) \) be a sequence of elements of \( tU(F)[[t]] \) such that \( \lim_{t \to \infty} \eta_i(t) = 0 \) in the \( t \)-adic topology on \( U(F)[[t]] \). Let \( E(t) \in \mathcal{C}(U_{(p)}; Z_{(p)}) \) be a pure curve. Then
\[
E_\eta(t) = 1 + \sum_{n=1}^{\infty} E_n(\eta(t))
\]
(substitute \( \eta_i(t) \) for \( Y_i \) in \( E_n(Y) \) and sum over all \( n \)) is well defined and is an element of \( 1 + tU(F)[[t]] \). One now has

(38.4.7) Theorem Let \( \xi(t) \) be a pure curve in \( \mathcal{C}(U_{(p)}; Z_{(p)}) \), then there exists a unique sequence \( \eta(t) = (\eta_0(t), \eta_1(t), \ldots) \) of elements of \( tU_{(p)}[[t]] \) such that \( \lim_{t \to \infty} \eta_i(t) = 0 \) such that
\[
\xi(t) = E_\eta(t)
\]
For a proof, see [123, Théorème 6.9]. This result is of Campbell–Hausdorff type (cf. also (38.2.12)) and thus gives something like a Campbell–Hausdorff formula over \( \mathbb{Z}_{(p)} \)-algebras. See also [106, Sections 18–21].

### E.6 Bibliographical and Other Notes

(E.6.1) General remarks and apology In Chapter VII we tried to give something like an introduction to the theory of formal groups (formal group laws) from the bialgebra point of view as a sort of antithesis and supplement to the six earlier chapters. There is, in my opinion, no question about it that both the power series approach and the bialgebra approach contribute essentially to our understanding of formal group laws, and it would be a mistake, I think, to neglect either one. Since this book is mainly about the formal power series side of things and as we have already seen how formal group laws occur in nature, let us now mention that, e.g., the bialgebra of the Witt vectors \( U^s \) occurs in nature as \( H^*(BU; \mathbb{Z}) \) (cf. [194, 195, 296]; cf. also (E.6.3) for some more remarks on \( U^s \)).

Of course in this fairly short chapter we could not really do justice to the bialgebra side of things. For more we refer the reader first to Dieudonné's long and impressive series of papers [102–109] and the closely related papers [100, 101, 110, 111, 113]. For background and the role of "semiderivatives" in this, cf. [99]. A most useful exposé of the foundations of the theory is [357]. In Dieudonné's book [114] many, but not nearly all, of these results are expounded in a systematic way.

For the foundations of the general theory of formal group schemes, cf. Gabriel [145].

As to that theory in statu nascendi: the use of curves in bialgebras the reader is referred to Ditters' treatment [123] of which [124] is a sort of résumé version; cf. also [118, 307]. For the use of curves in the bialgebras that naturally occur in algebraic topology, cf., e.g., [369–373].

(E.6.2) Notes on Section 37 The terminology re bialgebras and Hopf algebras is not totally fixed; different authors use the same words for (slightly) different concepts.
We have followed Sweedler [401], which shows in Proposition (37.1.8) and its proof which are proposition (4.0.1) (and proof) of [401]. A lot of material on Hopf algebras (especially on the kinds that occur in topology) can be found in the fundamental paper of Milnor and Moore [295]; cf. also [196, 356, 354].

Cartier duality is (of course) due to Cartier. The first statement of Theorem (37.3.12) (over fields) can be found in [63]. The fact that the formal group \( \tilde{W} \) is dual to the algebraic group \( W^+ \) is also due to Cartier [64] and so is the calculation of the covariant bialgebra \( U(\tilde{W}) = U^c \) [64]. For the case of \( W_{p^n} \), \( U(\tilde{W}_{p^n}) \) (over a field) was determined by Dieudonné; cf. [110]. The proofs of Theorems (37.5.5), (37.5.8) given above follow some lecture notes of Cartier [70] as does the proof of the “additive duality” result (37.5.9).

For an exposé of global (not necessarily affine) Cartier duality in the algebra-coalgebra version, cf. [145].

(E.6.3) **Notes on the Hopf algebras** \( U^c, U \) The module \( \bigoplus ZZ_\ell \) with the comultiplication \( Z_n \mapsto \sum_{i+j=n} Z_i \otimes Z_j, Z_0 = 1 \), is a coalgebra and \( U \) (resp. \( U^c \)) can be seen as the universal enveloping Hopf algebra (resp. universal commutative enveloping Hopf algebra) of this coalgebra. This type of construction was first done by Moore [299]; cf. also [195]. As a result, \( U \) and \( U^c \) enjoy a number of universality properties (cf. [299]) also for dual statements since the graded dual of \( \bigoplus ZZ_\ell \) is the polynomial algebra in one variable \( Z[t] \).

The dual of \( U^c \) is the contravariant bialgebra \( R(\tilde{W}) \) of the formal group of the Witt vectors. Now \( U^c \) carries a natural grading, and one finds that the graded dual of \( U^c \) is \( U^c \) itself. This duality occurs naturally in topology as the duality \( H^*(BU; \mathbb{Z}) \simeq H_*(BU; \mathbb{Z}) \).

The universality properties of \( U^c \) are not exhausted by what has been said above. For example, \( U^c \) also has a natural \( \lambda \)-ring structure (induced, from the topological point of view, by exterior products of vector bundles), and it is in fact the universal \( \lambda \)-ring on one generator (cf. [224]). As such, it is isomorphic to the representation ring \( R(S\infty) = \bigoplus R(S_n) \) (with outer product), where \( R(S_n) \) is the representation ring of complex representations of \( S_n \), the symmetric group on \( n \) letters. See [14] and [224], and for a Hopf algebraic proof [491], which also contains a new proof of the “autoduality” of \( U^c \).

For a freeness property of \( \tilde{W} \) resulting from the representation theorem, cf. (E.4.2).

(E.6.4) **Note on divided power algebras, free coalgebras, and additive formal groups** Let \( M \) be a module over a ring \( A \). The algebra of divided powers \( \Gamma(M) \) (in the sense of (38.1.2)!) over \( M \) is now constructed as follows. It is generated by elements \( m^{(r)} \), \( m \in M, r \in \mathbb{N} \cup \{0\} \), subject to the relations \((m_1 + m_2)^{(r)} = \sum_{i+j=r} m_1^{(i)}m_2^{(j)}, (am)^{(r)} = a^{(r)}m^{(r)}, m^{(0)} = 1, m^{(r)}m^{(s)} = (\sum_{i}^{r+s} m^{(i)}m^{(r+s-i)}) \). Now let \( T^M = M \otimes M \otimes \cdots \otimes M \) (\( n \) factors), and let the symmetric group on \( n \) letters act on \( T^M \) by permutation of the factors. Let \( S^M \) be the module of invariants. The isomorphism \( T^{n^+M} \simeq T^M \otimes T^M \) induces an injection \( S^{n^+M} \simeq S^M \otimes S^M \). Taking direct sums, we find the so-called free commutative coalgebra on \( M \) (cf. [195]). There is also a natural product on \( SM \) which is defined as follows. Let \( x \in S^M, y \in S^M \), then \( x \cdot y = \sum \sigma(x \otimes y) \) where \( \sigma \) runs through a set of representatives in \( S^M \) of the quotient set \( S^M/S^M \times S^M \). It now turns out that the algebras \( \Gamma(M) \) and \( SM \) are naturally isomorphic if \( M \) is free as an \( A \)-module. Thus \( \Gamma(M) \) and \( SM \) are (covariant) bialgebras. The corresponding formal group over \( A \) is the additive formal group over \( A \) with Lie algebra \( M \) (cf. [357]), exposé
3). If $M$ is free of rank 1 over $\mathbb{Z}$, then the free (commutative) coalgebra over $M$ is $\bigoplus \mathbb{Z}Z_i$ (cf. (E.6.3)). The multiplication defined above is $Z_iZ_j = Z_i + j(\binom{i}{j})$. The dual of this is indeed $\mathbb{Z}[X]$ with the comultiplication $X \mapsto 1 \otimes X + X \otimes 1$.

The algebra $\Gamma(M)$ has a natural divided power structure (in the sense of (38.1.2)) on its augmentation ideal and the functor $M \mapsto \Gamma(M)$ has certain obvious functorial and universality properties; cf. [344].

(E.6.5) **Notes on Section 38** Theorems (38.4.5), (38.4.7), and Proposition (38.2.11) are due to Ditters; cf. [118] and [123]. A proof of theorem (38.1.11) (smoothness of $D(U)$) can be found in [374]; for the case where one works over a field, cf. also [106, Théorème 1]. The proof of (38.1.11) in [118] is probably not (quite) complete; cf. [123, p. 29]. For a Campbell–Hausdorff formula over $\mathbb{F}_p$, cf. also [106].
APPENDIX A

ON POWER SERIES RINGS

A.1 Power Series Rings

**A.1.1 Multi-indices** Let \( \kappa \) be an index set, finite or infinite. A multi-index indexed by \( \kappa \) is a function \( n: \kappa \to \mathbb{N} \cup \{0\} \) such that \( n(i) \neq 0 \) for only finitely many \( i \in \kappa \) (i.e., \( n \) has finite support). Given multi-indices \( n, k \), we define

\[
|n| = \sum_{i \in \kappa} n(i)
\]

**A.1.3** \( n \leq k \iff n(i) \leq k(i) \) for all \( i \in \kappa \)

**A.1.4** \( n + k = l \iff l(i) = n(i) + k(i) \) for all \( i \in \kappa \)

**A.1.5** \( n < k \iff n \leq k \) and \( |n| < |k| \)

We write \( 0 \) for the multi-index \( 0(i) = 0 \) for all \( i \in \kappa \). Then \( n > k \) iff \( n = k + l \) for some multi-index \( l \neq 0 \).

We write \( I_\kappa \) for the set of all multi-indices indexed by \( \kappa \); and if \( \kappa = \{1, \ldots, m\} \), we simply write \( I_m \) or even \( I \) for the set of multi-indices indexed by \( \{1, \ldots, m\} \), i.e., \( I_m = \{(n_1, n_2, \ldots, n_m) | n_i \in \mathbb{N} \cup \{0\}\} \).

**A.1.6 Power series rings** For each \( i \in \kappa \), let \( X_i \) be an indeterminate. For each \( n \in I_\kappa \), we define \( X^n \) as

\[
X^n = \prod_{i \in \kappa, n(i) \neq 0} X_i^{n(i)}
\]

Let \( A \) be a ring (commutative, \( 1 \in A \)). Then the power series ring \( A[[X_i | i \in \kappa]] \) is defined as the set of all formal sums

\[
f(X) = \sum_{n \in I_\kappa} a_n X^n, \quad a_n \in A
\]

with addition and multiplication defined by

\[
\sum a_n X^n + \sum b_n X^n = \sum (a_n + b_n) X^n
\]

\[
(\sum a_n X^n)(\sum b_n X^n) = \sum c_n X^n, \quad c_n = \sum_{k+1-n} a_k b_1
\]
There are two obvious ring homomorphisms

\[(A.1.9) \quad i: A \to A[X_i \mid i \in \kappa], \quad \varepsilon: A[X_i \mid i \in \kappa] \to A\]

defined by \(i(a) = \sum a_n X^n\) with \(a_n = 0\) if \(|n| \geq 1\), \(a_0 = a\), and \(\varepsilon(\sum a_n X^n) = a_0\).

Of course \(\varepsilon \circ i = id_A\).

Note that (A.1.7), (A.1.8) make \(A[X_i \mid i \in \kappa]\) a commutative ring with unit element \(i(1)\). We shall usually identify \(a \in A\) with its image \(i(a)\) and thus view \(A\) as a subring of \(A[X_i \mid i \in \kappa]\).

\textbf{Lemma} An element \(f(X) \in A[X_i \mid i \in \kappa]\) is invertible iff \(\varepsilon(f(X)) \in A\) is invertible in \(A\).

\textbf{Proof} Since \(\varepsilon\) is a ring homomorphism, the "only if" part is trivial. So suppose that \(\varepsilon(f(X)) = a_0 \in U(A)\), the group of invertible elements of \(A\), where \(f(X) = \sum a_n X^n\). Let \(g(X) = \sum b_n X^n\) with \(b_n \in A\) yet to be determined. \(f(X)g(X) = 1\) gives us the equations

\[(A.1.11) \quad a_0 b_0 = 1\]

\[(A.1.12) \quad 0 = \sum a_n b_n + \sum_{k+1=n} a_k b_1\]

Since \(a_0\) is invertible, we can solve (A.1.11) with \(b_0 \in A\); and given \(b_1 \in A\) with \(1 < n\), we can solve (A.1.12) with \(b_n \in A\) again because \(a_0 \in U(A)\). Q.E.D.

\textbf{Notation and convention} If \(\kappa = \{1, \ldots, m\}\), we shall write \(A[X_1, \ldots, X_m]\) for \(A[X_i \mid i \in \{1, \ldots, m\}]\) and even \(A[X]\) if \(m\) is clear from the context. \textit{From now on in this appendix \(A[X]\) will always be a power series ring in a finite number of variables.}

\textbf{Exercise}

\[A[X_1, \ldots, X_n][X_{n+1}] = A[X_1, \ldots, X_{n+1}]\]

\textbf{A.2 Filtration and Topology}

Let \(R\) be a ring. A \textit{ring filtration} on \(R\) is a function.

\[v: R \to \mathbb{N} \cup \{\infty\} \cup \{0\}\]

such that

\[(A.2.1) \quad v(0) = \infty, \quad \text{Im}(v) \neq \{\infty\}\]

\[(A.2.2) \quad v(a - b) \geq \min\{v(a), v(b)\}\]

\[(A.2.3) \quad v(ab) \geq v(a) + v(b)\]

For each \(m \in \mathbb{N} \cup \{\infty\}\), we define \(I_m = \{a \in R \mid v(a) \geq m\}\). Then \(I_m\) is an ideal of \(R\) and we have \(I_m I_k \subset I_{m+k}\). The ideals \(I_m\) define a topology on \(A\) as follows:
the sequence \( \{a_n\} \) converges to \( a \in A \) iff \( \lim_{n \to \infty} v(a_n - a) = 0 \). This topology turns \( R \) into a topological ring (i.e., addition, subtraction, and multiplication are continuous). The topology is Hausdorff iff \( I_\infty = \{0\} \).

**Example** Let \( A \) be any ring, \( R = A[X] \). Define \( v: R \to \mathbb{N} \cup \{0\} \) by
\[
(\sum a_n X^n) \geq s \iff a_n = 0 \quad \text{for all} \quad n \text{ with } |n| < s
\]

One easily checks that this is a ring filtration. Moreover, the induced topology on \( R \) is Hausdorff and complete (exercise).

**Exercise** Suppose that \( A \) has no zero divisors. Show that then \( v(f(X)g(X)) = v(f(X)) + v(g(X)) \) and conclude that \( A[X] \) has no zero divisors. *(Hint: use induction and (A.1.14)).*

**Exercise** Let \( R \) be as in (A.2.4). Let \( M_s \) be the subgroup of \( R \) of all \( f(X) \in R \) such that \( a_n = 0 \) for \( |n| \geq s \). Then \( R = M_s \oplus I_s \) as an abelian group.

**Example** Let \( A \) be a local ring with maximal ideal \( \mathfrak{m} \). Define \( v: A \to \mathbb{N} \cup \{\infty\} \) by \( v(x) \geq m \iff x \in \mathfrak{m}^n \). This is a ring filtration on \( A \).

**Theorem** Let \( R \) and \( A \) be as in (A.2.4). If \( A \) is noetherian, so is \( R \).

For a proof, see e.g., [511, Volume II, Chapter VII, Theorem 4, p. 138].

### A.3 Formal Weierstrass Preparation Theorem

Let now \( A \) be a complete Hausdorff local ring with maximal ideal \( \mathfrak{m} \) (cf. example (A.2.8)), and let \( R = A[X] = A[X_1] \); i.e., the index set has one element in this section.

**Definitions** An element \( f(X) \in A[X] \) is called a *distinguished polynomial* if it is of the form \( f(X) = a_0 + a_1 X + \cdots + a_{n-1} X^{n-1} + X^n \) with \( a_0, \ldots, a_{n-1} \in \mathfrak{m} \). An element \( f(X) \in A[X] \) is said to have *Weierstrass degree* \( n \) if \( f(X) = \sum_{i=0}^{\infty} a_i X^i \) with \( a_i \in \mathfrak{m} \) for \( i < n \) and \( a_n \in U(A) = A \setminus \mathfrak{m} \). We write \( W\text{-degree}(f(X)) = n \). If \( f(X) \in \mathfrak{m}[X] \), we have \( W\text{-degree}(f(X)) = \infty \) (and inversely).

**Weierstrass preparation theorem** Let \( f(X) \in A[X] \) and suppose that \( W\text{-degree} f(X) = n < \infty \). Then there exist a unique invertible power series \( u(X) \in A[X] \) and a unique distinguished polynomial \( g(X) \) of degree \( n \) such that \( f(X) = u(X)g(X) \).

**Proof** We shall construct power series \( u^{(m)}(X) \) and distinguished polynomials \( g^{(m)}(X) \) such that
\[
f(X) = u^{(m)}(X)g^{(m)}(X) \mod(\mathfrak{m}^m[X])
\]
and we shall show that these \( u^{(m)}(X) \) and \( g^{(m)}(X) \) are unique \( \mod(\mathfrak{m}^m[X]) \).
First take \( m = 1 \). Take \( g^{(1)}(X) = X^n \), \( u^{(1)}(X) = \sum_{i=n}^{\infty} a_i X^{i-n} \). Then clearly \( (A.3.3) \) holds for \( m = 1 \), and one easily checks that \( u^{(1)}(X) \) and \( g^{(1)}(X) \) are unique mod \( \mathbb{m}[X] \). Indeed, \( g^{(1)}(X) \) being distinguished must be of the form \( X^s \) mod \( \mathbb{m}[X] \).

Now suppose we have found \( u^{(m)}(X) \), \( g^{(m)}(X) \), \( m \geq 1 \). Write
\[
g^{(m+1)}(X) = g^{(m)}(X) + b_0 + b_1 X + \cdots + b_{n-1} X^{n-1}, \quad b_i \in \mathbb{m}^m
\]
\[
u^{(m+1)}(X) = \nu^{(m)}(X) + h(X), \quad h(X) \in \mathbb{m}^m[X]
\]

Suppose that \( -g^{(m)}(X)u^{(m)}(X) + f(X) \equiv l(X) \in \mathbb{m}^m[X] \mod \mathbb{m}^{m+1}[X] \). Then we see that \( b_0, b_1, \ldots, b_{n-1}, h(X) \) must satisfy
\[
(A.3.4) \quad l(X) \equiv X^n h(X) + b_0 u^{(m)}(X) + b_1 X u^{(m)}(X) + \cdots + b_{n-1} X^{n-1} u^{(m)}(X)
\]
mod \( \mathbb{m}^{m+1}[X] \) because \( g^{(m)}(X)h(X) \equiv X^n h(X) \mod \mathbb{m}^{m+1}[X] \) since \( g^{(m)}(X) \) is distinguished of degree \( n \) and \( h(X) \in \mathbb{m}^m[X] \) and \( b_i h(X) \in \mathbb{m}^{m+1}[X] \) for all \( i = 1, \ldots, n-1 \). Because \( u^{(m)}(X) \) is a unit there exist \( b_0, \ldots, b_{n-1} \in \mathbb{m}^m \) and \( h(X) \in \mathbb{m}^m[X] \) such that \( (A.3.4) \) holds (if \( l(X) \in \mathbb{m}^m[X] \)), moreover such \( b_i \) and \( h(X) \) are unique modulo \( \mathbb{m}^{m+1} \).

Now let \( u(X), g(X) \) be the unique elements of \( \mathbb{A}[X] \) such that \( u(X) \equiv u^{(m)}(X) \), \( g(X) \equiv g^{(m)}(X) \mod \mathbb{m}^m[X] \) for all \( m \in \mathbb{N} \). Q.E.D.

### A.4 Homomorphisms and Isomorphisms. Formal Inverse Function and Implicit Function Theorems

- **(A.4.1) Continuous homomorphisms** Let \( R_1 \) and \( R_2 \) be two rings with ring filtrations \( v_1, v_2 \). Then a ring homomorphism \( \vartheta: R_1 \to R_2 \) is continuous (with respect to the topologies defined by \( v_1 \) and \( v_2 \)) if \( v_1(a_n) \to \infty \) as \( n \to \infty \) implies \( v_2(\vartheta(a_n)) \to \infty \) as \( n \to \infty \).

- **(A.4.2) Proposition** Let \( R = \mathbb{A}[X_1, \ldots, X_m] \) as in Example \( (A.2.4) \). Let \( R' \) be an \( \mathbb{A} \)-algebra with a ring filtration \( v \) such that \( R' \) is complete and Hausdorff in the topology defined by \( v \). Let \( a_1, \ldots, a_m \in R' \) be \( n \) elements such that \( v(a_i) \geq 1, \ i = 1, \ldots, m \). Then there exists a unique continuous \( \mathbb{A} \)-algebra homomorphism \( \vartheta: R \to R' \) such that \( \vartheta(X_i) = a_i \).

**Proof** Define \( \vartheta: R \to R' \) by the formula
\[
(A.4.3) \quad \vartheta(\sum_{n} a_n X^n) = \sum_{n} a_n a_1^n \cdots a_m^n
\]
where we note that the sum on the right converges to a unique element of \( R' \) because \( R' \) is complete and Hausdorff.

Now because \( \vartheta \) must be an \( \mathbb{A} \)-algebra homomorphism, \( \vartheta \) is necessarily unique on the sub-\( \mathbb{A} \)-algebra \( \mathbb{A}[X_1, \ldots, X_m] \subset \mathbb{A}[X_1, \ldots, X_m] \) and given by \( (A.4.3) \) in this case (the sum is then finite). Also \( \vartheta \) is an \( \mathbb{A} \)-algebra homo-
morphism on \( A[X] \). By continuity of \( \mathfrak{g} \) it follows that (A.4.3) is the only possibility for \( \mathfrak{g} \) because every element of \( A[Y] \) is a limit of elements of \( A[X] \). This approximation argument also shows that \( \mathfrak{g} \) as defined by (A.4.3) is an \( A \)-algebra homomorphism since \( \mathfrak{g} \) is an \( A \)-algebra homomorphism on \( A[X] \).

(A.4.4) Jacobian matrix Let \( X = (X_1, \ldots, X_m), Y = (Y_1, \ldots, Y_n) \) be two sets of indeterminates, and let \( \mathfrak{g} : A[X] \to A[Y] \) be a continuous homomorphism of \( A \)-algebras. By Proposition (A.4.2) \( \mathfrak{g} \) is uniquely determined by giving the \( m \) power series \( \mathfrak{g}(X_1), \ldots, \mathfrak{g}(X_m) \in A[Y] \); i.e., \( \mathfrak{g} \) corresponds to an \( m \)-tuple \( \alpha_g(Y) \) of power series in \( Y_1, \ldots, Y_n \). Let \( J(\mathfrak{g}) \) be the unique \( m \times n \) matrix with coefficients in \( A \) such that

\[
J(\mathfrak{g}) \begin{pmatrix} Y_1 \\ \vdots \\ Y_n \end{pmatrix} \equiv \alpha_g(Y) \mod(\text{degree 2})
\]

in \( A[Y]^m \). The matrix \( J(\mathfrak{g}) \) is called the Jacobian matrix of \( \mathfrak{g} \) and also the Jacobian matrix of the \( m \)-tuple of power series \( \alpha_g(Y) \).

(A.4.5) Proposition (formal inverse function theorem) A continuous \( A \)-algebra homomorphism \( \mathfrak{g} : A[X] \to A[Y] \) is an isomorphism iff \( J(\mathfrak{g}) \) is an invertible matrix.

Proof If \( \mathfrak{g} \) is an isomorphism, there is an inverse isomorphism \( \phi, A[Y] \to A[X] \); let \( M \) be the unique matrix such that

\[
\begin{pmatrix} \phi(Y_1) \\ \vdots \\ \phi(Y_n) \end{pmatrix} \equiv M \begin{pmatrix} X_1 \\ \vdots \\ X_m \end{pmatrix} \mod(\text{degree 2})
\]

then because \( \mathfrak{g} \circ \phi = \text{id}, \phi \circ \mathfrak{g} = \text{id} \), we must have \( J(\mathfrak{g})M = I_m, MJ(\mathfrak{g}) = I_n \) so that \( J(\mathfrak{g}) \) is invertible.

Conversely, suppose that \( J(\mathfrak{g}) \) is invertible. Then \( n = m \) and identifying \( A[X] \) with \( A[Y] \) by means of \( X_i \mapsto Y_i \) we find the following reformulation of (A.4.5).

(A.4.6) Let \( \alpha(X) \) be an \( n \)-tuple of elements of \( A[X_1, \ldots, X_n] \) such that \( \alpha(X) \equiv JX \mod(\text{degree 2}) \) where \( J \) is an invertible \( n \times n \) matrix in \( A^{n \times n} \) and where \( X \) is short for the column vector \( (X_1, \ldots, X_n) \). Then there exists a unique \( n \)-tuple of elements \( \beta(X) \) such that \( \beta(\alpha(X)) = X = \alpha(\beta(X)) \).

Proof Take \( \beta^{(1)}(X) = J^{-1}X \). Then \( \beta^{(1)}(\alpha(X)) \equiv X \mod(\text{degree 2}) \) and \( \beta^{(1)}(X) \) is uniquely determined \( \mod(\text{degree 2}) \) by this condition. Suppose we have found \( \beta^{(m)}(X) \) such that \( \beta^{(m)}(\alpha(X)) \equiv X \mod(\text{degree } m + 1) \) and suppose that \( \beta^{(m)}(X) \) is uniquely determined \( \mod(\text{degree } m + 1) \) by this condition. Let \( \beta^{(m)}(\alpha(X)) - X \equiv N(X) \mod(\text{degree } m + 2) \) where \( N(X) \) is an \( n \)-tuple of homogeneous polynomials of degree \( m + 1 \). Now take \( \beta^{(m+1)}(X) = \beta^{(m)}(X) - R(X) \)
where $R(X)$ is such that $R(JX) = N(X)$, i.e., $R(X) = N(J^{-1}X)$. Then $eta^{(m+1)}(\alpha(X)) \equiv X \mod(\text{degree } m + 2)$ and $\beta^{(m+1)}(X)$ is unique modulo(\text{degree } m + 2) with this property. Let $\beta(X)$ be the unique power series such that $\beta(X) \equiv \beta^{(m)}(X) \mod(\text{degree } m + 1)$ for all $m$. ($\beta(X)$ exists and is unique because $A[[X]]$ is complete and Hausdorff.) Then $\beta(\alpha(X)) = X$. Similarly, one shows the existence of a $\beta(X)$ such that $\alpha(\beta(X)) = X$, and then $\beta(X) = \beta(\alpha(\beta(X)) = (\beta \circ \alpha)(\beta(X)) = \beta(X)$. Q.E.D.

(A.4.7) **Formal implicit function theorem** Let

$$F(X; Y) \in A[[X_1, \ldots, X_m; Y_1, \ldots, Y_n]]$$

be an $n$-tuple of power series in $X_1, \ldots, X_m$ and $Y_1, \ldots, Y_n$ such that $F(0; 0) = 0$ and such that the unique (partial Jacobian) matrix $J$ such that $F(X, Y) \equiv JY \mod(X_1, \ldots, X_m; \text{degree } 2)$ is invertible (in particular there are as many variables $Y_i$ as there are power series). Then there exists a unique $n$-tuple of power series $\alpha(X) \in A[[X_1, \ldots, X_m]]^n$ such that $F(X; \alpha(X)) = 0$.

**Proof** We can write

$$F(X; Y) \equiv MX + JY + G(X; Y)$$

where every monomial occurring in $G(X; Y)$ is at least of degree 2 and where $M$ is some $n \times m$ matrix with coefficients in $A$.

Now take $\alpha^{(1)}(X) = -J^{-1}MX$. Then $F(X, \alpha^{(1)}(X)) \equiv 0 \mod(\text{degree } 2)$ and $\alpha^{(1)}(X)$ is uniquely determined mod(\text{degree } 2) by this condition. Suppose we have found an $\alpha^{(r)}(X)$, unique mod(\text{degree } $r + 1$), such that $F(X, \alpha^{(r)}(X)) \equiv 0 \mod(\text{degree } r + 1)$. Suppose $F(X, \alpha^{(r)}(X)) \equiv N(X) \mod(\text{degree } r + 2)$ with $N(X)$ an $n$-tuple of homogeneous polynomials of degree $r + 1$. Now take $\alpha^{(r+1)}(X) = \alpha^{(r)}(X) - J^{-1}N(X)$, then $F(X, \alpha^{(r+1)}(X)) \equiv 0 \mod(\text{degree } r + 1)$ (cf. (A.4.8)) and $\alpha^{(r+1)}(X)$ is uniquely determined mod(\text{degree } $r + 2$) by this condition because $\alpha^{(r)}(X)$ is unique mod(\text{degree } $r + 2$) by this condition because $\alpha^{(r)}(X)$ is unique mod(\text{degree } $r + 1$). Let $\alpha(X)$ be the unique element of $A[[X]]^n$ such that $\alpha(X) \equiv \alpha^{(r)}(X) \mod(\text{degree } r + 1)$ for all $r \in \mathbb{N}$. Q.E.D.
APPENDIX B

BRIEF NOTES ON FURTHER APPLICATIONS OF FORMAL GROUP (LAW) THEORY

This Appendix B is more or less a supplement to E.5. It contains a number of mainly bibliographical notes on other applications of formal group laws in number theory, geometry, and topology. I have made no real attempt to mention all references which use or treat formal groups in the E.1–E.6 sections and/or Appendix B.

9.1 More on Formal Groups in Number Theory

(B.1.1) Global class field theory over function fields In [134] Drinfel’d uses formal $A$-modules to study class field theory of global function fields. He obtains analogues of (i) the Kronecker–Weber theorem concerning the maximal abelian extension of $\mathbb{Q}$ or an imaginary quadratic extension of $\mathbb{Q}$, (ii) the Eichler–Shimura theorem on $\zeta$-functions of modular curves (cf. also [328]).

The main tool is an elliptic module, which Drinfel’d defines as follows. Let $A$ be the ring of integers of the global function field $k$ of characteristic $p > 0$. Let $K$ be any field over $A$. Then an elliptic module over $K$ is a nontrivial embedding $A \rightarrow K_\sigma[T]$, where $K_\sigma[T]$ is the ring of twisted polynomials in $T$ with coefficients in $K$ with the multiplication $Tx = x^p T$. Of course, $K_\sigma[T]$ is the ring of endomorphisms of the additive algebraic group $G_\sigma$ over $K$, and this provides a link with formal $A$-modules and also Lubin–Tate local class field theory in the case of local fields of characteristic $p$. Indeed, if $A_v$ is a completion of $A$ at a finite place $v$, and $F(X, Y)$ a formal $A_v$-module of $A_v$-height 1 over $A_v$, then $F(X, Y)$ is isomorphic as a formal group law to $\tilde{G}_\sigma(X, Y)$ so that $a \mapsto [a]_f(X)$ gives us a (nontrivial) embedding $A_v \rightarrow (A_v)_\sigma[T]$.

Some of Drinfel’d results are obtained (and generalized) by Hayes [164] without using formal group laws.

(B.1.2) Kummer theory; quadratic reciprocity In [144, Chapter IV, Section 3] Fröhlich obtains a number of interesting results for one dimensional
formal group laws $F(X, Y)$ over the ring of integers of a finite extension of $\mathbb{Q}_p$, which, for the case $F(X, Y) = \mathcal{G}_m(X, Y)$, the multiplicative formal group law, relate to Kummer theory.

Honda [192] uses the formal group law $X + Y + SXY$ where $S$ is a gaussian sum with quadratic character to obtain a new interpretation and proof of the quadratic reciprocity law.

### B.2 More on Formal Groups in Algebraic Geometry

- **B.2.1 $p$-divisible groups (or Barsotti–Tate groups)** $p$-divisible groups are a generalization (due to Barsotti and Tate) of finite height formal groups. Here is the definition. Let $R$ be a commutative ring and $h \in \mathbb{N}$. A $p$-divisible group of height $h$ over $R$ is a system of commutative finite group schemes $G = (G_n, i_n), n \in \mathbb{N}$, over $R$ such that (i) the $R$-algebra $A(G_n)$ of $G_n$ is locally free of rank $p^n$ over $R$; (ii) $i_n: G_n \to G_{n+1}$ is a homomorphism of group schemes; and (iii) the sequence

  $$0 \to G_n \xrightarrow{i_n} G_{n+1} \xrightarrow{p^n} G_{n+1}$$

  is exact. (Here $p^n$ is the homomorphism “adding an element to itself $p^n$ times.”)

  An example is the constant group $\mathbb{Q}_p/\mathbb{Z}_p$ as union of the $p^{-n}\mathbb{Z}/\mathbb{Z}_p$. A most important example is the $p$-divisible group $A(p)$ associated to an abelian scheme $A$ over $R$, which consists of the kernels $A(p)_n = \text{Ker}(A \xrightarrow{p^n} A)$.

  As to the connection between formal groups and $p$-divisible groups, we have the following. Let $R$ be a complete local noetherian ring of residue characteristic $p > 0$. Then if $N$ is a finite group scheme over $R$ we have a short exact sequence $0 \to N^\circ \to N \to N^\text{et} \to 0$ with $N^\circ$ connected (i.e., its algebra $A^\circ = A(N^\circ)$ is local) and $N^\text{et}$ étale over $R$. Now if $G = (G_n, i_n)$ is a $p$-divisible group, one finds an induced decomposition $0 \to G^\circ \to G \to G^\text{et} \to 0$ corresponding to $0 \to G_n^\circ \to G_n \to G_n^\text{et} \to 0$ for each $n$. Now $G^\circ$ is a formal group over $R$ in the following sense. Let $F(X, Y)$ be a formal group law of dimension $m$ over $R$. Consider the $m$-tuple of power series $[p^n]_F(X)$. Suppose that $F(X, Y)$ is of finite height $h$. Let $J_n$ be the ideal of $R[X]$ generated by the $m$ power series $[p^n]_F(X)$. Then $R[X]/J_n$ is free of rank $p^n$ over $R$ (cf. 28.2, especially the proof of (28.2.9)) and the comultiplication $\mu_F: R[X] \to R[X] \otimes_R R[X]$ defined by $F(X, Y)$ (cf. (36.1.4)) induces a comultiplication $R[X]/J_n \to R[X]/J_n \otimes_R R[X]/J_n$ making $F(p)_n = \text{Spec}(R[X]/J_n)$ into a finite commutative group scheme over $R$. These $F(p)_n$ combine to define a $p$-divisible group $F(p)$ over $R$. Moreover, one has the theorem (Tate [404]): the functor $F(X, Y) \to F(p)$, taking finite height formal group laws over $R$ into connected $p$-divisible groups, is an equivalence of categories (if $R$ is complete local noetherian). This equivalence of categories does not hold in general over Hensel rings (cf. Koch [226]).

So, over complete local noetherian rings, $p$-divisible groups are extensions of divisible étale groups by formal groups. Many theorems of formal group theory carry over to the case of $p$-divisible groups. For the theory of $p$-divisible groups,
cf. [365, 404, 433, 94]. In [464] Abrashkin settles an old question of Tate, [404], by showing that there do exist nontrivial 2-divisible groups over \( \mathbb{Z} \).

(B.2.2) **Lifting abelian varieties** One reason for the high interest among algebraic geometers in \( p \)-divisible groups is their connection with the theory of (lifting) abelian varieties as embodied in the following theorem of Serre and Tate.

**Theorem** Let \( R \) be a local artinian ring of residue field \( k \) of characteristic \( p > 0 \) and let \( A_0 \) be an abelian variety over \( k \) and \( A_0(p) \) the corresponding \( p \)-divisible group. Then liftings of \( A_0 \) to an abelian scheme over \( R \) correspond bijectively (up to isomorphism) to liftings of the \( p \)-divisible group \( A_0(p) \).

For a proof, cf. Messing [286, Chapter V, Theorem 2.3]. In [135] there is a proof that avoids the use of crystals.

This theorem gives rather immediately liftings to characteristic zero of ordinary abelian varieties; the so-called canonical liftings; cf. [365]. Nonordinary abelian varieties are then handled via deformation techniques. Biextensions of formal groups are an important tool. Some references (besides those already mentioned) concerning liftings and biextensions are [156, 309, 313].

(B.2.3) **Crystalline cohomology** A second reason for the high interest in \( p \)-divisible groups (also called Barsotti–Tate groups) is their relation with crystals and crystalline cohomology, which was already hinted at in the last few lines of Section 26. Here space–time considerations and the state of this author’s knowledge of these matters definitely forbid him to do anything but give a list of references [33, 34, 37, 38, 155, 157, 198, 199, 221, 282, 283, 318, 477, 285–287], where he cannot refrain from pointing to the connection of formal group laws to algebraic \( K \)-theory via (a reinterpretation of) \( p \)-typical curves; cf. [33, 37]. In this connection see also [283, 96, 261, 489]. In [489], for instance, a natural completion of \( \operatorname{Ker}(K_2(k[[t]]) \to K_2(k)) \), where \( k \) is a field, is seen as a Cart(\( k \))-module. (Here the Frobenius operators correspond to the transfer homomorphisms induced by \( t \mapsto t^p \); cf. [495].) Added in proof. Cf. in addition also [13] for some connections between the crystalline cohomology of varieties and certain invariants of formal groups arising (sometimes) from these varieties.

B.3 **More on Formal Groups in Arithmetical Algebraic Geometry**

(B.3.1) **Formal structure of algebraic varieties and formal groups attached to differential equations** With [188, 189] Honda started a systematic program of investigating the formal structure of (Jacobians of) algebraic varieties and (via the interpretation of the differential of the logarithm of a formal group law as a left invariant differential) a search for formal group laws attached to differential equations. His paper [190] contains an outline of this program. The differential equations in question are expected to be of
fuchsian type in view of results of Katz [220]. However, formal groups also turn up in nonfuchsian situations; cf. Dwork [475] and Sperber [503–505]. Results concerning this program are contained in [191, 193, 197]. The congruences which (according to the functional equation lemma) the coefficients of the logarithms of the formal group laws associated to hypergeometric functions must satisfy are basically the congruences on binomial type numbers in Lemma 1 of Dwork [138]. In [192] Honda uses formal groups to verify the Weil conjecture for some elliptic curves. (This result is not new, but the method is.)

(B.3.2) **Norm maps, class field type theories, and Iwasawa–Mazur theory**  Let $L/K$ be a Galois extension of the local field $K$, and let $F(X, Y)$ be a formal group law over $A(K)$. For each $x \in H(L) = F(L)$, consider $\tau_1 x +_F \tau_2 x +_F \cdots +_F \tau_n x$ where $\{\tau_1, \ldots, \tau_n\} = \text{Gal}(L/K)$. This element is invariant under $\text{Gal}(L/K)$ (because the $\tau_i$ act continuously and $F(X, Y)$ has its coefficients in $A(K)$). So we have defined a norm map

$$F\text{-Norm}_{L/K}: F(L) \to F(K)$$

In case $F(X, Y) = \hat{G}_m(X, Y)$, the corresponding norm map is the ordinary norm map $N_{L/K}: U^1(L) \to U^1(K)$. Now the description of the image or cokernel of $N_{L/K}: L^* \to K^*$ is what local class field theory is about (to a great extent in any case). By far the hardest part of this is the analysis of $N_{L/K}: U^1(L) \to U^1(K)$.

The general goal is now to develop class field type theories for other algebraic (and formal) groups than $G_m$. For the case of abelian varieties over number fields, the local norm maps $\hat{A}(L) \to \hat{A}(K)$ play a not unimportant role in Mazur’s work on $Z_p$-extensions, rational points of abelian varieties, and the Šafarevič–Tate group $\Sha$; cf. [281], especially Section 4; cf. also [278]. Particularly important in this case are the norm maps $F(K_n) \to F(K)$ where $K_n$ is a finite level in a $Z_p$-extension (also called $\Gamma$-extension) $K_{\infty}/K$; i.e., $\text{Gal}(K_{\infty}/K) \approx Z_p$, $K_n$ the invariant field of $p^n Z_p$.

In case $F(X, Y)$ is of height 1, the cokernel of $F$-Norm is up to a twist described by local class field theory (essentially because $F(X, Y)$ becomes isomorphic to $\hat{G}_m(X, Y)$ over $K_{nr}$ (if $K$ is a local field). In [281] Mazur treats the case that $\hat{A}$ is a $K_{nr}/K$ form of $\hat{G}_m(X, Y)$.

In the case that $F(X, Y)$ is one dimensional and of height $\geq 2$ there are a number of rather precise results on the image of $F$-Norm: $F(K_n) \to F(K)$ in [165–168]. As a corollary one obtains a universal norm theorem saying that the intersection of all subgroups $F$-Norm$(F(L))$ for $L/K$ Galois is zero. This last result generalizes fairly easily. For these and related matters, cf. also [26, 228, 229, 427, 149, 412, 485, 486].

Some detailed specific calculations on $E(K_n)$ and $\Sha(K_n)$ as $K_n$ runs through the finite levels of a $Z_p$-extension are in [30, 27, 28, 25, 31, 238, 239, 228, 200].

Of course the results of Fröhlich mentioned in (B.1.2) above also fit in the general framework of other types of class field theories as do (in a different way)
results of Serre et al. which we already mentioned in the last paragraph of (E.5.4). In this connection (of other type class field theories) let me also mention a number of papers of Vvedenskii [428–430, 426].

(B.3.3) **L-functions of elliptic curves** In [470] Coates and Wiles use formal group techniques to obtain results concerning the Birch–Swinnerton–Dyer conjecture on the behavior of the Hasse–Weil zeta function \( L_E(s) \) near \( s = 1 \). Very much related are certain explicit formulas for the reciprocity symbol in terms of Lubin–Tate formal group law endomorphisms \([u]_F\); cf. [509], and also [144], Chapter IV, Section 3. These explicit formulas generalize those of Iwasawa [480] for the cyclotomic case.

(B.3.4) **Other results** Let \( K \) be a \( p \)-adic field. In [135] Drinfeld uses formal \( A \)-modules (especially moduli) to construct étale coverings of \( \Omega^d \) over \( K \), the domain in \( \mathbb{P}^d \) of all points which are not on any hyperplane in \( \mathbb{P}^d \) which is defined over \( K \). These constructions use that \( \Omega^d \) can be interpreted as a (sort of) moduli space for a certain kind of formal \( A \)-module; according to [135] these constructions specialize to Lubin–Tate class field theory in the case of \( d = 1 \).

### B.4 More on Formal Groups in Algebraic Topology

(B.4.1) **Realizing formal group laws, extraordinary \( K \)-theories** If \( h^* \) is a complex oriented cohomology theory, then as we have seen one has a formal group law \( F_h(X, Y) \) over \( h(pt) \) attached to it. The questions naturally arise: Can all formal group laws be realized this way? and: Are cohomology theories with the same formal group law necessarily isomorphic? Positive results in this direction are first Morava's extraordinary \( K \)-theories, which realize the height \( h \) formal group laws \( F_{\Lambda h}(X, Y) \) and, e.g., his "ordinary" \( K \)-theories attached to various "genera" like the Ramanujam \( \tau \)-function and the quadratic residue symbol. More precisely, taking the \( \tau \)-function case as an example: there exists a complex oriented cohomology theory \( h^* \) such that if \( \mathcal{G}: MU^* \to h^* \) is the associated transformation of cohomology theories (cf. Theorem (34.1.3)), then \( \mathcal{G}([\mathbb{CP}^{n-1}]) = \tau_n \) where \( \tau \) is the Ramanujam \( \tau \)-function defined by \( \sum \tau_n q^n = q \prod (1 - q^n)^{24} \). For these and related matters, cf. [303–306, 210].

More positive results have been obtained by Würgler [449] and Rudjak [346], using the Baas–Sullivan technique of cobordism with singularities; cf. [400, 16–18]. (Landweber's exact functor theorem is also important here [248, 452].)

All this is relevant for the general problem formulated by Cartier [71] of defining cohomology theories "with coefficients in any given algebraic or formal group." Personally, I think that among the most interesting formal group laws to try to realize are the height 1 formal \( A \)-modules (Lubin–Tate formal \( A \)-modules) for \( A \) not necessarily unramified. Also in connection with Golod's note [151], where he finds a link between the norm residue symbol of local class field theory and Adams operations.
As far as I know there is at the moment no counterexample; i.e., there is as yet no formal group law of which it has been proved that it cannot be the formal group law of a complex oriented cohomology theory.

(B.4.2) **Stable (multiplicative) operations** Let \( h^* \) be a complex oriented cohomology theory. Let \( w_i \in h^{-2i}(pt) \), \( w_1 = 1 \) be a series of elements. When does there exist a (multiplicative) transformation \( \mathcal{F} : MU^* \to h^* \) taking \([CP^\infty]\) into \( w_{i+1} \). (This relates of course to the "genera" question touched upon above.) The answer is quite easy to obtain. This happens iff there is a new Euler class \( \tilde{e}(L) \) defined by \( \tilde{e}(L) = \sum_{i=1}^{\infty} a_i e^h(L)^i \), \( a_1 = 1 \) for \( h^* \) which takes \( \log_h(X) \) into the "logarithm belonging to the \( w_i \)," i.e., we must have

\[
\log_h(a(X)) = \sum_{n=0}^{\infty} (n + 1)^{-1} w_n X^{n+1}
\]

which in terms of the Witt-like polynomials \( nw^h_n(X) \) of the formal group law \( F_h(X, Y) \) (cf. Section 25.1) means that we must have,

\[
nw^h_n(b_1, \ldots, b_n) = w_n, \quad \text{where} \quad \sum_{i=1}^{\infty} a_i X^i = \sum_{i=1}^{\infty} b_i X^i,
\]

cf. [203]. Of course in case \( F_h(X, Y) \) is a functional equation formal group law (as, e.g., in case \( h^* = k^*, K^*, MU^*, BP^*, H^* \)) this means that necessary and sufficient conditions for the existence of such a \( \mathcal{F} \) are given by functional equation lemma type conditions.

Applying this to \( BP \) and taking only \( p \)-typical sequences \( (w_1, w_p, w_{p^2}, \ldots) \) one obtains information on the multiplicative operations in \( BP^*(BP) \); cf. [334, 172].

See also [300], especially Chapter I, Section 7 and [77] where formal group laws are used to describe \( K_*(K) \).

(B.4.3) **Algebraic theory of \( MU_*(MU) \)-comodules** Let \( S \) be a topological space. Then \( MU_*(S) \) is not only an \( MU_*(pt) \)-module but also a \( MU_*(MU) \)-comodule, and this structure carries a lot of extra information. A number of papers deal systematically with properties and restrictions arising from the presence of \( MU_*(MU) \)- and \( BP_*(BP) \)-comodule structures on \( MU_*(S) \) and \( BP_*(S) \). See, e.g., [242–248, 301, 302, 161, 213].

(B.4.4) **Calculations, homotopy groups of spheres, Adams–Novikov spectral sequence** \( BP \) cohomology, its operations, and the generators \( v_1, v_2, \ldots \) have proved to be useful on a number of occasions for calculations (often via the Adams–Novikov spectral sequence); for example, to prove that certain stable homotopy elements of the spheres are nonzero or to prove that certain \( MU^*(pt) \)-modules cannot be realized as an \( MU^*(S) \); cf., e.g., [212, 290, 319, 395, 406, 407, 454, 461–463].

In this connection a number of papers analyze in detail the \( E_2 \)-terms \( \text{Ext}^*_{BP, BP}(BP_*, BP_*(X)) \) and \( \text{Ext}^*_{MU, MU}(MU_*, MU_*(X)) \) of the Adams–
Novikov spectral sequence, obtaining, e.g., simplifications under certain hypotheses on $BP_\ast(X)$; cf., e.g., [288, 289, 291–293, 301, 302, 335, 336, 338, 498].

(B.4.5) **On $BP_\ast(BP)$ and $MU_\ast(MU)$** Let $\mathcal{F}: \text{Alg}_{Z_{(p)}} \to \text{Set}$ be the functor that assigns to a $Z_{(p)}$-algebra $A$ the set of triples $(F(X, Y), \alpha(X), G(X, Y))$ consisting of two $p$-typical formal group laws $F(X, Y), G(X, Y)$ over $A$ and a strict isomorphism $\alpha(X): F(X, Y) \to G(X, Y)$ over $A$. Let $\Phi: \text{Alg}_{Z_{(p)}} \to \text{Set}$ be the functor that assigns to $A$ the set of $p$-typical formal group laws over $A$. Then $\Phi$ is representable by $Z_{(p)}[V] = BP_\ast(pt)$ by the universality of $F(X, Y)$ and $\mathcal{F}$ is representable by $Z_{(p)}[V; T] = BP_\ast(BP)$. There are a number of obvious functor morphisms between $\mathcal{F}$ and $\Phi$, viz.

$$\mathcal{F} \to \Phi, \quad (F(X, Y), \alpha(X), G(X, Y)) \mapsto F(X, Y)$$

$$\mathcal{F} \to \Phi, \quad (F(X, Y), \alpha(X), G(X, Y)) \mapsto G(X, Y)$$

$$\mathcal{F} \to \mathcal{F}, \quad (F(X, Y), \alpha(X), G(X, Y)) \mapsto (G(X, Y), \alpha^{-1}(X), F(X, Y))$$

$$\mathcal{F} \times \mathcal{F} \to \mathcal{F}, \quad ((F(X, Y), \alpha(X), G(X, Y)), (G(X, Y), \beta(X), H(X, Y))) \mapsto (F(X, Y), \beta(X) \circ \alpha(X), H(X, Y))$$

By the representability of $\mathcal{F}$ and $\Phi$ there result $Z_{(p)}$-algebra homomorphisms $\eta_L: BP(pt) \to BP_\ast(BP)$, $\eta_R: BP(pt) \to BP_\ast(BP)$, $\iota: BP_\ast(BP) \to BP_\ast(BP)$, and $\mu: BP_\ast(BP) \to BP_\ast(BP) \otimes_{BP(pt)} BP_\ast(BP)$, which are the structure maps of the Hopf algebra $BP_\ast(BP)$. (NB this is a more general notion of Hopf algebra than occurs in (37.1.7) since the left and right $BP_\ast(pt)$-algebra structure of $BP_\ast(BP)$ are different.) Similar results hold for $MU_\ast(MU)$. This was remarked by Landweber [246]; cf. also [172; 300, Chapter 1, Section 7].

(B.4.6) **Hopf rings** The ring functor $W: \text{Ring} \to \text{Ring}$ of Witt vectors is representable by $Z[X_1, X_2, \ldots]$. It follows that the addition and multiplication polynomials $\Sigma$, $\Pi$; define on $Z[X_1, X_2, \ldots]$ the structure of a coring object. Its dual $U^c$ (cf. 37.5) is therefore a ring object in the category of coalgebras. We have already remarked that $U^c = H^\ast(BU; Z)$. This is by no means the only such object in topology. Ravenel and Wilson named these objects *Hopf rings* and devoted a big (and to my mind fascinating) paper to them [341]; cf. also [340].

(B.4.7) **Other topics** A number of topics in algebraic topology where formal groups have been used have not yet been mentioned, e.g., fixed points of periodic mappings, two-valued formal groups, power systems, the formal group law of unoriented cobordism theory and a $\mathbb{Z}/(p)$-analogue, equivariant cobordism. A selection of references is [57, 58, 60, 4, 139, 214–217, 236, 237, 298, 352, 354, 376, 379, 381].

Much information on formal group laws in algebraic topology can be found in the fairly recent survey [54]; the intersection between [54] and (B.4.1)–(B.4.6) and Section 34 above is practically empty.
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NOTATION

(I.1.1) General notational conventions concerning categories
If $\mathbf{C}$ is a category and $C_1, C_2$ are objects of $\mathbf{C}$, then $\text{C}(C_1, C_2)$ is the set of morphisms from $C_1$ to $C_2$. If $\mathbf{C}$ and $\mathbf{D}$ are two categories, then $\text{CD}$ is the category of functors $\mathbf{C} \to \mathbf{D}$. The symbol $\mathbf{C}^\circ$ denotes the dual category of $\mathbf{C}$.

The category of group objects of a category $\mathbf{C}$ is denoted $G\mathbf{C}$, the category of cogroup objects $C\mathbf{C}$; the categories $C\mathbf{C}^\circ$ and $G\mathbf{C}^\circ$ are the categories of cocommutative cogroup objects and commutative group objects in $\mathbf{C}$.

The symbol $\times$ is used to denote direct products, $\amalg$ denotes direct sums. A final object is denoted $E$, an initial object $I$, multiplication morphisms are generically denoted $m$, comultiplication morphisms $\mu$, counit morphisms $\varepsilon$, unit morphisms $\eta$, coinverse morphisms $\iota$, and inverse morphisms $\iota$. Finally $t: C_1 \times C_2 \to C_2 \times C_1$ and $\tau: C_1 \amalg C_2 \to C_2 \amalg C_1$ are the canonical switch morphisms. (Cf. also Section 36.1.)

(I.1.2) Standard notations concerning rings and algebras
If $A$ is a ring and $X$ a set of indeterminates, then $A[X]$ is the ring of polynomials in $X$ over $A$, and $A[[X]]$ the ring of power series in $X_1, \ldots, X_m$ over $A$. If $T$ is one indeterminate and $\sigma$ an endomorphism of $A$, then $A_{\sigma}[T]$ is the ring of twisted power series in $T$ over $A$ with multiplication rule $Ta = \sigma(a)T$. If $A$ is a ring and $n, m \in \mathbb{N}$, then $A^n$ is the direct product of $n$ copies of $A$. $A^{n \times m}$ is the group of $n \times m$ matrices over $A$, sometimes also denoted $M_{n \times m}(A)$; further $U(A) = A^\times$ is the group of invertible elements of $A$; and if $A$ is an integral domain, $Q(A)$ is the quotient field.

(I.1.3) Standard notations concerning discrete valuation fields
If $K$ is a discrete valuation field, then $A = A(K)$ is its ring of integers, $\mathfrak{m}(K)$ the maximal ideal of $A(K)$, $\pi$ a uniformizing element of $K$, $k$, or $k_K$ the residue field, $v_K$ the normalized exponential valuation, $U(K) = A(K)^\times$, $U^n(K) = \{x \in A(K) | x \equiv 1 \mod \pi_K^n\}$. If $L/K$ is a finite extension, then $e(L/K)$ is the ramification index and $l = k_L$, $\mathfrak{m}(L)$, $A(L)$, $\pi_L$, $v_L$ have the obvious meanings.
(I.1.4) Some special notations

\[ [a]_F(X), [a](X), [b]_F(X), [b](X), \ldots \text{: endomorphism of the formal group law} \ F(X, Y) \ \text{starting with} \ aX + \cdots; \ \text{also the operator on} \ \mathcal{E}(F; -) \ \text{induced by these endomorphisms} \]

\( \langle b \rangle, \langle a \rangle, \ldots : \text{homothety operators on} \ \mathcal{E}(F; B), \ \text{defined by} \ \langle a \rangle \gamma(t) = \gamma(at) \)

\( \langle , \rangle : \text{various duality pairings} \)

\( (a^n), (p^n) \ \text{as exponent, e.g.,} \ f^{(p^n)}(X) \ : \ \text{result of applying an endomorphism of type} \ T_i \rightarrow T_i^{p^n} \ \text{to the coefficients of the (vector of) power series} \ f(X) \)

\( \sigma \ast f(X) \ : \ \text{result of applying} \ \sigma \ \text{to the coefficients of} \ f(X) \)

\( [n] \ \text{as exponent of a matrix, e.g.,} \ \tilde{V}^{[n]} \ : \ \text{result of raising each of the entries of} \ \tilde{V} \ \text{to the power} \ n. \)

The \( i \)-th component of a vector of power series \( F(X, Y), \alpha(X) \) is generally denoted \( F(i)(X, Y) \) and \( \alpha(i)(X) \).

(I.1.5) Notations using the Latin alphabet

- \( A, a \) Standard notations
  - \( A \)-height \ formal \( A \)-module height
  - \( \text{Ab} \) \ category of abelian groups
  - \( \text{Alg}_A \) \ category of commutative \( A \)-algebras with 1
  - \( \text{Alt}_A \) \ category of certain projective limits of objects of \( \text{Alt}_A' \), 37.2
  - \( \text{Alt}_A' \) \ category of \( A \)-algebras which are free of finite rank as \( A \)-modules
  - \( \text{Al}_X \) \ free algebra on the set \( X \), (14.4.3)
  - \( \text{Ass}_A \) \ category of associative algebras over \( A \) (with 1)
  - \( A\text{-End}(\cdots) \) \ ring of formal \( A \)-module endomorphisms of \( \cdots \)
  - \( a_i(V) \) \ coefficient of \( X^{p^i} \) in \( f(X) \) the logarithm of the \( p \)-typical universal formal group law \( F_v(X, Y) \)
  - \( a_i(V, T) \) \ coefficient of \( X^{p^i} \) in \( f_{V, T}(X) \) the logarithm of \( F_{V, T}(X, Y) \)
  - \( a_i^A(V) \) \ coefficient of \( X^{q^i} \) in \( f^A(X) \)
  - \( a_i^A(V, T) \) \ coefficient of \( X^{q^i} \) in \( f^A_{V, T}(X) \)
  - \( \text{Aut.}(\cdots) \) \ group of automorphisms of \( \cdots \) over \( \cdots \)
  - \( \text{Ass}_X \) \ free associative algebra over \( X \)

Generic notations \( A \): ring or algebra; \( a, a_i \): vector, matrix; \( a(X) \): power series; \( A(-) \): ring of integers of \( - ; A\text{-log}_r(X) \): \( A \)-logarithm of formal \( A \)-module \( F(X, Y) \)

Incidental notations \( A_{(v)} \): localization of \( A \) with respect to valuation \( v \); \( A_v \): completion of \( A \) with respect to valuation \( v \); \( A_p \): completion of \( A \) with respect to prime ideal \( p \); \( A_n, A_t \): ring of integers of unramified extension of degree \( n, t \); \( A_F = J(\text{End}_A(F(X, Y))) \) (35.2.2); \( A(\cdot) \): ring or algebra of the scheme \( \cdots \)

- \( B, b \) Standard notations
  - \( B_n(X, Y) = X^n + Y^n - (X + Y)^n \)
**Notation**

\( \text{Br}(K) \) Brauer group of the field \( K \)

\( \text{BP} \) Brown–Peterson cohomology

**Generic notations** \( B \): ring or \( A \)-algebra, bialgebra; \( b \): element, vector, or matrix of elements of \( B \)

**Incidental notations** \( b(i_1, \ldots, i_s) \) certain special coefficients, (5.6.1)

\( C, c \) **Standard notations**

\( C_n(X, Y) = \nu(n)^{-1}(X^n + Y^n - (X + Y)^n) \)

\( G(F; A) \) module of curves of the formal group (law) \( F \) with coefficients in \( A \)

\( G(F) \) \( \text{idem} \)

\( G^n(F; A) = \{ \gamma(t) \in G(F; A) | \gamma(t) \equiv 0 \mod t^n \} \)

\( G_p(F; A) \) \( p \)-typical curves in \( G(F; A) \)

\( G_q(F; B) \) \( q \)-typical curves in \( G(F; B) \), \( F(X, Y) \) a formal \( A \)-module

\( G_p^0(F; A) = G_p(F; A) \cap G^0(F; A) \)

\( G_q^0(F; B) = G_q(F; B) \cap G^0(F; B) \)

\( \text{Cart}(A) \) ring of operators on \( G(-; A) \), (27.2.11)

\( \text{Cart}_p(A) \) ring of operators on \( G_p(-; A) \), (27.7.9)

\( \text{Cart}_d(B) \) ring of operators on \( G_q(-; B) \), (29.3)

\( \text{comp}(\chi) \) composition operator associated to power series \( \chi(t) \)

\( \mathbb{CP}^n \) complex projective space of complex dimension \( n \)

\( [\mathbb{CP}^n] \) cobordism class of \( \mathbb{CP}^n \)

\( \mathcal{C}(U; A) \) group of curves of covariant bialgebra \( U \) over \( A \)

\( \text{char}(\cdots) \) characteristic of the field \( \cdots \)

**Generic notations** \( C \): category; \( C \): ring or algebra, indeterminate, set of indeterminates, coalgebra; \( c \): element, vector or matrix; \( G \): topological group or module; \( G_v \): localization of \( G \)

**Incidental notations** \( c(p, q) \): certain integers, (5.6.1); \( c(p, n, i, j) \): structure constants, (27.4.1); \( c(r, i, j) \): structure constants, (27.7.14)

\( D, d \) **Standard notations**

\( D_h \) central division algebra over \( \mathbb{Q}_p \) of rank \( h^2 \) and invariant \( h^{-1} \)

\( D_h(K) \) central division algebra over \( K \) of rank \( h^2 \) and invariant \( h^{-1} \)

\( D_h^r = D_h(K) \) if \( K = \mathbb{Q}(A) \)

\( D, D^T \) various duality functors, (37.2, 37.3)

\( D(k) \) Dieudonné ring of \( k \), (28.3.5)

\( D_\nu(k) \) Dieudonné ring of \( k \) localized with respect to \( \nu \), (28.3.6)

\( D_\nu^\nu(k) = W_{p^r}(k) \otimes_{\mathbb{Z}} [\nu] \)

\( \text{Der}_A(B) \) derivations of the \( A \)-algebra \( B \)

\( d \cdots \) differentiation
**Generic notations** \( \mathcal{D} \): submodule of \( \mathcal{G} \); \( D \): ring or algebra, set of indeterminates, indeterminate; \( d \): element of \( \mathbb{N} \), diagonal morphism in category with products; \( d, d(X) \): elements of \( \mathcal{E}_n \)

**Incidental notations** \( D(\eta) \): matrix of semilinear mapping \( \eta \); \( D_L \): commutant of \( L \) in division algebra \( D \); \( d: E \rightarrow K \) degree-like mapping, (28.4.1); \( d(i_1, \ldots, i_s) \) certain special coefficients occurring in the definition of \( F_{\nu}(X, Y) \), (5.3.2); \( D(X, Y) \): power series

- **Standard notations**
  - \( e(h) \): Euler classes for the cohomology theory \( h^* \), e.g., \( e^{MU}, e^{BP} \)
  - \( \text{End.}(\cdots) \): endomorphism ring of \( \cdots \) over \( \cdots \)
  - \( \text{END}(\cdots) \): absolute endomorphism ring of \( \cdots \)
  - \( E \): Artin–Hasse exponential isomorphism \( W(-) \cong \Lambda(-) \), (17.2.7), (17.2.9)
  - \( e(i) \): multi-index \( (0, \ldots, 0, 1, 0, \ldots) \) with 1 in \( i \)th spot
  - \( E^F \): Artin–Hasse exponential isomorphism \( W^F(-) \cong \mathcal{E}(F; -) \)
  - \( E_p, E_{A,p} \): Artin–Hasse exponential \( W_p(-) \rightarrow \Lambda(W_p(-)) \), 17.5, 17.6
  - \( E_h \): ring of integers of \( D_h \)
  - \( E_h^A, E_h(K) \): ring of integers of \( D_h^A, D_h(K) \)
  - \( E^U \): for \( F = F_{\nu}(X, Y) \), the universal one dimensional formal group law
  - \( E^F \): Artin–Hasse exponential \( A \rightarrow C_q(F; A) \), (25.3.28)
  - \( \exp(?) = 1 + ? + (2!)^{-1} \cdot ?^2 + (3!)^{-1} \cdot ?^3 + \cdots \)

**Generic notations** \( e: \) unit morphism of group object in a category; \( e_i \): \( i \)th basis element; \( E: \) final object in a category; \( e, e(L/K), e_L: \) ramification index of \( L/K \)

**Incidental notations** \( \mathcal{E}: \) abbreviation for \( D_{\nu}(k) \) and similar rings, (28.4.1); \( E(X) \): exponential series; \( \mathcal{E}_m: = A_{\nu}[T]\mathbb{F}_p^{\infty} \); \( E(t) \): pure curve in \( U_{\nu} \), (38.4.2); \( \mathcal{E}_n, \mathcal{E}_{n,t}: \) certain sets of power series, 8.1; \( e, e(X) \): elements of \( \mathcal{E}_n, \mathcal{E}_{n,t} \)

- **Standard notations**
  - \( F_p, F_q \): finite fields with \( p, q \) elements
  - \( F(p^\infty) \): algebraic closure of \( F_p \)
  - \( FG_A \): category of formal group laws over \( A \)
  - \( \mathcal{F} \): Frobenius homomorphism \( \Gamma(X, Y) \rightarrow \sigma_* \Gamma(X, Y) \), (30.1.1)
  - \( FG_B \): category of formal \( A \)-modules over \( B \)
  - \( f, f_\nu, f_n \): Frobenius operator in \( \text{Cart}(A), \text{Cart}_\nu(A) \)
  - \( f_p \): Frobenius endomorphism of \( W(-) \), \( W_p(-) \)
  - \( F(\cdot), F(K_{sc}) \): points of \( F(X, Y) \) in \( \cdot \), \( K_{sc} \), (35.1.1)
  - \( f_X \): Frobenius operator in \( \text{Cart}_A(B) \)
\( f_\pi \) \: Frobenius endomorphism of \( W^A(-) \)
\( F_V(X, Y) \) \: one or higher dimensional \( p \)-typical universal formal group law over \( \mathbb{Z}[V] \), 3, 10.3
\( f_V(X) \) \: logarithm of \( F_V(X, Y) \)
\( F^A_V(X, Y) \) \: one or more dimensional \( A \)-typical universal formal \( A \)-module over \( A[V] \)
\( f^A_V(X) \) \: logarithm of \( F^A_V(X, Y) \)
\( F_{\nu, T}(X, Y) \) \: most general \( p \)-typical formal group law strictly isomorphic to \( F_V(X, Y) \), 3, 10, 19.2
\( f_{\nu, T}(X) \) \: logarithm of \( F_{\nu, T}(X, Y) \)
\( F^A_{\nu, T}(X, Y) \) \: most general \( A \)-typical formal \( A \)-module strictly isomorphic to \( F^A_V(X, Y) \)
\( f^A_{\nu, T}(X) \) \: logarithm of \( F^A_{\nu, T}(X, Y) \)
\( F_{\Delta_n}(X, Y) \) \: certain one-dimensional formal group law over \( \mathbb{Z} \) of height \( n \), 3.2
\( \bar{F}_{\Delta_n}(X, Y) \) \: reduction mod \( p \) of \( F_{\Delta_n}(X, Y) \)
\( f_{\Delta_n}(X) \) \: logarithm of \( F_{\Delta_n}(X, Y) \)
\( F_R(X, Y) \) \: universal curvilinear formal group law
\( f_R(X, Y) \) \: logarithm of \( F_R(X, Y) \)
\( F_{MU}(X, Y) \) \: formal group law of complex cobordism
\( F_{BP}(X, Y) \) \: formal group law of Brown–Peterson cohomology
\( F_U(X, Y) \) \: universal one dimensional formal group law over \( \mathbb{Z}[U] \), (5.6.11)
\( f_U(X) \) \: logarithm of \( F_U(X, Y) \), (5.6.11)
\( F_S(X, Y) \) \: universal formal group law for formal group laws over \( \mathbb{Z}_{(p)} \)-algebras
\( f_S(X, Y) \) \: logarithm of \( F_S(X, Y) \)
\( F^A_S(X, Y) \) \: universal formal \( A \)-module
\( f^A_S(X, Y) \) \: logarithm of \( F^A_S(X, Y) \)
\( \text{FG}^A_{B,a} \) \: category of pairs \((G(X, Y), v(X))\) consisting of a formal \( A \)-module \( G(X, Y) \) and a Verschiebung lift \( v(X) \):
\( \sigma_* G(X, Y) \rightarrow G(X, Y) \)
\( F_p(X, Y), F_s(X, Y) \) \: Lubin–Tate formal group laws associated to uniformizing elements \( p, \pi \); cf. Section 8
\( f_w(X) \) \: logarithm of \( \hat{W}(X, Y) \)

**Generic notations** \( F(X, Y) \): formal group law; \( F \): formal group; \( f(X) \): logarithm of \( F(X, Y) \); \( f_g(X) \): logarithm of \( F_g(X, Y) \); \( F_g(X, Y) \): formal group law attached to power series \( g(X) \), 2.1; \( F(i)(X, Y) \): \( i \)th component of \( F(X, Y) \)

**Incidental notations** \( F_m(X, Y) \) group law chunk of order \( m \), (5.7.1); \( F_h(X, Y) = F_{\Delta_h}(X, Y) \); \( f_h(X) = f_{\Delta_h}(X) \); \( F_{(m)}(X, Y) \) group law chunk of order \( m \) defined by \( F(X, Y) \)
**Standard notations**

- **G, g**
  - **Group**: category of groups
  - \( G_{\mathbb{A}} \): certain category of affine group schemes over \( \mathbb{A} \), (37.3.3)
  - \( Gf_{\mathbb{A}} \): category of formal groups over \( \mathbb{A} \), (37.3.1)
  - \( \hat{G}_{\mathbb{m}} \): multiplicative formal group law \( X + Y + XY \)
  - \( \check{G}_{\mathbb{m}} \): multiplicative formal group law \( X + Y - XY \)
  - \( \hat{G}_{\mathbb{a}} \): additive formal group law \( X + Y \)
  - \( G_{\mathbb{m}} \): multiplicative group scheme, \( G_{\mathbb{m}}(A) = A^* = U(A) \)
  - \( G_{\mathbb{a}} \): additive group scheme \( G_{\mathbb{a}}(A) = A^+ \), the underlying additive group of \( A \)

- **Gal(\(L/K\))**: Galois group of \( L/K \)

- **\(G(M, \eta)(X, Y)\)**
  - Generalized Lubin-Tate formal \( A \)-module associated to a module \( M \) with semilinear endomorphism \( \eta \), (30.1.8)

- **\(g(M, \eta)(X)\)**
  - Logarithm of \( G(M, \eta)(X, Y) \)

**Generic notations**

- \( G(X, Y) \): formal group law
- \( g(X) \): logarithm of \( G(X, Y) \)
- \( G \): formal group, group, Galois group, group object in a category
- \( g(X) \): any power series

**Incidental notations**

- \( G_{p<}(X, Y) \): certain universal formal group law, (27.6.12)
- \( g_{p<}(X) \): logarithm of \( G_{p<}(X, Y) \)
- \( \text{gr}_n(\mathcal{D}), \text{gr}_n(\mathbb{F}) \): \( n \)th direct summand of the associated graded group of a filtered group \( \mathcal{G}, \mathcal{D} \)

**Standard notations**

- **\(H, h\)**
  - \( \text{ht}(\cdot) \): height of \( \cdot \)
  - \( H_{\mathbb{A}}(B) \): group of divided power sequences of the \( A \)-algebra \( B \)
  - \( H_U(X, Y) \): universal formal group law (especially higher dimensional)
  - \( h_0(X) \): logarithm of \( H_U(X, Y) \)
  - \( H_R(X, Y) \): universal curvilinear formal group law, 12
  - \( h_R(X) \): logarithm of \( H_R(X, Y) \)
  - \( H^i(\text{Gal}(L/K), L) \): Galois cohomology groups, (18.5.3), (20.2.16), 24.1
  - \( H^1(\Gamma; -) \)
  - \( H^2(K_{nr}/K) \)
  - \( H^* \): ordinary cohomology (on CW complexes)
  - \( H_{r,s} \): Milnor hypersurface, (34.2.7)

**Generic notations**

- \( H(X, Y) \): formal group law
- \( h(X) \): logarithm of \( H(X, Y) \)
- \( h \): element of \( \mathbb{N} \) (especially height of a formal group law)

**Standard notations**

- **\(I, i\)**
  - \( I(p) \) = \( \{ n \in \mathbb{N} \mid (n, p) = 1 \} \)
  - \( I_n \) = \( n \times n \) unit matrix
  - \( \text{Iso}(F_q, h) \): set of isomorphism classes of one dimensional formal group laws of height \( h \) over \( F_q \)

**Generic notations**

- \( I \): index set, initial object in a category
- \( I, I_m \): set of
all multi-indices \(\{1, \ldots, m\} \to \mathbb{N} \cup \{0\}, \ i \to \mathbb{N} \cup \{0\}; \ i: \) inverse morphism of a group object, element of \(I\) or \(\mathbb{N}\); \(i: \) multi-index

- **Standard notations**
  - \(J(\alpha)\): Jacobian of \(\alpha(X)\)

- **Generic notations**
  - \(j: \) multi-index; \(j\) index, element of \(\mathbb{N}\) or \(I\)

- **Standard notations**
  - \(k, K\): fields (especially \(\text{char}(k) = p > 0\); \(k\): element of \(\mathbb{N}\) or index set; \(k\): multi-index; \(K\): index set

- **Incidental notations**
  - \(K_n: \) unramified extension of degree \(n\) of \(K\)

- **Standard notations**
  - \(\text{Lie}(-), L(-)\): Lie algebra of
  - \(\text{Lie}_n(-)\): curves of order \(n\) in \(-\)
  - \(\text{LA}_A\): category of Lie algebras over \(A\) that are free as \(A\)-modules
  - \(L_X\): free \(\text{Lie}\) algebra over the set \(X\)
  - \(\log(1 + X) = X - 2^{-1}X^2 + 3^{-1}X^3 - 4^{-1}X^4 + \cdots\)
  - \(LT\): Lubin-Tate formal \(A\)-module functor \(\text{Mod}_a(B) \to FG^A_{B,a}\)
  - \(\log_{MU}(X)\): logarithm of \(F_{MU}(X, Y)\)
  - \(\log_{BP}(X)\): logarithm of \(F_{BP}(X, Y)\)

- **Generic notations**
  - \(L, L_1, L_2, L_A\): extension field of \(K\), Lie algebra, line bundle, ring or algebra over which a universal formal group is defined;
  - \(\log_F(X)\): logarithm of formal group law \(F(X, Y)\);
  - \(l: \) element of \(\mathbb{N}\), extension field of \(k\), residue field of \(L\); \(l: \) multi-index

- **Incidental notations**
  - \(L(p)\): certain Lazard type ring, \((27.6.8)\); \(L_a\): maximal totally ramified abelian extension of \(K\); \(L_F\): quotient field of \(A_F = J(\text{End}_A(F(X, Y)))\)

- **Standard notations**
  - \(\text{Mod}_A\): category of modules over \(A\)
  - \(\text{Mod}T_A\): certain category of topological modules over \(A\), \((37.2.1)\)
  - \(\text{Mod}F_A\): category of free \(A\)-modules
  - \(m_n(U)\): coefficient of \(X^n\) in \(f_U(X)\), \((5.2.7)\), \((5.6.11)\)
  - \(M_X\): free magma on \(X\)
  - \(\text{Mor}(I, J)\), \(\text{Mor}(1, K)\), \(\text{Mor}(m, n)\)
\( \textbf{Mod}_\Gamma \) category of \( \Gamma \)-modules, (35.1.2), (24.1.1)

\( \textbf{Mod}_c(\mathcal{B}) \) category of pairs \((M, \eta)\), \(M\) a free \(\mathcal{B}\)-module of finite rank and \(\eta\) a semilinear endomorphism

\( MU^* \) complex cobordism cohomology

\( m_n = (n + 1)^{-1}[\mathbb{C}^n], \) (31.1.4)

**Generic notations** \(M\): manifold, matrix, module; \(m, m_1, m_2\): multiplication morphisms of a group object, element of \(\mathbb{N}\); \(m\): multi-index

**Incidental notations** \(M_h\): certain ring, (20.2.11)

\(\mathbb{N}, n\) **Standard notations**

\(\mathbb{N}\) set of natural numbers \(\{1, 2, 3, \ldots\}\)

\([n]_F(X) = X +_F X +_F \cdots +_F X\), (1.4.2)

\(\mathbb{N}(\mathfrak{n}) = \{n \in \mathbb{N} \mid n \mathfrak{n}\}\)

\(N_{L/K}\) norm map \(L \to K, L/K\) field extension

**Generic notations** \(n\): multi-index; \(\mathfrak{n}\): element of \(\mathbb{N}\), index; \(N\): module; matrix, element of \(\mathbb{N}\)

**Incidental notations** \(n(i_1, \ldots, i_d)\): certain coefficient occurring in the definition of \(F_v(X, Y)\), (5.2.1), (5.6.1)

\(\mathcal{O}, \circ\) **Incidental notations**

\(\mathcal{O}\) order in a discrete valuation ring

\(\mathbb{P}, p\) **Standard notations**

\(\mathbb{P}\) set of all prime numbers

\(\mathbb{P}(U)\) set of primitive elements of a bialgebra \(U\), (37.5.13)

\([p]_F(X) = X +_F \cdots +_F X\) \((p\) times\)

**Generic notations** \(p\): prime number

**Incidental notations** \([p]_n(X) = [p]_{F_{\mathbb{A}_n}}(X)\); \(P_1, P_2, \ldots\) certain universal polynomials

\(\mathbb{Q}, q\) **Standard notations**

\(\mathbb{Q}\) rational numbers

\(\mathbb{Q}(-)\) quotient field of the integral domain –

\(\mathbb{Q}_p\) \(p\)-adic numbers

**Generic notations** \(q\): power of a prime number, prime number \(\neq p\), number of elements in a residue field; \(\mathbb{Q}, \mathbb{Q}_1, \mathbb{Q}_2\) operators on \(\mathcal{O}(-; A)\); \(q(X)\) power series

**Incidental notations** \(\mathbb{Q}_p\): shift operator, (25.1.1); \(\mathbb{Q}_{n,1}, \mathbb{Q}_{n,2}\): certain universal polynomials 17.2; \(\mathbb{Q}_i(S, C)\) more universal polynomials

\(\mathbb{R}, r\) **Standard notations**

\(\mathbb{R}\) real numbers
\( r_n(Z_1, Z_2) \) polynomial over \( \mathbb{Z} \) defined by \( Z_1^n + Z_2^n = \sum_{d|n} dr_d(Z_1, Z_2)^{n/d} \)

**Ring** category of rings

**\( R(F) \)** contravariant bialgebra of formal group (law) \( F \)

**\( r^A_n(Z_1, Z_2) \)** polynomials over \( A \), a discrete valuation ring with finite residue field, defined by
\[
 Z_1^n + Z_2^n = \sum \pi^i r^A_n(Z_1, Z_2)^{q^{-i}}, \quad (29.3.8)
\]

**\( r_E \)** BP-cohomology operation associated to exponent sequence \( E \)

**\( R(\alpha) \)** morphism of bialgebras induced by \( \alpha(X) \)

**Generic notations** \( R, R_1 \): ring or algebra (especially local), bialgebra, \( B \)-module, polynomial, indeterminate or set of indeterminates; \( r \): element of \( \mathbb{N} \), element of \( R \)

**Incidental notations** \( R(A), R_p(A) \): subrings of \( \text{Cart}(A), \text{Cart}_p(A) \) isomorphic to \( W(A) \) and \( W_{p^*}(A) \); \( R_{q,n}(B), R_q(B') \): certain rings of power series, \( (25.8.4) \); \( r(-) \): certain morphism, \( (30.2.9) \); \( r_n \): primitives in \( U(W) \); \( r, r_L \): reciprocity homomorphisms; \( r_i \): big cohomology operation, \( (31.1.12) \)

- **\( S, s \)** **Standard notations**
  - **Set** category of sets
  - \( s \): antipode in a bialgebra or Hopf algebra, element of \( \mathbb{N} \); \( S, S_i \): indeterminate, set of indeterminates, set, topological space; \( s \): multi-index; \( \mathcal{S} \): set of subsets

- **Incidental notations** \( s_n, s \): reciprocity homomorphism; \( s \): Šafarevič mapping

- **\( T, t \)** **Standard notations**
  - \( T_g \): tensor algebra of the module \( g \)
  - \( T_n g \): \( n \)th direct summand of \( T_g \)

- **Generic notations** \( t \): twist or switching morphism \( G \times G \rightarrow G \times G \) in a category, element of \( \mathbb{N} \), element of a pseudobasis of \( R \), indeterminate (especially when dealing with curves); \( T, T_i \): indeterminate or set of indeterminates

- **Incidental notations** \( \mathcal{F} \): forgetful functor, \( (30.2.10) \); \( T_i \): set of conjugacy classes in \( D_n \), \( (18.5.9) \)

- **\( U, u \)** **Standard notations**
  - \( U^c \): covariant bialgebra of the Witt vectors, \( (36.1.11), (36.3.8) \), \( (37.5.13) \)
  - \( U \): certain noncommutative analogue of \( U^c \), \( (36.3.8) \)
  - \( U_g \): universal enveloping algebra of the Lie algebra \( g \)
\( U(F), U(G) \) covariant bialgebra of the formal group \( F, G \)
\( U(-), U(K) \) ring of units of the ring \( - \), the local field \( K \)
\( U^n(K) = \{ x \in U(K) \mid x \equiv 1 \text{ mod } \pi^n_K \} \)

**Generic notations** \( U \): coalgebra, bialgebra, indeterminate or set of indeterminates; \( u \): element of \( U, U(F), U(K) \)

**Incidental notations** \( u \): Euler class of \( \xi \) in \( MU^2(\mathbb{CP}^n) \); \( u_f \): certain elements of \( MU(\mathbb{CP}^n) \); \( U(n) \): subbialgebra of \( U \), \( U_{(p)} \): localization of \( U \), (38.4.2), \( U_E \) subbialgebra of \( U_{(p)} \), (38.4.4)

\( V, v \) **Standard notations**
\( \gamma^\prime \) Verschiebungs homomorphism \( \sigma_\ast \Gamma(X, Y) \rightarrow \Gamma(X, Y) \)
\( V, V_n \) Verschiebungs operator on \( \mathcal{O}(F; A) \) or \( W(-) \)
\( \mathcal{V}_n \) polynomials in \( V_1, \ldots, V_n; T_1, \ldots, T_n \) describing the most general coordinate change in a formal group law, 18.1
\( v_p(n) \) \( p \)-valuation of \( n \)
\( v_K \) normalized exponential valuation on the local field \( K \)

**Generic notations** \( V, V_i \): indeterminate, set of indeterminates; \( v \): element of \( U(K) \), valuation

**Incidental notations** \( v \): Verschiebungslift \( \sigma_\ast G(X, Y) \rightarrow G(X, Y) \), (30.2.1); \( v(M, \eta) \): Verschiebungslift \( \sigma_\ast G(M, \eta)(X, Y) \rightarrow G(M, \eta)(X, Y) \); \( \gamma' \): forgetful functor, (36.1.1)

\( W, w \) **Standard notations**
\( W(-) \) ring of Witt vectors for all primes simultaneously, 17.1
\( W^+(\cdot) \) underlying additive group of \( W(-) \)
\( \tilde{W}(\cdot) \) formal group of Witt vectors
\( W \) group scheme representing \( W(-) \)
\( W^F(-) \) group of Witt-like vectors associated to a formal group law
\( W_{p^\infty}(-) \) Witt vectors associated to the prime number \( p \), 15.3, 17.4
\( w_n \) functorial ring homomorphisms \( W(A) \rightarrow A \), Witt polynomials
\( \tilde{W}(X, Y) \) formal group law of the Witt vectors, 17.1
\( \tilde{W}^F(X, Y) \) formal group law of Witt vectors associated to formal group \( F(X, Y) \)
\( \tilde{w}_n^F \) Witt-like polynomial associated to formal group law \( F(X, Y) \), (25.1.1.1)
\( \hat{w}_p^F = n \tilde{w}_n^F \)
\( \tilde{W}_{p^\infty}(X, Y) \) formal group of Witt vectors associated to the prime number \( p \)
\( w^{A}_{n_1, \ldots, n_k}(Z) \) Witt polynomials of the ramified Witt vector functor \( W^A_{q_1, \ldots, q_k} \), 25.3
\( W^A_{q_1, \ldots, q_k}(-) \) functor of ramified Witt vectors, (25.3.26)
\( W^A_{q, \infty}(X, Y) \) formal \( A \)-module of the ramified Witt vectors
\( \tilde{w}^A_{q, \infty}(X, Y) \) logarithm of \( \tilde{W}^A_{q, \infty}(X, Y) \)
\( \tilde{w}_p^A(X) \) logarithm of \( \tilde{W}^A_p(X, Y) \)
Generic notations  \( w \): filtration function

Incidental notations  \( w \): Bott periodicity element

- \( X, x \)  **Generic notations**  \( X \): indeterminate, set or vector of indeterminates; \( X^n = X_1^n \cdots X_m^n \); \( x \): element of a set, algebra, coalgebra, or bialgebra

- \( Y, y \)  **Generic notations**  \( Y, Y_i \): indeterminate, set or vector of indeterminates; \( y \): element of an algebra, set, coalgebra, or bialgebra

Incidental notations  \( Y_i, Y_{n,m} \): certain elements \( U(p) \), (38.4.3), (38.4.5); \( y(i, d) \): certain (basis) elements of \( Z[U] \), 11.4

- \( Z, z \)  **Standard notations**
  - \( Z \): integers
  - \( Z_p \): \( p \)-adic integers
  - \( \hat{Z} \): \( \lim \frac{\mathbb{Z}}{(n)} \), completion of \( \mathbb{Z} \) with respect to the topology of subgroups of finite index
  - \( Z_{(S)} \): all rational numbers with denominators prime to all primes in the set \( S \)
  - \( Z_{(p)} = Z_{((p))} \)
  - \( Z^1(\Gamma; -) \): 1-cocycles of \( \Gamma \) with values in \(-\) (Galois cohomology)

Generic notations  \( z \): element of \( Z^1(\Gamma; -) \), element of \( U(G) \) and other algebras, bialgebras; \( Z, Z_i \): indeterminate or set or vector of indeterminates

- **(I.1.6)**  **Notations using the gothic alphabet**
  - \( \mathfrak{a}, \mathfrak{A} \)  **Generic notations**  \( \mathfrak{a} \): ideal

Incidental notations  \( \mathfrak{a}_n, \mathfrak{a}_2 \): right ideals in Cart(\( A \)), (27.2.13), (28.1.2); \( \mathfrak{a}_n(A) \): ideal of \( W(A) \) associated to supernatural number \( n \), (17.4.1)

- \( g \)  **Generic notations**  \( g \): Lie algebra

- \( h \)  **Generic notations**  \( h \): Lie algebra

- **Standard notations**
  - \( m(F) \): maximal ideal of the contravariant bialgebra \( R(F) \)
  - \( m(K), m(L) \): maximal ideal of ring of integers of \( K, L, \ldots \)

Generic notations  \( m \): maximal ideal, augmentation ideal, supernatural number

- **Standard notations**
  - \( n(B) \): ideal of nilpotents of the ring \( B \)

Generic notations  \( n \): supernatural number, (17.4.1)

- \( p \)  **Generic notations**  \( p \): prime ideal
Incidental notations: finite set of primes of a global field

(1.1.7) Notations using the Greek alphabet

\( \alpha \) Standard notations
\[ \alpha_{\nu, \tau}(X) \] strict isomorphism \( F_{\nu}(X, Y) \to F_{\nu, \tau}(X, Y) \)
\[ \alpha_{\nu}^A(X) \] strict isomorphism \( F_{\nu}^A(X, Y) \to F_{\nu}^A(X, Y) \)
\[ \alpha_{\nu, \delta}(X) \] strict isomorphism \( F_{\nu}(X, Y) \to F_{\delta}(X, Y) \)
\[ \alpha_{\nu, \delta}^A(X) \] strict isomorphism \( F_{\nu}^A(X, Y) \to F_{\delta}^A(X, Y) \)

Generic notations
\( \alpha: \) morphism in a category; \( \alpha(X): \) power series homomorphism between formal group laws; \( \alpha_\ast: \mathcal{G}_p(F; A) \to \mathcal{G}(G; A) \) morphism induced by \( \alpha(X): F(X, Y) \to G(X, Y) \)

\( \beta \) Standard notations
\[ \beta_0: M \to C_q(G(M, \eta); B) \], certain canonical map, (30.1.17)

Generic notations
\( \beta: \) morphism in a category, power series; \( \beta(X): \) homomorphism of formal group laws; \( \beta_\ast: \) induced morphism of curve modules

Incidental notations
\( \beta_i: \) certain elements of \( MU_\ast(CP^N) \); \( \beta: \) isomorphism \( \mathcal{G}(G^\ast_\ast; A) \cong A(A) \)

\( \Gamma, \gamma \) Standard notations
\( \Gamma(K, L \to \Omega) \) set of \( K \)-embeddings of \( L \) in \( \Omega \)
\[ \gamma_x(t) \] canonical curve in \( \mathcal{G}_q(G(M, \eta); B) \) associated to \( x \in M \), \( \gamma_x(t) = \beta_0(x) \), (30.1.17)
\[ \gamma_c(t) \] universal curve \( \sum C_i t^i, \epsilon_q(\sum F_i C_i t^i), \epsilon_p(\sum F C_i t^p) \)

Generic notations
\( \gamma(t): \) curve in a formal group law; \( \Gamma(X, Y): \) formal group law (usually over characteristic \( p \) field); \( \Gamma: \) topological group, Galois group; \( \gamma: \) algebra or module morphism

Incidental notations
\( \gamma_{\mu}: \) structure constants, 36.2; \( \Gamma_i: \) subvector spaces of \( gr_\ast(D) \), (28.2.2); \( \Gamma(X): \) homogeneous polynomial

\( \Delta, \delta, \delta \) Standard notations
\[ \delta_{ij} \] Kronecker index, \( \delta_{ij} = 0 \) if \( i \neq j \), \( \delta_{ii} = 1 \)
\[ \Delta_i \] \( = (0, \ldots, 0, 1, 0, \ldots) \) with 1 in the \( i \)th spot; \( \Delta_0 = (0, 0, \ldots) \)
\[ \Delta, \Delta A \] \( W(A) \to W(W(A)) \), (functorial) Artin–Hasse exponential, (15.3.9), (15.3.10)
\[ \Delta_p, \Delta p, \Delta p_\infty \] \( W_{p_\infty}(A) \to W_{p_\infty}(W_{p_\infty}(A)) \) Artin–Hasse exponentials, (15.3.10)
\[ \Delta^A \] \( W_{q, \infty}^A(-) \to W_{q, \infty}^A(W_{q, \infty}^A(-)) \), ramified Witt vector Artin–Hasse exponential, 25.7
\[ \Delta^F \] \( W_{q, \infty}^F(-) \to W_{q, \infty}^F(W_{q, \infty}^F(-)) \), Artin–Hasse exponential
\[ \delta_y(t) = g^{-1}(yt) \in \mathcal{G}_q(G; B), G = G(\pi, \eta), y \in \xi M, (30.2.23) \]
\[ \frac{\partial \cdots}{\partial \cdots} \] partial differentiation
**Generic notations**
\( \partial \): derivation, element of a divided power sequence; 
\( \delta \): sum morphism \( C \amalg C \to C \); \( \delta(t) \) curve, especially element of a \( V \)-basis; 
\( \delta \): coalgebra morphism

**Incidental notations**
\( \Delta_1 \): certain homomorphism \( R(F) \to A \), 36.2; \( \Delta \): diagonal map of \( U_q \) (37.4.1), 14

**\( \varepsilon \) Standard notations**
\( \varepsilon_p, \varepsilon_p^F, \varepsilon_q^F \) canonical projectors \( \mathcal{C}(F; -) \to \mathcal{C}_p(F; -) \), \( \mathcal{C}(F; -) \to \mathcal{C}_q(F; -) \), also canonical projector \( W(-) \to W_p(-) \) and \( \Lambda(-) \to \Lambda_p(-)(\varepsilon_p^\Lambda) \)

**Generic notations**
\( \varepsilon \): counit morphism of a coalgebra or cogroup object; \( \varepsilon(t) \): curve

**Incidental notations**
\( \varepsilon_n, \varepsilon_{n,m} \): projectors \( W(-) \to W_n(-) \) and \( W_n(-) \to W_{n,m}(-) \)

**\( \eta \) Standard notations**
\( \eta_u, \eta_v \) element of \( K_\sigma[T] \) associated to the sequences 
\( u = (u_1, u_2, \ldots), v = (v_1, v_2, \ldots), 20.3 \)
\( \eta, \eta_F \) isomorphism \( W_F(-) \cong \mathcal{C}_q(F; -) \)

**Generic notations**
\( \eta \): semilinear endomorphism of a module, 13.2, 30.1; 
\( \eta \): indeterminate, element of \( K_\sigma[T]^n \times n \), element of \( D_\sqrt{k} \) and similar rings; \( \eta(t) \) curve

**Incidental notations**
\( \eta(t) \): sequence of elements in \( tU(F)[t] \)

**\( \zeta \) Standard notations**
\( \zeta_m \) primitive \( m \)th root of unity 
\( \zeta, \zeta(X) \) endomorphism \( \zeta(X) = X^p \) of formal group law defined over \( F_p \) 
\( \zeta^A, \zeta^A(X) \) prime element of \( D_h^A \)

**Generic notations**
\( \zeta \): \( \sigma^{-1} \)-semilinear endomorphism of a module, element of \( E(28.4), K_\sigma[T] \), and similar rings

**\( \Theta, \theta \) Generic notations**
\( \theta, \theta_\varepsilon \): element of \( D_\sqrt{k}, K_\sigma[T]^n \times n \) and similar rings

**Incidental notations**
\( \Theta \): various important isomorphisms, e.g., 
\( L \cong Z[R] \), (21.1.14), \( \theta(s) \) polynomial, (37.5.11)

**\( i \) Standard notations**
\( i_n \) element \( (0, 0, \ldots, 0, 1, 0, \ldots) \in W(A) \) 
\( i_F(X), i(X) \) vector of power series such that \( F(X, i(X)) = 0 \)

**Generic notations**
\( i \): coinverse morphism of a cogroup object

**Incidental notations**
\( i_1, i_2, \ldots \) Witt vector additive inverse polynomials, 17.1
**Generic notations** $\kappa$: index set, usually finite subset of a larger index set, various canonical embeddings of a ring in another, e.g., $\mathbf{Z}[V] \rightarrow \mathbf{Z}[U], V_i \mapsto U_{\rho_i}$

**Standard notations**

$\Lambda, \lambda$

$\Lambda(A) = 1 + tA[[t]]$, ring-valued functor

$\lambda^i$ \quad $i$th “exterior power operation” in a $\lambda$-ring

$\hat{\Lambda}(A)$ \quad formal completion of the abelian group functor $\Lambda(A)$

$\Lambda(F)$ \quad points of finite order of a formal group $F$; i.e., torsion subgroup of $F(K_{sc})$

**Incidental notations** $\lambda$: finite subset of an index set; $\lambda^{(n)}$: integers such that $\sum \lambda_i^{(n)} = \nu(n)$; $\Lambda, \Lambda(G)$: ring of integers of $K_{(\infty)}(G)$; $\Lambda^A(G)$: ring of integers of $K(\infty); \lambda_\alpha$: endomorphism of $U$; $\lambda_n$ element of $U(F)$

**Standard notations**

$\mu(n)$ \quad M"{o}bius function, (16.3.11)

$\mu(n, d)$ \quad certain integer valued function, 5.7

**Generic notations** $\mu, \mu_F$: comultiplication morphisms of coalgebra, bialgebra, cocomplete objects; $\mu$: homomorphism in $\text{Mod}_B(B), \text{Mod}(B)$

$\nu$

$\nu(n) = 1$ if $n \in \mathbf{N}$ is not a power of a prime number or if $n = 1,$

$= p$ if $n = p^r, r \in \mathbf{N}$, (1.6.4), (4.4.1)

$\nu_p(n) = 1$ if $n$ is not a power of the specific prime number $p$,

$= p$ if $n = p^r, r \in \mathbf{N}$, (3.1.7)

**Generic notations** $\nu$: morphism in $\text{Mod}_B$

$\xi$

$\xi_F(X), \xi(X)$ \quad Frobenius endomorphism $X^q$ of formal group law or formal $\xi_G(X), \xi^A(X)$ \quad $A$-module over $\mathbf{F}_q$

$\xi, \xi_n$ \quad canonical (very ample) line bundle over $\mathbf{C}P^n$

$\xi(t) = 1 + Z_1 t + Z_2 t^2 + \cdots$ standard curve in $U$ or $U^c$

**Incidental notations** $\xi_i, \xi$: indeterminates, 17.2

**Standard notations**

$\Pi, \pi$

$p(F)$ \quad uniformizing element attached to a one-dimensional formal $A$-module over $A$, 8.3

$\pi, \pi_L, \pi_K$ \quad uniformizing element of the discrete valuation ring $K, L$

$\Pi_i(X; Y) \quad i$th Witt vector multiplication polynomial, 17.1

$\rho$

$\rho_F \quad A \rightarrow \text{End}_B(F(X, Y))$ structure morphism of a formal $A$-module
\[ \rho^A_s \] structure morphism of \( F^*_s(X, Y) \)
\[ \rho^A_v \] structure morphism of \( F^*_v(X, Y) \)
\[ \rho^A_{v, \tau} \] structure morphism of \( F^*_v(X, Y) \)

**Incidental notations** \( \rho \): reduction homomorphism \( \mathcal{C}_p(F; \mathbb{Z}_p) \to \mathcal{C}_{p}(F; \mathbb{F}_p) \), certain ring homomorphism \( \mathbb{Z}[U] \to \mathbb{Z}[V] \) (16.4.2), morphism in \( \text{Mod}_B \), element of \( R \), certain map \( U(F) \to \text{Mod}_T(A)(R(F), R(F)) \), (38.2.7)

\[ \Sigma, \sigma \] **Standard notations**

\[ \sigma_i \] \( i \)th elementary symmetric polynomial
\[ \Sigma^F_n \] \( n \)th Witt-like addition polynomial associated to the formal group law \( F(X, Y) \), (15.3, (25.1.1))
\[ \Sigma_i \] \( i \)th Witt vector addition polynomial
\[ \Sigma^U_n = \Sigma^F_n \] with \( F(X, Y) = F_U(X, Y) \)

**Generic notations** \( \sigma \): Frobenius (like) endomorphism of various rings, e.g., \( W_{p^n}(A) \), (28.1.9)

**Incidental notations** \( \sigma \): certain map \( \text{Mod}_T(A)(R(F), R(F)) \to U(F) \), (38.2.7)

\[ \tau \] **Standard notations**

\( \tau \) Teichmüller mapping \( k \to R \) of the perfect residue field of a complete noetherian local valuation ring into that ring

**Generic notations** \( \tau \): switch morphism \( C_1 \sqcup C_2 \to C_2 \sqcup C_1 \) in a category; \( \tau^A \): Frobenius endomorphism of \( W^A_{q, \infty}(-) \); \( \tau, \tau_i \): elements of a Galois group; \( \tau \) morphism in \( \text{Mod}_B \)

\[ \Phi, \phi \] **Standard notations**

\( \Phi(t) \) unit element of the ring \( \Lambda_{p^n}(A) \), (17.2.14)
\( \Phi_G(x) \) minimum polynomial of \( \xi_G \) in \( Q_p(\xi_G) \)

**Generic notations** \( \phi \): morphism of algebras, rings, coalgebras, bialgebras, or modules; \( \phi(t) \): curve in a formal group or bialgebra; \( \phi_i \): element of \( U(F) \); \( \phi_* \): homomorphism \( \mathcal{C}(F; A) \to \mathcal{C}(\phi_* F; B) \) induced by \( \phi: A \to B \); \( \Phi(X, Y) \): formal \( A \)-module (over characteristic \( p \) field)

**Incidental notations** \( \Phi \): object; \( \Phi_X, \Phi_T, \Phi \): certain fields, (35.2.8); \( \phi_n, \phi_z \): certain homomorphisms, (35.2.6); \( \phi_n(X, Y) \): certain polynomials, 17.1

\[ \chi \] **Generic notations** \( \chi \): homomorphism of algebras, rings, or Lie algebra

\[ \Psi, \psi \] **Standard notations**

\( \Psi_F(x) \) characteristic polynomial of a one dimensional formal group law over a finite field, (18.5.3), (18.5.4)
\( \Psi^n \) Adams operations (in a \( \lambda \)-ring), (E.2.1)
\( \Psi^A_F(x) \) characteristic polynomial of a one dimensional formal \( A \)-module over a finite field, (24.5.2)
**Generic notations** $\psi$: Lie morphism, homomorphism of rings or algebras

**Incidental notations** $\Psi$: object, isomorphism $\text{Iso}(F_q, h) \to \text{Tr}$, polynomial; $\Psi$: forgetful functor

- $\Omega, \omega$ **Standard notations**
  - $\Omega$: very large algebraically closed field
  - $\Omega^F(a)$ certain elements of $W_{q, \infty}(B)$, determining its $A$-module structure
  - $\Omega^A(a)$ *idem* for $F(X, Y) = F_\pi$

**Generic notations** $\omega$: (invariant) differential

**Incidental notations** $\omega$: element of $K$, (25.9.1)
INDEX

A

Abelian variety, lifting of, B.2.2
Adams–Novikov spectral sequence, B.4.4
Adams operations (in $\lambda$-rings), E.2.1
connection with Frobenius operators, E.2.1
$A$-height, see Height
$A$-logarithm of a formal $A$-module, 21.5.7
Algebroid, formal group law, E.4.7
Antipode
in a bialgebra or Hopf algebra, 37.1.6,
uniqueness and preserving of, T37.1.10
Approximation theorem, strong, of algebraic
number theory, 20.5.5
Artin–Hasse exponentials
classical, 17.5, T17.5.4
related example, E1.6, E21.1.10
"twisted," 25.9.15
$\Delta_4: W(-) \to W(W(-))$, 15.3, T15.3.9, T15.3.10,
T17.6.17
in connection with the "tapis de Cartier;"
30.3.28
in $\lambda$-rings, E.2.1
generalization for ramified Witt vectors,
25.3.28, 25.3.35, T25.7.4, T25.7.10
"Global," 25.8.3
"quotients" of $\Delta_4$, T17.6.21
reduced, as isomorphism $E^f$: $W^f(A) \to \mathcal{G}(F; A)$, 15.3, T15.3.12
Atkin–Swinnerton Dyer congruences, 33.2

B

Barsotti–Tate group, B.2.1
Bialgebra, D37.1.2
contravariant

of a formal group law, 36.1.4
of a formal group scheme, 37.3.1
covariant
of a formal group law, 36.1.5
of a formal group scheme, 37.3.1
of the Witt vector, T36.1.11, T37.5.14
$(U, U(n), U^c)$, E37.5.13, E37.5.14, E38.1.6
Binomial coefficients lemma, 4.2
connection with comparison lemma, 4.3
Brown–Peterson cohomology, 31.1.19, D34.3.8
cohomology operations, 34.5.2, T34.5.7–34.5.9
generators for, 31.1.10, 34.4.4
universality of, T34.3.11

C

Campbell–Hausdorff
formula, 14.4.10, 38.2.12
formula over $\mathbb{Z}_p$-algebras, T38.4.7
theorem, 14.4.14, 38.2.12
Cartier duality, 36.1.9, 36.1.10, 36.2.9, 37.2.6
for Witt vectors, T37.3.12
Cartier’s theorems
first theorem
for formal $A$ molecules, T29.2.1
general, T27.1.14
over $\mathbb{Z}_p$-algebras, T27.7.5
second theorem
for formal $A$-modules, T29.4.1
general T27.3.5
over $\mathbb{Z}_p$-algebras, T27.7.10
third theorem
for formal $A$-modules T29.5.1
general, T27.5.7
over $\mathbb{Z}_p$-algebras, T27.7.14
Curve lemma (= faithfulness of $\mathcal{O}_x(-; A)$ on the category of smooth formal schemes. 27.3.1)

Curves

in a formal group law. 1.2. 9.3. 15.1
in a formal group or a covariant bialgebra. 36.3.1. 38.1.2
isobaric. D38.4.2
of order $n$. 38.1.5
pure, D38.4.2, T38.4.5
$p$-typical. 16.3. T16.3.1
decomposition of. T16.4.18, T38.4.4
$q$-typical. 25.2.6
representability of the curve functor. T38.1.7, 38.1.10, see also Cartier's first theorem

Curvilinear. see Formal group law

D

Decomposition of a curve into a sum of $p$-typical ones
commutative case. T16.3.8, T16.4.18
noncommutative analogue. 36.3.9. 38.4.5

Deformation (of a formal group law). 18.5.14
Derivation. 38.2.10
semi-. 38.2.14

Dieudonné module. E.1.1, E.4.1, 26.1
Dieudonné ring. $D(k), D^\lambda(k)$. 28.3.5
Dieudonné algebras $D^\lambda(k'), D^\lambda(k)$. 29.6.1

Directed (ordered) index set. 37.2.3

Dirichlet series. formal group associated to. 33.1.1

Distinguished element of $/$. 28.4.11

Distinguished polynomial. A.3.1

Divided power sequence
in a coalgebra. 38.2.1
of module endomorphisms of an algebra 38.2.8, T28.2.11
structure on an ideal. 38.2.2, E.6.4

Division algebra, central. 20.2.16, 23.1.4

Dual module
linear 37.2.6
topological linear, 37.2.6

Duality
additive, of the Witt vectors, T37.5.9
Cartier, 26.2.9, 36.1.9, 36.1.10, 37.2.6, T37.3.12
Pontryagin, 37.3.4, 37.3.11
of the Witt vectors. T37.5.5, T37.5.8

Dwork integrality lemma. 2.3.4
INDEX

E

Eisenstein polynomial, 18.5.4, 18.5.10
as characteristic polynomial of a formal group
law, 24.2.7, 30.4
Elliptic curves, 33
Elliptic module, B.1.1
Embedding theorem (division algebras), 23.1.4
Endomorphism ring
absolute-, 18.4.3, 23.2.6
over characteristic p rings, T20.4.4
of $F_h(X, Y)$, T20.2.13
of formal $A$-module of $A$-height $h$ over
characteristic $p$ field, T21.8.17
formal group with pregiven absolute endomorphism ring, T35.5.9
of $F_V(X, Y)$, T20.1.12
of generalized, Lubin-Tate formal group
laws, T13.2, T20.1.21, T20.1.22, T20.1.24
injectivity of the reduction map, 23.2.2, T23.2.6
of one dimensional formal $A$-module over
finite field, 23.1.6
of one dimensional formal group law
over finite field, 23.1.3
over separably closed field, T18.2.3,
T20.2.14
of $W(-)$, T37.5.9
of $W(G, Y)$, T27.2.12
Endomorphisms, conditions for existence, 20.1.8
Entwined pair of functions, D27.4.9, T27.4.15
Enveloping algebra, see Universal enveloping
algebra
$E$-pure sequence D38.4.3, T38.4.5
Equivariant bordism, B.4.7
Euler classes, 31.1.1, 34
Euler factor (of a Dirichlet series), 33.1.1
Existence theorem (= Cartier’s third theorem),
27.5.7, 27.7.14, 29.5.1
Exponent sequence, 34.5.3
Extension, universal, with additive kernel, 30.3

F

Faithfulness theorem (= Cartier’s second theo-
rem), 27.3.5, 27.7.10, 29.4.1
Filtered ordered set, 37.2.3
Filtration
on a power series ring, A.2
on a $Z_p$-module, 18.3.9
Final object in a category (= object $E$ such
that $\# C(C, E) = 1$ for all $C \in C$),
Form ($K/k$-form) of a formal group law,
D24.1.1, T24.1.14
philosophy of, 18.5.3
Formal $A$-module, D18.6.1, D21.1.2, E21.1.6–
21.1.10, T21.6.2
$A$-typical, D21.5.5, T21.5.6, T21.5.9, D25.4.28,
T25.4.29
$A$-typification of, 21.7.17
characterization of infinite height, T21.8.4
comparison lemma, 21.2.4
functional equation, D21.8.5
height, 21.8.1
higher dimensional universal, C25.4.3
T25.4.11, T25.4.16
infinite dimensional, 29.1
structure of the underlying algebra of a
universal formal $A$-module, T21.3.5
twisted, 25.10
universal $A$-typical, C25.4.3, T21.5.9,
T21.5.6
universal one dimensional, D21.2.1, C21.4
Formal group, D37.3.1
associated to a formal group law, 1.3, 9.3, 37.3
($D(U)$ is smooth), T38.1.10
historical note, E.1.1
smooth, 37.3.1
Formal group law
additive, 1.1.5
algebroid, E.4.7
attached to a differential equation, B.3.1
of Brown-Peterson cohomology, T34.3.11
curvilinear, D12.2.1, T12.3.6, T27.4.15
of complex cobordism, T31.1.6, T34.2.10,
T34.2.16
of a complex oriented cohomology theory,
31.1.2
of a Dirichlet series, T31.1
curvilinear universal, C12.2, T12.3.2
functional equation, 18.2.4, D20.1.1, T20.1.3
Formal group law (contd.)
  higher dimensional D9.1
    universal D9.5, C11.1, T11.1.5, universal
      p-typical, C10.3, E10.5
  infinite dimensional, D9.6.1
    universal, 9.6.8
  Lubin–Tate, 8.2, 13.2, 30.2
  multiplicative, 1.1.5
  one dimensional, D1.1
    universal, D1.5, C5.2, T5.3, T5.5 p-typical,
      C2.3
    p-typical, D15.2.1, T15.2.3

Formal group law, classification results
  up to isogeny over algebraically closed fields,
    T28.5.9
  up to isomorphism over algebraically closed
    field, E4.7
  via the module of curves, T27.3.5, T27.5.7,
    T27.7.10, T27.7.14

one dimensional
  over an algebraically closed field, T18.5.1,
    T19.4.1
  over a finite field, T18.5.4, T18.5.9, T24.2.16,
    T24.4.2
  moduli for, T22.4.16
  over p-adic integer ring with large END
    ring, T23.3.1
  over $\mathbb{Z}_p$, $\mathbb{Z}_{(p)}$, T22.1.10, E22.1.12, E22.1.15
  via the “tapis de Cartier,” 26.5
Formal group law chunk, D5.7.1, T5.7.3, T5.7.4
Formal minimal model of an elliptic curve,
  31.4.2
Formal structure of an algebraic variety, B.3.1
Free algebra, 14.4.3
Free associative algebra, 14.4.5, T14.4.9
Free Lie algebra, 14.4.7, T14.4.9
Free magma, 14.4.1

Frobenius endomorphism
  of a formal A-module, D24.5.2, T24.5.3
  of a formal group law, T24.3.4, T24.3.6
  lifting, 24.2.1
  of the Witt vector functor, 15.3.9, 15.3.10,
    D.C,T17.3
Frobenius homomorphism $F(X, Y) \rightarrow
  \sigma_*(F)(X, Y)$, 30.1.1

Frobenius operator
  as Adams operators, E.2.1
  associated to $\pi$ on $\mathcal{O}_F(B)$ for formal
    A-modules, D25.5.3, T25.5.16, T25.6
  on $\mathcal{O}(A)$, D15.1, T15.1.9, T16.2, D38.3.7
  “twisted,” 25.9

Functional equation

formal group law, 18.2.4
historical note on lemma, E.1.2
infinite dimensional, lemma E.3.9
lemma, 2.2, 10.2

type of, 2.2

G

$\Gamma$-extension, B.3.2
$\Gamma$-group, 24.1.1
Galois cohomology, 24.1

Group, see Formal group, Formal group law.

Cogroup
  finite, scheme, E.4.1
  object in a category, 36.1.1
  scheme, affine, 37.3.3

H

Height
  filtration on $\mathcal{F}_G$, $G(1, X)$, $G(\mathcal{X}, Y)$, 18.3.2,
    T18.3.13
  of a formal A-module, A-height, 18.6.2
    21.8.1, 29.7
  of a formal group law, 18.3.1-18.3.8. in
    terms of curve modules, 28.2.1, T28.2.9

Homomorphisms of formal A-modules,
  D21.1.2, over characteristic $p$ fields, T21.8.11

Homomorphisms of formal group laws, D1.4,
  D9.4, D18.1
  conditions for existence, 20.1.10, 20.3.9
  injectivity of the reduction map, T18.3.7

Homomorphisms of Lubin–Tate formal group
  laws and formal A-modules, T20.1.23, 30.2

Homothety operators, D15.1, T16.2, D38.3.1

Homotopy groups of the spheres, B.4.4

Hopf-algebra, 37.1.7, B.4.5

Hopf-ring, B.4.6

Hurewicz map, 31.1.10

Hyperalgebra (of a formal group law), 36.1.5

I

Implicit function theorem, formal, A.4.7

Initial object in a category (object / such that
  # C(1, C) = 1 for all objects C C C),

Invariant, left

A-module homomorphism of a bialgebra,
  36.3.4, 38.2.6
differential form on a formal group law, 5.8
Inverse function theorem, formal, A.4.5
Isogeny, D28.3.4, T28.3.8
   connection with lattices and Tate modules, 35.4.2
Isomorphism of formal $A$-modules, D21.1.2
   universal, $A$-typical, C21.7.1, T21.7.9
Isomorphism of formal group laws, D1.4, D9.1, D18.1
   strict, D1.4, D9.1, D18.1
   universal strict, C19.1.10, T19.1.18
   universal strict $p$-typical, 18.1.2, T19.2.6, T19.3

J
Jacobian matrix of a morphism D9.4, D18.1

K
K-theory, algebraic, B.2.3
K-theory, topological, (extra) ordinary, B.4.1
Kummer theory (for formal group laws), B.1.2

L
$\lambda$-ring, E.2.1, 17.2
   universal, on one generator, E.6.3
Landweber--Novikov operators, 31.1.8
Lie algebra
   of a formal group (law) D9.7, D14.1, D37.5.13, T14.2.3
   free, D14.4.7, T14.4.9
Lie morphism, 14.3
Lie theory, formal, 14.2.3, 37.4
Lie's third theorem, formal version, 14.5, 37.4.11
Lifting (a formal group law), 18.5.14
Local-global theorems (for formal group laws), 20.5
Logarithm
   of a formal $A$ module, 21.5.7, 25.4.6
   of a formal group law, 5.4
   of the formal group law of complex cobordism, T31.1.7, T34.2.1
   relation with log $(1 + z)$, 36.3.1, 38.3.3
Lubin-Tate formal group law (for formal $A$-module)
   adjointness theorem, T30.2.9, T30.2.10
   as functional equation formal group laws, 8.3.6, 13.4
   generalized, E9.7, D13.2.1, D30.1.8
   more dimensional, 13.3

M
Magma, free 14.4.1
Milnor hypersurface, 34.2.7
Moduli, formal, 18.5.14, 22.3
Multi-index, 9.6, 11.12
Multinomial coefficient, 11.3.2
   lemma, 11.3.4

N
Norm map for formal groups, B.3.2

O
Operations, cohomology
   stable multiplicative, B.4.2
   in $BP$-theory, 34.5
   in $MU$-theory, 34.1
Operators on $\%F; A\%$, $\%F; A\%$, D15.1, Ti6.2, D27.2.3, T27.2.9
   composition, 27.2.1
   ring of, 27.2.11
   description as an overring of Witt vectors, T28.1.16
Operators on $\%F; B\%$ (for formal $A$-modules)
   D29.3.1
   algebra of, T29.3.15
   description as an overring of $W_{q,x}^A(-)$, T29.6.8
Order (in a local field), T35.5.9
Oriented, see Complex oriented

P
$\mathcal{P}$-divisible group, E.1.8, E.1.4, B.2.1
Poincaré-Birkhoff-Witt theorem, 14.3.6, 36.2.8
 Pontryagin duality, 37.3.4, 37.3.11
Primitive element of a bialgebra, 37.5.13
Primitive polynomial, a polynomial (over Z) such that the greatest common divisor of its coefficients is 1
Pseudobasis, 37.2.1
p-typical curve, D15.2.2
criterion, T15.2.4, T38.4.4
p-typical formal group law, D15.2.1
criterion, T15.2.3, T15.2.6
p-typical formal group law, universal, 10.3, 15.2.8
p-typification in topology, 34.3

Q
q-typification (for curves in formal A-modules), 25.2, 25.5.17, 29.1.8
Quillen splitting (decomposition) of $MU^*_p$, 34.3.10
Quillen–Landweber–Novikov operations, 31.1.12

R
Rank of a homomorphism of formal group laws, 28.3.4
Reciprocity
homomorphism, 32.2
quadratic, B.1.2
Reduced Cart(A)-module, 26.1.7
Reduced Cart$_A$(B)-module, 29.5.4
Reduced Cart$_p$(A)-module, 26.2.2, 27.7.20
Reduction map, injectivity of, T18.3.7, T21.8.19
Representation ring of the symmetric groups, E.6.3
Representation theorem (= Cartier's first theorem), T27.1.14, T27.7.5, T29.2.1, T37.5.1
Ring filtration, A.2

S
Šafarevič mapping, 32.4
Šafarevič–Weil theorem, E.5.1
Šafarevič–Tate group, B.3.2
Semiderivation, 38.2.14
Semilinear endomorphisms, Cartier's trick, 13.2, 30.1
$\Sigma$-notation, 37.1.5
Skolem–Noether theorem, 20.2.16
Structure coefficients $c(p, r, i, j)$, 27.4.1, 27.7.14
Supernatural number, 17.4.1

Support
of a multiindex, 9.6
conditions, monomials have finite, 9.6.3, 27.1.3
Switch morphism, (morphism which interchanges the two factors of a direct sum or product)
Symmetric groups on $n$ letters, representation ring of, E.6.3

T
Tate module of a formal group law, D35.3.1, T35.3.19, TE.5.4,
connection with isogenies, T35.4.2
as a Galois-module, T35.6.2
Teichmüller mapping, 17.4.8
Thom classes, 31.1.1
Torsion free, A-torsion free ($= B \to B \otimes \mathbb{Q} \to \mathbb{Q}$)
Type of a functional equation, 2.2

U
Universal see also Formal A-module, Formal group law, Isomorphism
Universal enveloping algebra of a Lie algebra, D14.3.1, C14.3.3, T14.3.6
as covariant bialgebra, T36.2.6
Universal $\lambda$-ring on one generator, E.6.1

V
Valuation on $W_{p}(A)$, 17.4.12
V-basis, D16.1.10, D27.1, T38.4.1, T16.1.10
Verschiebung
dedromorphism of the Witt vectors, 17.3
homomorphism $\gamma: \sigma_\gamma \Gamma(X, Y) \to \Gamma(X, Y)$, 30.1.1
operator, 15.1, 38.3.1, T16.2

W
Weierstrass preparation theorem
formal, A.3
twisted formal, 20.3.13
Witt vectors
associated to the prime $p$, 17.4.1
duality of, T37.5.5, T37.5.8, T37.5.12, E.5.3
formal group law associated to a formal group, 25.1
formal group law of, associated to the prime \( p \), 27.7.4
formal group (law) of big, 17.1.18
the functor of big, 17.1, T17.2
group scheme of, 17.2.11
like group functor associated to a formal group, 15.3, 25.1, T15.3.9, T15.3.10
operators on, 17.3
ramified, 18.6.13, T25.3.25, T25.3.26
ring of endomorphisms of the formal group of big, T27.2.12
ring of endomorphisms of the functor of big, T37.5.9
supernatural quotients of the big, 17.4.1

\( \mathbb{Z} \)

Zeta function of an elliptic curve, 33.1
\( \mathbb{Z}_p \)-extension, B.3.2