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Moduli of p-divisible groups

Peter Scholze and Jared Weinstein

We prove several results about moduli spaces of p-divisible groups
such as Rapoport–Zink spaces. Our main goal is to prove that
Rapoport–Zink spaces at infinite level carry a natural structure as
a perfectoid space, and to give a description purely in terms of p-
adic Hodge theory of these spaces. This allows us to formulate and
prove duality isomorphisms between basic Rapoport–Zink spaces
at infinite level in general. Moreover, we identify the image of the
period morphism, reproving results of Faltings, [Fal10]. For this, we
give a general classification of p-divisible groups over OC , where C
is an algebraically closed complete extension of Qp, in the spirit of
Riemann’s classification of complex abelian varieties. Another key
ingredient is a full faithfulness result for the Dieudonné module
functor for p-divisible groups over semiperfect rings (i.e. rings on
which the Frobenius is surjective).
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1. Introduction

In this article we prove several results about p-divisible groups and their
moduli. Our work touches upon various themes known to arise in the context
of p-divisible groups, including the crystalline Dieudonné module ([Mes72],
[BBM82]), the rigid-analytic moduli spaces of Rapoport-Zink and their as-
sociated period maps ([RZ96]), and the more recent work of Fargues and
Fontaine on the fundamental curve of p-adic Hodge theory ([FF11]). The
theory of perfectoid spaces ([Sch12]) arises repeatedly in our constructions
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and arguments, and in particular it provides the appropriate context for
studying Rapoport-Zink spaces at infinite level.

Our first result concerns the full faithfulness of the crystalline Dieudonné
module functor. Given a ring R in which p is nilpotent, and a p-divisible
group G over R, let M(G) denote its (covariant) Dieudonné crystal, as de-
fined in [Mes72]. The question of the full faithfulness of M has a long history
(see [dJM99] for a survey), and is known to have an affirmative answer in a
number of situations, for instance when R is an excellent ring in character-
istic p which is a locally complete intersection ring (loc. cit.).

In contrast, our result applies to rings in characteristic p which are typi-
cally non-noetherian. We say a ring R in characteristic p is semiperfect if the
Frobenius map Φ: R → R is surjective. Such a ring is called f-semiperfect
if the topological ring lim←−Φ

R has a finitely generated ideal of definition.
For instance, the quotient of a perfect ring by a finitely generated ideal is
f-semiperfect. An important example is OC/p, where C is any algebraically
closed extension of Qp.

Theorem A. Let R be an f-semiperfect ring. Then the Dieudonné module
functor on p-divisible groups up to isogeny is fully faithful. If moreover R is
the quotient R = S/J of a perfect ring S by a regular ideal J ⊂ S, then the
Dieudonné module functor on p-divisible groups is fully faithful.

Remark 1.0.1. In this case, a Dieudonné module can be made very explicit:
In general, if R is a semiperfect ring, we have the Fontaine rings Acris(R)
and B+

cris(R), and the functor M �→ M = M(Acris(R)) (resp. M �→ M =
M(Acris(R))[p−1]) induces an equivalence of categories between the category
of Dieudonné crystals over R (resp., up to isogeny) and the category of finite
projective Acris(R) (resp. B+

cris(R))-modules equipped with Frobenius and
Verschiebung maps.

We remark that the case of perfect fields is classical, and that the case
of perfect rings is an unpublished result due to Gabber, relying on a result
of Berthelot for the case of perfect valuation rings, [Ber80]. Recently, this
was reproved by Lau, [Lau13]. In all of these results, one knows even that
the Dieudonné module functor is essentially surjective, and one also has a
description of finite locally free group schemes.

Our method of proof is entirely different. It handles first the case of
morphisms Qp/Zp → μp∞ by an explicit computation involving integrality
of the Artin-Hasse exponential, and reduces to this case by a trick we learned
from a paper of de Jong and Messing, [dJM99]. We note that this reduction
step only works for morphisms of p-divisible groups (and not for finite locally
free group schemes), and even if one is only interested in the result for perfect
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rings, this reduction step will introduce rather arbitrary f-semiperfect rings.
In this reduction step, a certain technical result is necessary, for which we
give a proof that relies on Faltings’s almost purity theorem in the form given
in [Sch12]. As explained below, Theorem A has direct consequences in p-adic
Hodge theory, so that this state of affairs may be reasonable.

Of particular interest are the morphisms Qp/Zp → G. Observe that
if S is any R-algebra, then the Qp-vector space HomS(Qp/Zp, G)[1/p] is
identified with the inverse limit G̃(S) = lim←−G(S) (taken with respect to

multiplication by p). Then G̃ is a functor from R-algebras to Qp-vector
spaces which we call the universal cover of G. An important observation is
that if S → R is a surjection with nilpotent kernel, and if GS is a lift of G to
S, then G̃S(S) is canonically isomorphic to G̃(R) (and so does not depend
on the choice of GS). In other words, G̃ is a crystal on the infinitesimal site
of R.

Using this construction, we can explain how Theorem A is closely related
to p-adic Hodge theory. In fact, take R = OC/p, where C is an algebraically
closed complete extension of Qp, and let G be any p-divisible group over OC ,
with reduction G0 to OC/p. Let M(G) be the finite projective B+

cris-module
given by evaluating the Dieudonné crystal of G on Acris = Acris(OC/p),
and inverting p. Then, using Theorem A for morphisms Qp/Zp → G0 up to
isogeny, one finds that

M(G)ϕ=p = Hom(Qp/Zp, G0)[p
−1] = G̃(OC/p) = G̃(OC) .

On the other hand, there is an exact sequence

(1.0.1) 0 → T (G)[p−1] → G̃(OC) → LieG⊗ C → 0 ,

where the latter map is the logarithm map, and T (G) denotes the Tate
module of G. This translates into the exact sequence

0 → T (G)[p−1] → M(G)ϕ=p → LieG⊗ C → 0

relating the étale and crystalline homology of G. We remark that Theorem A
also handles the relative case of this result, and also the integral version.

Our second main result is a classification of p-divisible groups over OC ,
where C is still an algebraically closed complete extension of Qp. We recall
that one has a Hodge-Tate sequence

0 → LieG⊗ C(1) → T (G)⊗ C → (LieG∨)∨ ⊗ C → 0 ,

where (1) denotes a Tate twist.
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Theorem B. There is an equivalence of categories between the category of
p-divisible groups over OC and the category of free Zp-modules T of finite
rank together with a C-subvectorspace W of T ⊗ C(−1).

The equivalence carries G to the pair (T,W ), where T is the Tate module
of G and W = LieG ⊗ C. In particular, the result is a classification in
terms of linear algebra, instead of σ-linear algebra as usually, and (related
to that) is in terms of its étale cohomology, instead in terms of its crystalline
cohomology. We note that Theorem B can be regarded as a p-adic analogue
of Riemann’s classification of complex abelian varieties, which are classified
by their singular homology together with the Hodge filtration.

Results in the direction of Theorem B have previously been obtained by
Fargues in [Far12]. In particular, the fully faithfulness part is proved already
there. We prove essential surjectivity first in the case that C is spherically
complete, with surjective norm map C → R≥0. In that case, the argument
is very direct; the key idea is to look first at the rigid-analytic generic fibre
of the (connected, say) p-divisible group (considered as a formal scheme),
which is an open ball and can be constructed directly from (T,W ). For the
converse, one has to see that a certain rigid-analytic variety is an open ball.
In general, one can show that it is an increasing union of closed balls; under
the assumptions on C, one can conclude that it is an open ball. Afterwards,
we make a (somewhat indirect) descent argument involving Rapoport-Zink
spaces (and Theorem C) to deduce the general case.

It will be crucial to relate the exact sequence in Eq. (1.0.1) to vector
bundles on the Fargues-Fontaine curve X, which is the object investigated
in [FF11]. This is defined as X = ProjP , where P is the graded Qp-algebra

P =
⊕
d≥0

(B+
cris)

ϕ=pd

,

and B+
cris = B+

cris(OC/p). There is a special point ∞ ∈ X corresponding to
the homomorphism Θ: B+

cris → C; we write i∞ : {∞} → X for the inclusion.
For every isocrystal M over F̄p, there is a corresponding vector bundle on
OC , given by the vector bundle associated to

⊕
d≥0(M ⊗ B+

cris)
ϕ=pd

, and
Fargues and Fontaine show that all the vector bundles on X arise in this
way. In particular there is a bijection H �→ E (H) between isogeny classes of
p-divisible groups over F̄p and vector bundles on X whose slopes are between
0 and 1. Note that i∗∞E (H) = M(H)⊗ C.

Using this classification of vector bundles, we show in Theorem 5.1.4
that every p-divisible group G over OC is isotrivial in the sense that there
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exists a p-divisible group H over F̄p and a quasi-isogeny

ρ : H ⊗F̄p
OC/p → G⊗OC

OC/p.

Thus (G, ρ) is a deformation of H in the sense of Rapoport-Zink. Appealing
to Theorem A, we can identify G̃(OC) ∼= H̃(OC/p) ∼= (M(H) ⊗ B+

cris)
ϕ=p

with the space of global sections of E = E (H). The exact sequence in Eq.
(1.0.1) appears when one takes global sections in the exact sequence of co-
herent sheaves on X,

(1.0.2) 0 → F → E → i∞∗(LieG⊗ C) → 0,

where F = T ⊗Zp
OX , see Proposition 5.1.6. To summarize the situation, a

p-divisible group H gives a vector bundle E on X, while a deformation of H
to OC gives a modification of E (in the sense that F and E are isomorphic
away from ∞).

We should note that vector bundles over X are equivalent to ϕ-modules
over the Robba ring, and that our use of X could be replaced by Kedlaya’s
theory of ϕ-modules over the Robba ring, [Ked04].

We now turn to Rapoport-Zink spaces and their associated period maps,
as in [RZ96]. Let H be a p-divisible group of dimension d and height h over
a perfect field k of characteristic p. Let M be the associated Rapoport-Zink
space. This is a formal scheme parametrizing deformations (G, ρ) of H, see
Definition 6.1.1.

Passing to the generic fibre, we get an adic space Mad
η . Note that [RZ96]

uses rigid spaces, but we work with adic spaces, as it is important for us
to consider non-classical points (in particular to talk about the image of
the period morphism later).1 We remark that if (R,R+) is a complete affi-
noid (W (k)[1/p],W (k))-algebra, then a morphism Spa(R,R+) → Mad

η cor-

responds to a covering of Spa(R,R+) by open affinoids Spa(Ri, R
+
i ), together

with a deformation (Gi, ρi) of H to an open bounded subring of each R+
i . We

will simply refer to such a datum as a pair (G, ρ). If (K,K+) is an affinoid
field, then Mad

η (K,K+) is the set of deformations of H to K+.

There is a (Grothendieck-Messing) period morphism π : Mad
η → F�,

where Mad
η is the adic generic fibre of M and F� is the Grassmannian vari-

ety of d-dimensional quotients of M(H)⊗Qp (considered as an adic space).
If x is a (C,OC)-point of Mad

η corresponding to a deformation (G, ρ) of H
to OC , then π(x) ∈ F�(C,OC) corresponds to the quotient M(H)⊗C → W
given by Grothendieck-Messing theory.

1As in our previous work, we prefer adic spaces over Berkovich spaces.
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Our third main theorem provides a description of the image of π. A
(C,OC)-valued point x of F� corresponds to a d-dimensional quotient
M(H) ⊗ C → W . Let E = E (H) be the vector bundle over X associ-
ated to H, so that i∗∞E = M(H) ⊗ C. The map i∗∞E → W induces a map
E → i∞∗i∗∞E → i∞∗W . Let F be the kernel, so that we have a modification
of E as in Eq. (1.0.2).

Theorem C. The point x is in the image of π if and only if F ∼= Oh
X .

In order to prove this theorem, it is enough to consider the case where
C is spherically complete and the norm map C → R≥0 is surjective. In that
case, Theorem B is available to construct the desired p-divisible group G.
The construction of the isogeny ρ over OC/p relies on Theorem A. On the
other hand, Theorem C can be used to deduce Theorem B for general C, by
constructing the desired p-divisible group within some Rapoport-Zink space.

Let us make some historical remarks on Theorem C. In their book
[RZ96], Rapoport and Zink constructed the period morphism π, and showed
that the image is contained in the weakly admissible set F�wa ⊂ F�, which
is explicitly described as the complement of lower-dimensional subvarieties.
This generalizes previous known cases, notably the case of Drinfeld’s up-
per half-space, [Dri76], and the Gross-Hopkins period map from Lubin-
Tate space to projective space, [GH94]. Rapoport and Zink conjectured that
there is a natural rigid-analytic variety F�′ with an étale and bijective map
F�′ → F�wa, over which the period morphism factors, and over which there
exists a Qp-local system (coming from the rational Tate module of the uni-
versal p-divisible group). In the language of adic spaces, F�′ should be an
open subset of F�wa, with the same classical points. As π is étale and étale
maps are open (in the adic world), one can simply define F�′ to be the image
of π (as we shall do in the discussion to follow); but then, one does not yet
know what its classical points are, and the description is very inexplicit.

On the level of classical points, a theorem of Colmez and Fontaine,
[CF00], shows that weakly admissible implies admissible (meaning that any
weakly admissible filtered isocrystal comes from a crystalline representa-
tion), so that for a classical point of F�wa, one gets an associated crystalline
representation with Hodge-Tate weights only 0 and 1. On the other hand,
a theorem of Breuil, [Bre00], and Kisin, [Kis06], shows that all crystalline
representations with Hodge-Tate weights only 0 and 1 come from p-divisible
groups. We note that their results rely on deep techniques in integral p-
adic Hodge theory. Taken these results together, one finds that indeed the
classical points of F�′ agree with the classical points of F�wa.

Then Hartl, after handling the case of equal characteristic, [Har11], used
Kedlaya’s theory of ϕ-modules over the Robba ring to construct an open
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subset F�a ⊂ F�wa, called the admissible locus, cf. [Har08].2 Roughly, it
is the locus where the universal filtered ϕ-module over F� comes from a
Qp-local system (at least punctually). Hartl conjectured that F�′ = F�a.
This was proved by Faltings, [Fal10], by first showing that the universal
filtered ϕ-module over F�a comes from a Qp-local system globally, and then
using this local system to spread the p-divisible groups constructed from the
results of Breuil and Kisin at classical points to the whole admissible locus.

We note that our approach is entirely different, in that we bypass both
the results of Breuil and Kisin (i.e., integral p-adic Hodge theory), and the
need to construct a Qp-local system first (i.e., relative p-adic Hodge theory).
Instead, we produce the desired p-divisible groups directly from Theorem B.
As a consequence, we get a new proof of the result of Breuil and Kisin, using
only rational p-adic Hodge theory.

By adding level structures, one constructs a tower of covers Mn of Mad
η .

The (R,R+)-points of Mn are triples (G, ρ, α), where (G, ρ) is a deformation
of H and α : (Z/pnZ)h → G[pn]adη (R,R+) is a homomorphism which induces
an isomorphism at every point x = Spa(K,K+) of Spa(R,R+).

It is then quite natural to define a Rapoport-Zink moduli problem at in-
finite level. Let M∞ be the functor on complete affinoid (W (k)[1/p],W (k))-
algebras which assigns to (R,R+) the set of triples (G, ρ, α), where (G, ρ) ∈
Mad

η (R,R+), and α : Zh
p → T (G)adη (R,R+) is a homomorphism which in-

duces an isomorphism at every point x = Spa(K,K+) of Spa(R,R+).
Our fourth main theorem shows that M∞ is representable by an adic

space which has an alternative description independent of deformations of
H. Recall that the universal cover H̃ of H is a crystal of Qp-vector spaces on
the infinitesimal site of k. In the following we consider H̃ as a formal scheme
over SpfW (k), which represents the functor R �→ lim←−H ′(R) (where H ′ is

any lift of H to W (k)). Then H̃ad
η is a Qp-vector space object in the category

of adic spaces over Spa(W (k)[1/p],W (k)). Note that any point (G, ρ, α) of
M∞ gives a map

Zh
p → T (G)adη ⊂ G̃ad

η
∼= H̃ad

η ,

where the first map is α, and the isomorphism is induced from ρ. In other
words, all p-divisible groups G parametrized by M have the same universal
cover H̃, and are of the form H̃/Λ, where Λ ⊂ H̃ is a Zp-lattice. The
following theorem answers the question for which Λ ⊂ H̃ one can form the
quotient H̃/Λ. The description uses the quasi-logarithm map qlog : H̃ad

η →
2He uses Berkovich spaces there, but one gets a corresponding adic space as well,

by using that the Berkovich space is the maximal Hausdorff quotient of the adic
space, for example.
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M(H) ⊗ Ga. We remark that for any deformation (G, ρ) of H, we have a
commutative diagram

H̃ad
η

qlog
M(H)⊗Ga

Gad
η

log
LieG⊗Ga

In particular, Λ = ker(H̃ad
η → Gad

η ) maps to the kernel of M(H) → LieG,
which explains the condition on the rank in the following theorem.

Theorem D. The moduli problem M∞ is representable by an adic space,
and it is isomorphic to the functor which assigns to a complete affinoid
(W (k)[1/p],W (k))-algebra (R,R+) the set of h-tuples s1, . . . , sh ∈ H̃ad

η (R,R+)
for which the following conditions are satisfied.

(i)The cokernel W of the map

Rh (qlog(s1),...,qlog(sh))−−−−−−−−−−−−−→ M(H)⊗R

is a projective R-module of rank d.

(ii)For all geometric points x = Spa(C,OC) → Spa(R,R+), the sequence

0 → Qh
p

(s1,...,sh)−−−−−−→ H̃ad
η (C,OC) → W ⊗R C → 0

is exact.

Moreover, M∞ ⊂ (H̃ad
η )h is a locally closed subspace, the space M∞ is

preperfectoid, and M∞ ∼ lim←−n
Mn.

The fact that we can describeM∞ explicitly independently of p-divisible
groups relies on Theorem C.3 The last part of the theorem says more explic-
itly that for any perfectoid field extension K of W (k)[p−1], the base-change
M∞,K of M∞ to Spa(K,OK) has a natural completion M̂∞,K , which is a
perfectoid space over K, and one has an equivalence of étale topoi

M̂∞,K,ét ∼ lim←−
n

Mn,K,ét

3We note that using Theorem A, one can make explicit what H̃ad
η (R,R+) is in

terms of Dieudonné theory, at least when (R,R+) is a perfectoid affinoid (K,OK)-
algebra for some perfectoid field K. This gives a description of M∞ purely in terms
of p-adic Hodge theory.
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(at least after base-change to a quasicompact open subset of some Mn,K ,
so as to work with qcqs topoi, where projective limits are well-defined).
We remark that taking inverse limits in the category of adic spaces is not
canonical, corresponding to the phenomenon that on a direct limit lim−→Ai of
Banach algebras Ai, one can put inequivalent norms (which are equivalent
when restricted to an individual Ai, but inequivalent in the direct limit). The
spaceM∞ has a nice moduli description, but it is not clear to which norm on
lim−→Ai it corresponds. On the other hand, M̂∞,K is characterized as giving
lim−→Ai the norm making lim−→A◦

i the norm-≤ 1-subalgebra, where A◦
i ⊂ Ai

is the set of power-bounded elements. (This corresponds to the weakest
possible topology on lim−→Ai.) In [Fal10], Faltings essentially constructs M∞

(in the world of Berkovich spaces), and notes that understanding M̂∞,K

would be harder. In our context, it is the theory of perfectoid spaces that
makes it possible to control this change of topology, and show that one will
get a perfectoid (and thus well-behaved) space, without having to construct
explicit integral models of all Rapoport-Zink spaces at finite level.

We should also remark that we do not know whether the structure
presheaf of M∞ is a structure sheaf, and thus this may not be an adic
space in Huber’s sense. This is one reason that we generalize his theory
slightly so as to include ‘spaces’ where the structure presheaf is not a sheaf;
this is possible by a Yoneda-type definition.

From here it is not difficult to introduce the notion of an EL Rapoport-
Zink space at infinite level. We define a (rational) EL-datum to be a quadru-
ple D = (B, V,H, μ), where B/Qp is a semisimple Qp-algebra, V is a finite
B-module, H is a p-divisible group over k up to isogeny, and μ is a cocharac-
ter of G = GLB(V ), subject to the constraints described in §6.5. We obtain
a functor MD,∞ which satisfies an analogue of Theorem D. In particular
MD,∞ is an adic space. It carries an action of Ǧ(Qp), where Ǧ = AutB(H)
(automorphisms up to isogeny).

Our final main theorem is a duality isomorphism between EL Rapoport-
Zink spaces at infinite level which generalizes the isomorphism between the
Lubin-Tate and Drinfeld towers described in [FGL08]. There is a simple
duality D �→ Ď among basic Rapoport-Zink data, which reverses the roles
of G and Ǧ. Also, we note that in general, MD,∞ comes with a Hodge-Tate
period map

πHT : MD,∞ → F�HT

to a certain flag variety F�HT. Analogues of πHT exist whenever one has a
family of p-divisible groups with trivialized Tate module, e.g. for infinite-
level Shimura varieties.
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Theorem E. There is a natural G(Qp) × Ǧ(Qp)-equivariant isomorphism

MD,∞ ∼= MĎ,∞ which exchanges the Grothendieck-Messing and Hodge-Tate

period maps.

In light of the linear algebra descriptions of MD,∞ and MĎ,∞ of Theo-

rem D, Theorem E is reduced to a direct linear algebra verification. Roughly,

in the picture of modifications of vector bundles

0 → F → E → i∞∗W → 0 ,

one applies H om(−,E ) to get an End(E )-equivariant modification

0 → H om(E ,E ) → H om(F ,E ) → i∞∗W̌ → 0 .

In particular, the duality makes étale homology (i.e., F ) into crystalline

homology Ě = H om(F ,E ), and conversely. As an application, we show

(Theorem 7.3.1) that any GLn(Qp)-equivariant étale cover of Drinfeld’s up-

per half-space Ω ⊂ Pn−1 must factor through the Drinfeld space MDr
m for

some m ≥ 0.

Again, let us make some historical remarks on Theorem E. A conjec-

ture in this direction appeared first in the book [RZ96] of Rapoport and

Zink. However, they are being somewhat vague about the nature of this

isomorphism, as they were using the language of rigid-analytic geometry,

whereas the infinite-level spaces MD,∞ are not of finite type any more, and

thus not rigid-analytic varieties. Until now, a good framework to work with

those infinite-level spaces was missing, and is now provided by the theory of

perfectoid spaces. The case of Lubin-Tate and Drinfeld tower was first es-

tablished by Faltings, [Fal02], and then worked out in detail by Fargues (in

mixed characteristic) and Genestier and Lafforgue (in equal characteristic),

[FGL08]. The case of Lubin-Tate and Drinfeld tower is easier, as in this case

Theorem C (i.e., the image of the period morphism) was known for a long

time, by work of Drinfeld, [Dri76], and Gross-Hopkins, [GH94]. In fact, in

those cases, one has F�wa = F�a, which is not true in general.

We note that Fargues, Genestier and Lafforgue worked with explicit

integral models (as formal schemes of infinite type make good sense) to

formalize this isomorphism. This necessitates a detailed understanding of the

integral structure of all objects involved, and in particular of integral p-adic

Hodge theory (in fact, often p �= 2 is assumed for this reason). By contrast,

our arguments are entirely on the generic fibre, and use only rational p-adic

Hodge theory.
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Theorem E was proved earlier by Faltings in [Fal10], after proving The-
orem C.

We note that the description of M∞ in terms of p-adic Hodge theory (in
particular, independently of p-divisible groups) makes it possible to general-
ize our methods to give a definition of an analogue of Rapoport-Zink spaces
for non-PEL cases; this will be the subject of future work of the first author.

Finally, let us summarize the different sections. In Section 2, we review
the theory of adic spaces in the form that we will need it. In particular,
we give a Yoneda-style definition of adic spaces which is more general than
Huber’s, and contains Huber’s adic spaces as a full subcategory (that we
will refer to as honest adic spaces). Moreover, we recall the notion of perfec-
toid spaces, and review some facts about inverse limit constructions in the
category of adic spaces.

In Section 3, we recall some facts about p-divisible groups. In general,
we like to view them as formal schemes (instead of inductive limits), thus
making their generic fibres (disjoint unions of) open unit balls (instead of
a set of points). Most importantly, we define the universal cover G̃ of a
p-divisible group G, and show that it is a crystal on the infinitesimal site.
Moreover, we show that there is a natural morphism G̃ → EG of crystals
on the nilpotent PD site, where EG is the universal vector extension. This
makes it possible to make explicit some maps between Dieudonné modules.

In Section 4, we prove Theorem A, in Section 5, we prove Theorem B,
and in Section 6, we prove Theorem C and D, using the respective ideas
explained above. Finally, in Section 7, we prove Theorem E and the result
on equivariant covers of Drinfeld’s upper half-space.
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2. Adic spaces

2.1. Adic spaces

We will be relying heavily on Huber’s theory of adic spaces [Hub94], so we
include a summary of that theory here. Also, we will slightly generalize his

notion of adic spaces.

Definition 2.1.1. An adic ring is a topological ring A for which there exists
an ideal I such that In gives a basis of neighborhoods of 0 ∈ A. Such an ideal

I is an ideal of definition for A.

An f-adic ring is a topological ring A admitting an open adic subring

A0 ⊂ A with finitely generated ideal of definition. Then any open adic sub-

ring of A is called a ring of definition, and all rings of definition of A admit

a finitely generated ideal of definition.

A subset S ⊂ A of a topological ring is bounded if for every neighborhood
U of 0 in A, there exists another neighborhood V of 0 with V S ⊂ U . An

element f ∈ A is power bounded if {fn}n≥1 is bounded. Write A◦ for the

subring of power-bounded elements in A. Also, we denote by A◦◦ ⊂ A◦ the

ideal of topologically nilpotent elements.

Finally, an affinoid ring is a pair (A,A+), with A an f -adic ring and

A+ ⊂ A an open subring which is integrally closed and contained in A◦.
Morphisms between affinoid rings (A,A+) and (B,B+) are continuous ring
homomorphisms A → B sending A+ into B+.

For instance, if a ring A is given the discrete topology then A is both

adic (0 serves as an ideal of definition) and f-adic, and (A,A) is an affinoid
ring.

For a less trivial example, let K be a complete nonarchimedean field

with ring of integers OK and maximal ideal mK . Then OK is an adic ring

and (K,OK) is an affinoid ring. The integral Tate algebra A+ = OK 〈Xi〉i∈I
in any number of variables is an adic ring. If � ∈ mK , then �A+ serves

as an ideal of definition for A+, so that A+ is f -adic. The Tate algebra
A = K 〈Xi〉i∈I = A+[�−1] is an f -adic ring because it contains A+ as an

open subring. In this case we have A◦ = A+, so that (A,A+) is an affinoid

ring. It should be noted that (A+, A+) is an affinoid ring as well.
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We note that it is not always the case that A+ ⊂ A is bounded. Examples
arise by taking nonreduced rings appearing in rigid-analytic geometry, such
as A = K[X]/X2, in which case one can choose A+ = A◦ = OK +KX.

Definition 2.1.2. Let A be a topological ring. A continuous valuation of A
is a multiplicative map |·| from A to Γ ∪ {0}, where Γ is a linearly ordered
abelian group (written multiplicatively) such that |0| = 0, |1| = 1, |x+ y| ≤
max(|x| , |y|), and for all γ ∈ Γ, the set {x ∈ A : |x| < γ} is open.

Two valuations |·|i : A → Γi ∪ {0} (i = 1, 2) are equivalent if there
are subgroups Γ′

i ⊂ Γi containing the image of |·|i for i = 1, 2 and an
isomorphism of ordered groups ι : Γ′

1 → Γ′
2 for which ι (|f |1) = |f |2, all

f ∈ A.

Definition 2.1.3. Let (A,A+) be an affinoid ring. The adic spectrum X =
Spatop(A,A+) is the set of equivalence classes of continuous valuations on
A which satisfy |A+| ≤ 1. For x ∈ X and f ∈ A, we write |f(x)| for the
image of f under the continuous valuation | | corresponding to x.

Let f1, . . . , fn ∈ A be elements such that (f1, . . . , fn)A is open in A, and
let g ∈ A. Define the subset Xf1,...,fn;g by

Xf1,...,fn;g =

{
x ∈ X

∣∣∣∣ |fi(x)| ≤ |g(x)| �= 0, i = 1, . . . , n

}
Finite intersections of such subsets are called rational. We give X the topol-
ogy generated by its rational subsets.

As an example, if K is a nonarchimedean field, then Spatop(K,OK)
consists of a single equivalence class of continuous valuations, namely the
valuation η which defines the topology on K. The space Spatop(OK ,OK) is
a trait containing η and a special point s defined by

|f(s)| =
{
1, f �∈ mK

0, f ∈ mK .

For any affinoid ring (A,A+), Huber defines a presheaf of complete topo-
logical rings OX on X = Spatop(A,A+), together with a subpresheaf O+

X .
They have the following universal property.

Definition 2.1.4. Let (A,A+) be an affinoid ring, X = Spatop(A,A+),
and U ⊂ X be a rational subset. Then there is a complete affinoid ring
(OX(U),O+

X(U)) with a map (A,A+) → (OX(U),O+
X(U)) such that

Spatop(OX(U),O+
X(U)) → Spatop(A,A+)
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factors through U , and such that for any complete affinoid ring (B,B+)

with a map (A,A+) → (B,B+) for which Spatop(B,B+) → Spatop(A,A+)

factors through U , the map (A,A+) → (B,B+) extends to a map

(OX(U),O+
X(U)) → (B,B+)

in a unique way.

One checks that Spatop(OX(U),O+
X(U)) ∼= U , and that the valuations

on (A,A+) associated to x ∈ U extend to (OX(U),O+
X(U)). In particular,

they extend further to OX,x. Also,

O+
X(U) = {f ∈ OX(U) | ∀x ∈ U : |f(x)| ≤ 1} .

The presheaf OX is in general not a sheaf, but it is a sheaf in the impor-

tant cases where A has a noetherian ring of definition, is strongly noetherian,

or is perfectoid. Let us say that (A,A+) is sheafy if OX is a sheaf. Recall

the category (V ) whose objects are triples (X,OX , {vx : x ∈ X}) consisting
of a topological space X, a sheaf of topological rings OX , and a choice of

continuous valuations vx on OX,x for any x ∈ X. In general, we can as-

sociate to (A,A+) the triple Spanaive(A,A+) = (X,O�
X , {vx : x ∈ X}) con-

sisting of the topological space X = Spatop(A,A+), the sheafification O�
X of

OX , and a continuous valuation vx on O�
X,x = OX,x; this induces a functor

Affop → (V ), where Aff is the category of affinoid rings. It factors over the

category CAffop, opposite of the category of complete affinoid rings. Recall

that an adic space (in the sense of Huber) is an object of (V ) that is locally

isomorphic to Spanaive(A,A+) for some sheafy affinoid ring (A,A+). We will

use the term honest adic space to refer to such spaces, and denote their

category as Adich.

We will now define a more general notion of adic spaces. The definition

is entirely analogous to the definition of a scheme as a sheaf for the Zariski

topology on the category of rings which admits an open cover by repre-

sentable sheaves. The only difference is that in our situation, the site is not

subcanonical, i.e. representable functors are not in general sheaves.

Definition 2.1.5. Consider the category CAffop, opposite of the category of

complete affinoid rings (A,A+). We give it the structure of a site by declaring

a cover of (A,A+) to be a family of morphisms (A,A+) → (Ai, A
+
i ), such

that (Ai, A
+
i ) = (OX(Ui),O+

X(Ui)) for a covering of X = Spatop(A,A+) by

rational subsets Ui ⊂ X.
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Let (CAffop)∼ be the associated topos, consisting of covariant functors

CAff → Sets satisfying the sheaf property for the given coverings. Any affi-

noid ring (A,A+) (not necessarily complete) gives rise to the presheaf

(B,B+) �→ Hom((A,A+), (B,B+)) ,

and we denote by Spa(A,A+) the associated sheaf. Note that passing to the

completion gives Spa(A,A+) = Spa(Â, Â+). We call Spa(A,A+) an affinoid

adic space. We say that F → Spa(A,A+) is a rational subset if there is some

rational subset U ⊂ X = Spatop(A,A+) such that F = Spa(OX(U),O+
X(U)).

We say that F → Spa(A,A+) is an open immersion if there is an open subset

U ⊂ X such that

F = lim−→
V⊂U,V rational

Spa(OX(V ),O+
X(V )) .

If f : F → G is any morphism in (CAffop)∼, then we say that f is an open

immersion if for all (A,A+) and all morphisms Spa(A,A+) → G, the fibre

product

F ×G Spa(A,A+) → Spa(A,A+)

is an open immersion. Note that open immersions are injective, and we will

often simply say that F ⊂ G is open. Finally, an adic space is by definition

a functor F ∈ (CAffop)∼ such that

F = lim−→
Spa(A,A+)⊂F open

Spa(A,A+) .

The category of adic spaces is denoted Adic.

We list some first properties.

Proposition 2.1.6. (i)Let (A,A+), (B,B+) be affinoid rings, and assume

that (A,A+) is sheafy and complete. Then

Hom(Spa(A,A+), Spa(B,B+)) = Hom((B,B+), (A,A+)) .

In particular, the functor (A,A+) �→ Spa(A,A+) is fully faithful on the full

subcategory of sheafy complete affinoid rings.

(ii)The functor (A,A+) �→ Spanaive(A,A+) factors over (A,A+) �→ Spa(A,A+).
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(iii)The functor Spa(A,A+) �→ Spanaive(A,A+) coming from part (ii) ex-
tends to a functor X �→ Xnaive : Adic → (V ). In particular, any adic space
X has an associated topological space |X|, given by the first component of
Xnaive.

(iv)The full subcategory of adic spaces that are covered by Spa(A,A+) with
(A,A+) sheafy is equivalent to Adich under X �→ Xnaive. Under this identi-
fication, we consider Adich as a full subcategory of Adic.

(v)Let X be an honest adic space and let (B,B+) be an affinoid ring. Then

Hom(X, Spa(B,B+)) = Hom((B,B+), (OX(X),O+
X(X))) .

Here, the latter is the set of continuous ring homomorphisms B → OX(X)
which map B+ into O+

X(X).

Proof. Easy and left to the reader.

A basic example of an affinoid adic space is the closed adic disc Spa(A,A+),
where A = K 〈X〉 and A+ = OK 〈X〉. See [Sch12], Example 2.20 for a
discussion of the five species of points of Spatop(A,A+). An example of a
nonaffinoid adic space is the open adic disc, equal to the open subset of
Spa(OK�X�,OK�X�) defined by the condition |�| �= 0, where � ∈ mK .
A covering of the open disc by affinoid adic spaces over K is given by the
collection Spa(K 〈X,Xn/�〉 ,OK 〈X,Xn/�〉) for n ≥ 1.

In the following, we will often write Spa(A,A+) for either of Spa(A,A+)
or Spatop(A,A+). As by definition, their open subsets agree, we hope that
this will not result in any confusion. However, we will never talk about
Spanaive(A,A+) in the following.

2.2. Formal schemes and their generic fibres

In this subsection, we recall the definition of formal schemes that we will
use, and relate them to the category of adic spaces. Fix a complete nonar-
chimedean field K with ring of integers O = OK and fix some � ∈ O,
|�| < 1. Consider the category NilpO of O-algebras R on which � is nilpo-
tent. Its opposite NilpopO has the structure of a site, using Zariski covers.
We get the associated topos (NilpopO )∼. Any adic O-algebra A with ideal of
definition I containing � gives rise to the sheaf

(Spf A)(R) = lim−→
n

Hom(A/In, R)
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on NilpopO . As before, one defines open embeddings in (NilpopO )∼, and hence

formal schemes over O as those sheaves on NilpopO which admit an open cover
by Spf A for A as above, cf. [RZ96], first page of Chapter 2.

Proposition 2.2.1. The functor Spf A �→ Spa(A,A) extends to a fully faith-

ful functor M �→ Mad from formal schemes over O which locally admit a
finitely generated ideal of definition to adic spaces over Spa(O,O).

Proof. Let us explain how one can reconstruct Spf A from Spa(A,A). First,
note that Spf A ⊂ Spa(A,A) is the subset of valuations with value group

{0, 1}, recovering the topological space. To recover the structure sheaf, it

is enough to show that the global sections of the sheafification O�
Spa(A,A) of

OSpa(A,A) are given by A itself.

Note that there is a continuous map Spa(A,A) → Spf A : x �→ x̄, given
by sending any continuous valuation x on A to the valuation

f �→ |f(x̄)| =
{

0 |f(x)| < 1
1 |f(x)| = 1 .

Moreover, every x ∈ Spa(A,A) specializes to x̄ ∈ Spf(A) ⊂ Spa(A,A). It

follows that any covering of Spa(A,A) is refined by a covering coming as
pullback via the specialization from a cover of Spf A, so we only have to

check the sheaf property for such coverings. But this reduces to the sheaf
property of the structure sheaf of Spf A.

Note that if A is an adic O-algebra with ideal of definition I containing

�, and F ∈ (NilpopO )∼, then

Hom(Spf A,F) = lim←−
n

F(A/In) .

We abbreviate the left-hand side to F(A), thereby extending the functor F
to the larger category of adic O-algebras with ideal of definition containing

�.

The following proposition gives a moduli description of the generic fibre

M
ad
η = M

ad ×Spa(O,O) Spa(K,O) .

Proposition 2.2.2. Let (R,R+) be a complete affinoid (K,O)-algebra.

(i)The ring R+ is the filtered union of its open and bounded O-subalgebras
R0 ⊂ R+.
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(ii)The functor Mad
η : CAff(K,O) → Sets is the sheafification of

(R,R+) �→ lim−→
R0⊂R+

M(R0) = lim−→
R0⊂R+

lim←−
n

M(R0/�
n) .

Proof. (i) First, there is some open and bounded subring R0 ⊂ R+. Next,
we check that if R1, R2 ⊂ R+ are bounded subrings, then so is the image
of R1 ⊗ R2 → R+. Indeed, Ri ⊂ �−niR0 for certain ni ∈ Z, and then
the image of R1 ⊗ R2 is contained in �−n1−n2R0. In particular, there are
open and bounded O-subalgebras, and the set of such is filtered. Finally,
if R0 ⊂ R+ is an open and bounded O-subalgebra and x ∈ R+, then x is
power-bounded, so that all powers of x are contained in �−nR0 for some n,
and hence R0[x] ⊂ �−nR0 is still open and bounded.

(ii) It suffices to check in the case M = Spf(A,A), where A is some adic
O-algebra with finitely generated ideal I containing �. Then it follows from

Hom((A,A), (R,R+)) = Hom(A,R+)

= lim−→
R0⊂R+

Hom(A,R0)

= lim−→
R0⊂R+

lim←−
n

Hom(A,R0/�
n).

Indeed, any continuous map A → R+ is also continuous for the �-adic
topology on A; then A[ 1� ] → R is a continuous map of K-Banach spaces. In
particular, the image of A in R+ is bounded, and hence contained in some
open and bounded O-subalgebra R0. As R0 is �-adically complete, one gets
the identification

Hom(A,R0) = lim←−
n

Hom(A,R0/�
n) .

In particular, we can define a functor F �→Fad
η : (NilpopO )∼→ (CAffop

(K,O))
∼

taking a moduli problem over O-algebras in which � is nilpotent to a moduli
problem on complete affinoid (K,O)-algebras, mapping F to the sheafifica-
tion of

(R,R+) �→ lim−→
R0⊂R+

lim←−
n

F(R0/p
n) ,

such that whenever F is representable by a formal scheme M with locally
finitely generated ideal of definition, then Fad

η is representable by Mad
η .
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Similarly, this discussion extends to stacks. As an example of this, con-
sider the stack of p-divisible groups over NilpopZp

, sending any ring R on which
p is nilpotent to the groupoid of p-divisible groups over R, with isomorphisms
as morphisms. Note that if A is an adic ring with ideal of definition con-
taining p, then giving a compatible system of p-divisible groups over A/In

for all n ≥ 1 is equivalent to giving a p-divisible group over A. Using the
previous construction, we get a stack on the category of adic spaces over
Spa(Qp,Zp), which we still call the stack of p-divisible groups. Explicitly, if
X is an adic space over Spa(Qp,Zp), then giving a p-divisible group over X
amounts to giving a cover of X by open subsets Ui = Spa(Ri, R

+
i ) ⊂ X,

open and bounded Zp-subalgebras Ri,0 ⊂ R+
i , and p-divisible groups over

Ri,0, satisfying an obvious compatibility condition.

2.3. Perfectoid spaces

Here we present the basic definitions of the theory of perfectoid spaces,
cf. [Sch12].

Definition 2.3.1. A perfectoid field K is a complete nonarchimedean field
such that its valuation is non-discrete and the p-th power map OK/p →
OK/p is surjective.

Examples include Cp, as well as the p-adic completions of the fields
Qp(p

1/p∞
) and Qp(ζp∞). The t-adic completion of Fp((t))(t

1/p∞
) is a perfec-

toid field of characteristic p.

Definition 2.3.2. Let K be a perfectoid field. A perfectoid K-algebra is a
complete Banach K-algebra A satisfying the following properties:

(i)The subalgebra A◦ of power-bounded elements is bounded in A, and

(ii)The Frobenius map A◦/p → A◦/p is surjective.

A perfectoid affinoid (K,OK)-algebra is an affinoid (K,OK)-algebra (A,A+)
such that A is a perfectoid K-algebra.

In the paper [Sch12], it is proved that if (A,A+) is a perfectoid affi-
noid (K,OK)-algebra, then (A,A+) is sheafy, i.e. the structure presheaf on
Spa(A,A+) is a sheaf. Moreover, if U ⊂ X is a rational subset, then the pair
(OX(U),O+

X(U)) is a perfectoid affinoid (K,OK)-algebra again.

Definition 2.3.3. A perfectoid space over Spa(K,OK) is an adic space
locally isomorphic to Spa(A,A+) for a perfectoid affinoid (K,OK)-algebra
(A,A+). The category of perfectoid spaces over Spa(K,OK) is a full subcat-
egory of the category of adic spaces over Spa(K,OK).
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We note that all perfectoid spaces are honest adic spaces. A basic ex-
ample of a perfectoid space is X = Spa(A,A+), where A+ = OK

〈
X1/p∞〉

is

the �-adic completion of lim−→OK [X1/pm

] and A = A+[1/�]. Here A is given
the unique Banach K-algebra structure for which A+ is the OK-subalgebra
of elements of norm ≤ 1.

The spaces that we shall ultimately be interested in will turn out to be
not quite perfectoid, but instead satisfy a slightly weaker notion.

Definition 2.3.4. Let X be an adic space over Spa(K,OK). Then X is
preperfectoid if there is a cover of X by open affinoid Ui = Spa(Ai, A

+
i ) ⊂ X

such that (Âi, Â
+
i ) is a perfectoid affinoid (K,OK)-algebra, where we take the

completion with respect to the topology on Ai giving A+
i the p-adic topology.

We call (Âi, Â
+
i ) the strong completion of (Ai, A

+
i ).

Remark 2.3.5. As an example, the nonreduced rigid-analytic point X =
Spa(K[X]/X2,OK +KX) is preperfectoid. Note that in this example, the
affinoid algebra (K[X]/X2,OK + KX) is already complete for its natural
topology. However, artificially enforcing the p-adic topology on OK + KX
makes the completion simply (K,OK), which is certainly a perfectoid affi-
noid (K,OK)-algebra.

Proposition 2.3.6. Let X be a preperfectoid adic space over Spa(K,OK).
Then there exists a perfectoid space X̂ over Spa(K,OK) with the same un-
derlying topological space, and such that for any open subset U = Spa(A,A+)⊂
X for which (Â, Â+) is perfectoid, the corresponding open subset of X̂ is
given by Û = Spa(Â, Â+). The space X̂ is universal for morphisms from
perfectoid spaces over Spa(K,OK) to X.

Proof. Easy and left to the reader.

We call X̂ the strong completion of X. We have the following behaviour
with respect to passage to locally closed subspaces.

Proposition 2.3.7. Let X be a preperfectoid adic space over Spa(K,OK),
and let Y ⊂ X be a locally closed subspace. Then Y is preperfectoid.

Remark 2.3.8. Again, this is all one can expect as Y may be nonreduced.

Proof. The statement is clear for open embeddings, so let us assume that
Y ⊂ X is a closed subspace. We may assume thatX = Spa(A,A+) is affinoid
with (Â, Â+) perfectoid. Then Y = Spa(B,B+) is given by a closed ideal I,
so that B = A/I and B+ the integral closure of the image of A+ in B. We
claim that B̂ is a perfectoid K-algebra, which implies the result. Note that Y
is the filtered intersection of its rational neighborhoods Ui ⊂ X; indeed, for
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any f1, . . . , fk ∈ I, one can consider the subsets where |f1|, . . . , |fk| ≤ p−n,

and then Y is their intersection. Then

B̂+ = ̂lim−→
Y⊂Ui

O+
X(Ui) .

Indeed, any f ∈ I becomes infinitely p-divisible in the direct limit, and thus

gets killed in the completion. But each OX(Ui) is perfectoid, hence so is

B̂.

Finally, we will need one more notion.

Definition 2.3.9. Let X be an adic space over Spa(Qp,Zp). Then X is

preperfectoid if for any perfectoid field K of characteristic 0, the base-change

XK = X ×Spa(Qp,Zp) Spa(K,OK) is preperfectoid.

Proposition 2.3.10. Let K be a perfectoid field, and let X be an adic space

over Spa(K,OK). Then X is preperfectoid as an adic space over Spa(K,OK)

if X is preperfectoid as an adic space over Spa(Qp,Zp).

Proof. By assumption, XK is preperfectoid over Spa(K,OK). But there is

a closed embedding X → XK , which shows that X is preperfectoid over

Spa(K,OK) by Proposition 2.3.7.

Proposition 2.3.11. Let X be a preperfectoid adic space over Spa(Qp,Zp),

and let Y ⊂ X be a locally closed subspace. Then Y is preperfectoid.

Proof. This follows directly from Proposition 2.3.11.

Example 2.3.12. Let A = Zp�X
1/p∞

1 , . . . , X
1/p∞

n � be the completion of the

Zp-algebra lim−→Zp[X
1/pm

1 , . . . , X
1/pm

n ] with respect to the I = (p,X1, . . . , Xn)-

adic topology.

Proposition 2.3.13. Let R be an adic Zp-algebra with ideal of definition

containing p. Then

(Spf A)(R) = ( lim←−
x �→xp

R◦◦)n = ( lim←−
x �→xp

R◦◦/p)n = (R�◦◦)n ,

where R� = lim←−x �→xp
R/p, equipped with the inverse limit topology.

Proof. Easy and left to the reader.



Moduli of p-divisible groups 167

Let X = (Spf A)adη be the generic fibre of Spa(A,A) → Spa(Zp,Zp).
Then X is an adic space over Spa(Qp,Zp), equal to the union of affinoids
Spa(Am, A+

m) defined by

|X1|m, . . . , |Xn|m ≤ |p| , m ≥ 1 .

It is easy to see that X is a preperfectoid space over Spa(Qp,Zp).

Lemma 2.3.14. The adic space X over Spa(Qp,Zp) is the sheaf associated
to

(R,R+) �→ lim−→
R0⊂R+

(R�◦◦
0 )n .

Proof. This follows directly from Proposition 2.2.2.

2.4. Inverse limits in the category of adic spaces

Inverse limits rarely exist in the category of adic spaces, even when the
transition maps are affine. The problem is that if (Ai, A

+
i ) is a direct system

of affinoid rings, then the direct limit topology of lim−→Ai will not be f-adic,
and there is no canonical choice for the topology. (Another problem arises
because of non-honest adic spaces.) We will use the following definition.

Definition 2.4.1. Let Xi be a filtered inverse system of adic spaces with qua-
sicompact and quasiseparated transition maps, let X be an adic space, and
let fi : X → Xi be a compatible family of morphisms. We write X ∼ lim←−Xi

if the map of underlying topological spaces |X| → lim←−|Xi| is a homeomor-
phism, and if there is an open cover of X by affinoid Spa(A,A+) ⊂ X, such
that the map

lim−→
Spa(Ai,A

+
i )⊂Xi

Ai → A

has dense image, where the direct limit runs over all open affinoid

Spa(Ai, A
+
i ) ⊂ Xi

over which Spa(A,A+) ⊂ X → Xi factors.

If the inverse limit consists of a single space X0, then we write X ∼ X0

instead of X ∼ lim←−X0.

Proposition 2.4.2. Let (Ai, A
+
i ) be a direct system of complete affinoid

rings. Assume that there are rings of definition Ai,0 ⊂ Ai compatible for all
i, and finitely generated ideals of definition Ii ⊂ Ai,0 such that Ij = IiAj,0 ⊂
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Aj,0 for j ≥ i. Let (A,A+) be the direct limit of the (Ai, A
+
i ), equipped

with the topology making A0 = lim−→i
Ai,0 an open adic subring with ideal of

definition I = lim−→i
Ii. Then

Spa(A,A+) ∼ lim←− Spa(Ai, A
+
i ) .

Proof. It is clear that (A,A+) with the given topology is an affinoid ring.
Moreover, giving a valuation on (A,A+) is equivalent to giving a compatible
system of valuations on all (Ai, A

+
i ). The continuity condition is given by

asking that |In| → 0 as n → ∞, checking that also continuous valuations
correspond, thus

| Spa(A,A+)| ∼= lim←−| Spa(Ai, A
+
i )| .

The condition on rings is satisfied by definition, finishing the proof.

Proposition 2.4.3. In the situation of Definition 2.4.1, let Yi → Xi be an
open immersion of adic spaces, and let Yj = Yi ×Xi

Xj → Xj for j ≥ i be
the pullback, as well as Y = Yi ×Xi

X → X. Then Y ∼ lim←−j≥i
Yj.

Proof. See Remark 2.4.3 in [Hub96].

Proposition 2.4.4. Let X be a preperfectoid space over Spa(K,OK), where
K is a perfectoid field. Let X̂ be the strong completion of X. Then X̂ ∼ X.

Proof. Immediate.

Of course, this shows that one may have X ∼ X0, while X �= X0. Let us
however record the following result.

Proposition 2.4.5. Let K be a perfectoid field, let Xi be an inverse system
of adic spaces over Spa(K,OK) with qcqs transition maps, and assume that
there is a perfectoid space X over Spa(K,OK) such that X ∼ lim←−Xi. Then
for any perfectoid affinoid (K,OK)-algebra (B,B+), we have

X(B,B+) = lim←−Xi(B,B+) .

In particular, if Y is a perfectoid space over Spa(K,OK) with a compatible
system of maps Y → Xi, then Y factors over X uniquely, making X unique
up to unique isomorphism.

Proof. We may assume that X = Spa(A,A+) is affinoid such that (A,A+)
is a perfectoid affinoid (K,OK)-algebra. Then

X(B,B+) = Hom((A,A+), (B,B+)).
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As

lim−→
im(X)⊂Spa(Ai,A

+
i )⊂Xi

Ai → A

has dense image, it follows that the map

X(B,B+) → lim←−Xi(B,B+)

is injective. Conversely, given a compatible system of maps Spa(B,B+) →
Xi, it follows that Spa(B,B+) → Xi factors over the image of X in Xi. We

get a map

lim−→
im(X)⊂Spa(Ai,A

+
i )⊂Xi

A+
i → B+ .

Passing to p-adic completions, the left-hand side becomes equal to A+, as

(A,A+) is strongly complete, and the left-hand side is dense in A+. This

gives the desired map A+ → B+, i.e. (A,A+) → (B,B+).

It seems reasonable to expect that there is a good definition of an étale

site for any adic space, and that the following result is true.

Conjecture 2.4.6. Assume that Xi is an inverse system of quasicompact

and quasiseparated adic spaces, and that X ∼ lim←−Xi. Then the étale topos of

X is equivalent to the projective limit of the étale topoi of the Xi (considered

as a fibred topos in the obvious way).

We will only need the cases where all Xi and X are either strongly

noetherian adic spaces, or perfectoid spaces. In that case, there is a definition

of their étale topoi, and we have the following result.

Theorem 2.4.7 ([Sch12], Thm. 7.17). Let K be a perfectoid field, and as-

sume that all Xi are strongly noetherian adic spaces (in particular quasicom-

pact and quasiseparated) over Spa(K,OK), and that X is a perfectoid space

over Spa(K,OK), X ∼ lim←−Xi. Then the étale topos of X is the projective

limit of the étale topoi of the Xi.

We remark that the notion ∼ introduced here is stronger than the notion

∼′ introduced in [Sch12], which only talks about the residue fields instead

of the sections of the structure sheaf in an open neighborhood. As explained

in [Hub96, Section 2.4], one should expect that the weaker notion ∼′ is

sufficient in the conjecture if all Xi are analytic adic spaces, as is the case

in the previous theorem.
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3. Preparations on p-divisible groups

In this section, we work over a ring R which is p-torsion, and consider p-
divisible groups G over R. Let NilpopR denote the category opposite of the
category of R-algebras on which p is nilpotent. Of course, the last condition
is vacuous, but later we will pass to p-adically complete Zp-algebras R.

3.1. The universal cover of a p-divisible group

We will consider G as the sheaf on NilpopR , sending any R-algebra S to
lim−→G[pn](S).

Lemma 3.1.1. Assume that G is isogenous to an extension of an étale
p-divisible group by a connected p-divisible group. Then the functor G is
representable by a formal scheme (still denoted G), which locally admits a
finitely generated ideal of definition.

Proof. It is clear that isogenies induce relatively representable morphisms,
which do not change the ideal of definition, so we may assume that G is
an extension of an étale by a connected p-divisible group. Then one reduces
to the connected case, in which case G is a formal Lie group, giving the
result.

One can also consider the completion Ĝ of G, which we define as the
functor on NilpopR sending any R-algebra S on which p is nilpotent to the
subset of those x ∈ G(S) for which there is some nilpotent ideal I ⊂ S
such that x̄ ∈ G(S/I) is the zero section. We recall that this is always
representable.

Lemma 3.1.2. The functor Ĝ is a formal Lie variety, and in particular
representable by an affine formal scheme with finitely generated ideal of def-
inition. If G is connected, then G = Ĝ. Moreover, if LieG is free, then

Ĝ = Spf R�X1, . . . , Xd� .

Proof. Cf. [Mes72].

Consider the sheaf

G̃(S) = lim←−
p : G→G

G(S) ,

on NilpopR , which we call the universal cover of G. Clearly, G̃ is a sheaf of
Qp-vector spaces.
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Proposition 3.1.3. (i)Let ρ : G1 → G2 be an isogeny. Then the induced
morphism ρ̃ : G̃1 → G̃2 is an isomorphism.

(ii)Let S → R be a surjection with nilpotent kernel. Then the categories of
p-divisible groups over R and S up to isogeny are equivalent. In particular,
for any p-divisible group G over R, the universal cover G̃ lifts canonically
to G̃S over S. Moreover, G̃S(S) = G̃(R).

(iii)Assume that G is isogenous to an extension of an étale by a connected
p-divisible group. Then G̃ is representable by a formal scheme (still denoted
G̃), which locally admits a finitely generated ideal of definition. If R is perfect
of characteristic p, G is connected and LieG is free of dimension d, then

G̃ ∼= Spf R�X
1/p∞

1 , . . . , X
1/p∞

d � .

Remark 3.1.4. Part (ii) says that G̃ can be considered as a crystal on the
infinitesimal site of R.

Proof. Part (i) is clear, as multiplication with p-powers induces an isomor-
phism on G̃. In part (ii), only the last statement requires proof; but note
that

G̃(R) = HomR(Qp/Zp, G)[p−1] ,

so the result follows from the equivalence of categories of p-divisible groups
up to isogeny, in the special case of homomorphisms with source Qp/Zp.

For part (iii), the first part follows easily from the result for G. Now
assume that R is perfect, and G is connected. Let G(pn) = G ⊗R,Φn R for
n ∈ Z, where Φ: R → R is the Frobenius. Write F : G(pn) → G(pn+1) for the
Frobenius isogeny, and V : G(pn+1) → G(pn) for the Verschiebung, so that
V F (resp., FV ) is multiplication by p in G(pn) (resp., G(pn+1)).

There is a natural transformation of functors V : lim←−p
G → lim←−F

G(p−n),

given by

G

=

G

V

p
G

V 2

p · · ·

G G(p−1)
F

G(p−2)
F

· · ·

We claim that V is an isomorphism. Since G is connected, there exists m ≥ 1
such that Fm = pu for an isogeny u : G(p−m) → G. Use the same symbol
u to denote the base change G(p−mn) → G(p−m(n−1)) for any n ∈ Z, so that
un is an isogeny G(p−mn) → G. Write U for the natural transformation
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lim←−Fm
G(p−mn) → lim←−p

G induced by the un. One checks that U ◦V and V ◦U
are both the identity map, giving the claim.

Now it is clear that lim←−F
G(p−n) is represented by the completion of

lim−→
Xi �→Xp

i

R�X1, . . . , Xd� ,

as claimed.

A similar argument is presented in the proof of Prop. 8.4 of [FF11].

Corollary 3.1.5. Assume that there is a perfect ring A, a map A → R/p,
a connected p-divisible group H over A with free Lie algebra of dimension
d, and a quasi-isogeny

ρ : H ⊗A R/p → G⊗R R/p .

Then G̃ is represented by the formal scheme

G̃ = Spf R�X
1/p∞

1 , . . . , X
1/p∞

d � .

Moreover, ρ induces a natural identification G̃ = H̃R, where the latter de-
notes the evaluation of the crystal H̃⊗AR/p on the infinitesimal site of R/p
on the thickening R → R/p.

Again, one can consider a variant with better representability properties,
namely G̃×G Ĝ.

Lemma 3.1.6. The sheaf G̃×GĜ is representable by an affine formal scheme
Spf S with finitely generated ideal of definition I ⊂ S given by the preimage
of the ideal defining the unit section in Ĝ. Moreover, S, I and S/I are flat
over R, and if R is of characteristic p, then S is relatively perfect over R,
i.e. the relative Frobenius morphism

ΦS/R : S ⊗R,Φ R → S

is an isomorphism.

Proof. As G
p→ G is relatively representable (and finite locally free), the map

G×G Ĝ → Ĝ is relatively representable, and thus G×G Ĝ is representable,
where the transition map G → G is multiplication by a p-power. Moreover,
the ideal of definition does not change: One can take the preimage of the
ideal defining the unit section in Ĝ. Upon passing to the inverse limit (i.e.,
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the direct limit on the level of rings), we get representability of G̃×G Ĝ: The

flatness assertions are easy to check, as Ĝ is a formal Lie variety and the

transition morphisms are finite and locally free. To check that S is relatively

perfect over R, one has to check that the pullback of Ĝ(p) along F : G → G(p)

is Ĝ, which is obvious.

Remark 3.1.7. Note that G̃×G Ĝ is still a crystal on the infinitesimal site,

as checking whether a section of G on a thickening S → R of R lies in Ĝ(S)

can be checked after restricting to R, by definition of Ĝ.

3.2. The universal vector extension, and the universal cover

Let EG be the universal vector extension of G:

0 → V → EG → G → 0 .

Define a map

(3.2.1) sG : G̃(R) → EG(R)

as follows. Represent an element x ∈ G̃(R) by a sequence xn ∈ G(R). Lift

xn to an element yn ∈ EG(R), and form the limit limn→∞ pnyn. The limit

exists because the differences pm+nym+n − pnyn lie in pnV (R). A different

choice of lifts changes the value of y by an element of the form limn→∞ pnvn
with vn ∈ V (R), but this limit is 0. Set sG(x) = y. It is easy to see that the

formation of sG is functorial in G.

We note that if G = Qp/Zp, then the universal vector extension of G is

0 → Ga → Ga ⊕Qp

Zp
→ Qp/Zp → 0,

and the morphism sG : G̃ → EG is exactly the inclusion of Qp into (R ⊕
Qp)/Zp.

Lemma 3.2.1. The morphism sG extends functorially to a morphism of

crystals G̃ → EG on the nilpotent crystalline site (i.e., thickenings with a

nilpotent PD structure).

Proof. Let S → R be a nilpotent PD thickening. As one can always lift

p-divisible groups from R to S, it is enough to prove the following result.
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Lemma 3.2.2. Let G, H be two p-divisible groups over S, with reductions

G0, H0 to R. Let f0 : G0 → H0 be any morphism. Then the diagram

G̃(S)
sG

f̃0

EG(S)

Ef0

H̃(S) sH
EH(S)

commutes.

Proof. Some multiple pnf0 of f0 lifts to a morphism f : G → H over S. It is

clear that the diagram

G̃(S)
sG

f̃

EG(S)

Ef

H̃(S) sH
EH(S)

commutes, as everything is defined over S. Let g ∈ Hom(G̃(S), EH(S))

denote the difference of the two morphisms in the diagram of the lemma.

Then we just proved that png = 0. On the other hand, G̃(S) is a Qp-vector

space. It follows that g = 0.

Now assume that S is a topological Zp-algebra, equipped with a surjec-

tion S → R, whose kernel is topologically nilpotent and has a PD structure.

We do not require the PD structure to be (topologically) nilpotent. For

example, we allow the surjection Z2 → F2.

In the following, we write M(G) for the crystal LieEG. Note that by

the theory of [BBM82], it can be made into a crystal on the crystalline site,

not just on the nilpotent crystalline site.

Definition 3.2.3. The quasi-logarithm map is defined as the map

qlogG : G̃(S) → M(G)(S)[p−1]

given as the composite

G̃(S)
sG−→ EG(S)

logEG−→ M(G)(S)[p−1] .
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Remark 3.2.4. In this definition, we want to evaluate EG on S. This
may not be possible, as the thickening S → R is not required to have a

(topologically) nilpotent PD structure. The easiest way around this is the
following. Consider R′ = S/I2, where I = ker(S → R). Then S → R′ is a

topologically nilpotent PD thickening. Up to isogeny, working over R and
R′ is equivalent. As the quasi-logarithm only involves objects up to isogeny,
we can use the definition for S → R′ to get the result for S → R.

Lemma 3.2.5. Let G′ be a lift of G to S. The diagram

G̃(S)
qlogG

M(G)(S)[p−1]

G′(S)
logG′

(LieG′)[p−1]

commutes.

Remark 3.2.6. This lemma says that on the universal cover G̃(S), which is

independent of the lift, one has quasi-logarithm map (which is also indepen-
dent of the lift), and which specializes to the logarithm map of any chosen
lift G′ upon projection to the corresponding quotient M(G)(S) → LieG′.

Proof. Reduce to the case of a topologically nilpotent PD thickening as in
the previous remark. Then the maps from G̃(S) = G̃′(S) both factor over
sG′ : G̃′(S) → EG′(S). The remaining diagram is just the functoriality of

log.

3.3. The Tate module of a p-divisible group

Consider the sheaf

T (G)(S) = lim←−
n

G[pn](S) ,

on NilpopR , which we call the (integral) Tate module of G. Clearly, T (G) is a

sheaf of Zp-modules.

Proposition 3.3.1. The sheaf T (G) is representable by an affine scheme,
flat over SpecR.

Proof. Note that T (G) is the closed subfunctor of G̃×G Ĝ given by pullback

from the zero section in Ĝ. This means that in the notation of Lemma 3.1.6
that T (G) = Spec(S/I), giving the result.
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From now on, we will assume that R is an adic Zp-algebra, with a finitely

generated ideal I of definition containing p, and take a p-divisible group

G over R. The previous discussion applies to all rings R/In, and we will

consider the objects obtained by passage to the inverse limit in the following.

We have the adic space T (G)ad, and its generic fibre T (G)adη over

Spa(Qp,Zp), which is an adic space over Spa(R,R)η.

Proposition 3.3.2. We have

T (G)adη ∼ lim←−
n

G[pn]adη .

Proof. By Proposition 2.4.3, is enough to prove that T (G)ad ∼ lim←−n
G[pn]ad.

However, if G[pn] = Spf Rn, then T (G) = Spf R∞, where R∞ is the p-adic

completion of lim−→Rn. Thus the result follows from Proposition 2.4.2.

Proposition 3.3.3. Multiplication by p induces an open immersion T (G)adη →
T (G)adη . In particular,

V (G)adη = lim−→
p

T (G)adη

is an adic space over Spa(R,R)η, which we call the rational Tate module of

G.

Remark 3.3.4. Although V (G)adη does not come as the generic fibre of

some object V (G)ad in general, we still leave a subscript η in the notation

to indicate where the object is living.

Proof. We note that there is a pullback diagram

T (G)ad
p

T (G)ad

{e} G[p]ad

in the category of adic spaces, where {e} ⊂ G[p]ad denotes the identity

section. On the generic fibre, {e} ⊂ G[p]adη is an open immersion, giving the

claim.

Although G is not in general representable, one can still define Gad
η as a

functor.
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Lemma 3.3.5. The subfunctor

Gad
η [p∞] = lim−→Gad

η [pn] = lim−→G[pn]adη

is representable by an adic space over Spa(R,R)η.

There is an exact sequence of functors

0 → T (G)adη → V (G)adη → Gad
η [p∞] .

Proof. The identity Gad
η [pn] = G[pn]adη is easy to check. However, G[pn] is

representable, hence so is G[pn]adη . The transition maps are open immersions,

so we get the result. The exact sequence of functors is obvious.

3.4. The logarithm

The Lie algebra LieG is a locally free R-module. We can associate to it an

adic space. We give the construction for any locally free R-module.

Proposition 3.4.1. Let M be a locally free R-module. The sheafification of

the functor on CAffSpa(R,R)η sending (S, S+) to M ⊗R S is representable by

an adic space over Spa(R,R)η, which we denote M ⊗Ga.

Proof. One immediately reduces to the case where M is free, and hence

where M = R. Now, we can assume that R = Zp, as the general case follows

from this by base-change. We have to show that the sheafification of the func-

tor (S, S+) �→ S on complete affinoid (Qp,Zp)-algebras is representable by

an adic space Ga over Qp. Note that as S = S+[p−1], it can be written as the

direct limit of the functor (S, S+) �→ S+ along the multiplication by p map.

The latter functor is representable by Spa(Qp 〈X〉 ,Zp 〈X〉), hence Ga = A1

is representable by the increasing union of the balls Spa(Qp 〈pmX〉,Zp 〈pmX〉),
m ≥ 0.

The objects introduced so far sit in an exact sequence.

Proposition 3.4.2. (i)There is a natural Zp-linear logarithm map

logG : Gad
η → LieG⊗Ga

of sheaves over CAffSpa(R,R)η .

(ii)The functor Gad
η is representable by an adic space over Spa(R,R)η.
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(iii)The sequence

0 → Gad
η [p∞] → Gad

η → LieG⊗Ga

of sheaves of Zp-modules over CAffSpa(R,R)η is exact.

(iv)The functor G̃ad
η is representable by an adic space over Spa(R,R)η.

(v)The sequence

0 → V (G)adη → G̃ad
η → LieG⊗Ga

of sheaves of Qp-vector spaces over CAffSpa(R,R)η is exact.

Proof. Functorially in (S, S+), we have to define a Zp-linear map

logG : Gad
η (S, S+) → (LieG⊗Ga)(S) .

Recall that Gad
η is the sheaf associated to

(S, S+) �→ lim−→
S0⊂S+

G(S0) ,

and LieG⊗Ga is the sheaf associated to (S, S+) �→ LieG⊗R S. Changing
notation slightly, we see that it is enough to describe a functorial map

logG : G(R) → LieG[p−1]

for any p-adically complete and separated flat Zp-algebra R, and p-divisible
group G over R. Then Lemma 2.2.5 of [Mes72] gives a Zp-linear bijection

logG : ker(G(R) → G(R/p2))
∼=→ p2 LieG .

As multiplication by p is topologically nilpotent on G(R), any section x ∈
G(R) admits some integer n ≥ 0 such that [pn]G(x) ∈ ker(G(R) → G(R/p2)).
This allows one to extend the morphism to

logG : G(R) → LieG[p−1] ,

as desired. It also shows that the kernel is precisely G(R)[p∞], which proves
part (iii). For part (ii), note that we have proved that there is an open subset
U of the identity of Gad

η on which logG is an isomorphism onto its image; it
follows that this open subset is representable. But as multiplication by p is
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relatively representable (and finite locally free), it follows that the preimages
of U under multiplication by p-powers are representable. Now one finishes
the proof by noting multiplication by p is topologically nilpotent.

Similarly, in part (iv), the representability of G̃ad
η follows from the repre-

sentability of Gad
η and the relative representability of G̃ → G (as an inverse

of finite locally free morphisms G
pk

−→ G).
For part (v), the only nontrivial part is to show exactness in the middle.

But if x ∈ G̃ad
η (S, S+) maps to 0 in (LieG⊗Ga)(S, S

+), then the sequence
in part (iii) shows that after multiplication by a power of p, x maps to 0 in
Gad

η (S, S+). By definition of T (G), this implies that x lies in T (G)adη (S, S+),
as desired.

3.5. Explicit Dieudonné theory

Later, we will need to make certain maps between Dieudonné modules ex-
plicit. This will be contained in the following discussion. Again, let R be a
ring on which p is nilpotent, and let S be a topological ring equipped with
a surjection S → R whose kernel is topologically nilpotent and has a PD
structure. Let G be a p-divisible group over R. Note that

HomR(Qp/Zp, G) = TG(R) .

In particular, Dieudonné theory gives a map

TG(R) = HomR(Qp/Zp, G) → Hom(M(Qp/Zp)(S),M(G)(S)) → M(G)(S) ,

by evaluation at the natural element 1 ∈ M(Qp/Zp)(S), in turn giving a
map

G̃(R) = TG(R)[p−1] → M(G)(S)[p−1] .

Lemma 3.5.1. The map G̃(R) → M(G)(S)[p−1] agrees with qlog : G̃(R) →
M(G)(S)[p−1].

Proof. First note that we are allowed to work up to isogeny; in particu-
lar, we can again assume that S → R has a topologically nilpotent PD
structure. Now note that both morphisms are functorial in the group G,
and any element t ∈ G̃(R) = HomR(Qp/Zp, G)[p−1] comes via functoriality
from the identity morphism of Qp/Zp. It follows that it is enough to prove
the statement for the identity morphism of G = Qp/Zp. In that case, the
statement is easily verified from the definition of the natural basis element
1 ∈ M(Qp/Zp)(S).
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4. Dieudonné theory over semiperfect rings

4.1. Statement of result

Let R be a ring of characteristic p.

Definition 4.1.1. A ring R in characteristic p is semiperfect if the Frobe-
nius map Φ: R → R is surjective. A map f : R → S of semiperfect rings is
said to be an isogeny if its kernel I ⊂ R satisfies Φn(I) = 0 for some n.

In particular, an isogeny f : R → S factors over Φn : R → R for some n,
giving a map g : S → R, which is also an isogeny. One checks that the notion
of being isogenous gives an equivalence relation on the set of semiperfect
rings.

Definition/Proposition 4.1.2. Let R be a semiperfect ring. Let R� =
lim←−Φ

R denote its (inverse) perfection, equipped with the inverse limit topol-
ogy. Then the following statements are equivalent.

(i)The ring R� is f-adic.

(ii)The ring R is isogenous to a semiperfect ring S which is the quotient of
a perfect ring T by a finitely generated ideal J ⊂ T .

In this case, we say that R is f-semiperfect. Moreover, in that case R is
isogenous to a ring S which is the quotient of a perfect ring T by an ideal
J ⊂ T for which Φ(J) = Jp.

Proof. Let J = ker(R� → R). Then Φn(J) is a basis of open neighborhoods
of 0 in R�. Assume that R� is f-adic, and let I ⊂ R� be a finitely generated
ideal of definition. Then Φn(J) ⊂ I for some n, hence J ⊂ Φ−n(I), and we
can take S = R�/Φ−n(I).

Conversely, it is enough to show that if J is finitely generated, then R�

is f-adic. It is enough to show that J is an ideal of definition. But Φn(J) and
Jn are cofinal if J is finitely generated, giving the result.

For the last statement, note that if J ⊂ R� is finitely generated, then
J ′ =

⋃
nΦ

−n(Jpn

) ⊂ R� is an ideal of definition of R� with Φ(J ′) = (J ′)p,
and S = R�/J ′ has the desired property.

Also recall the following result of Fontaine.

Proposition 4.1.3. Let R be a semiperfect ring. Then there is a universal p-
adically complete PD thickening Acris(R) of R. The construction of Acris(R)
is functorial in R; in particular, there is a natural Frobenius ϕ on Acris(R).
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Proof. Let us just recall the construction: Acris(R) is the p-adic completion

of the PD hull of the surjection W (R�) → R.

For semiperfect rings R, the Dieudonné module functor is given by eval-

uating the Dieudonné crystal on Acris(R) → R. One gets a functor from

p-divisible groups G over R to finite projective Acris(R)-modules M =

M(G)(Acris(R)) equipped with maps

F : M⊗Acris(R),ϕ Acris(R) → M

V : M → M⊗Acris(R),ϕ Acris(R)

satisfying FV = V F = p.

Passing to the isogeny category, we get a functor from p-divisible groups

over R up to isogeny to finite projective B+
cris(R) = Acris(R)[p−1]-modules

equipped with F and V as before. We can now state the main theorem of

this section.

Theorem 4.1.4. Let R be an f-semiperfect ring. Then the Dieudonné mod-

ule functor on p-divisible groups up to isogeny is fully faithful.

The following proposition says that this statement is invariant under

isogenies of semiperfect rings.

Proposition 4.1.5. Let f : R → S be an isogeny of semiperfect rings. Then

the reduction functor from p-divisible groups over R up to isogeny to p-

divisible groups over S up to isogeny is an equivalence. The same result

holds for Dieudonné modules.

Proof. One reduces to checking both statements for Φ: R → R. Write R(1)

for the ring R, considered as an R-algebra via Φ: R → R. We have the base

extension functor G �→ G(1) = G ⊗R R(1). On the other hand, R(1) ∼= R

as rings, so one may consider any p-divisible group H over R(1) as a p-

divisible group over R. The composite of the two functors is isogenous to

the identity, using F : G → G(1), and V : G(1) → G, respectively. The same

argument works for Dieudonné modules.

Remark 4.1.6. Before going on, let us observe several pathologies. The first

is that torsion may appear in Acris(R). In fact, one may adapt the example

in [BO83] to the present situation. Let p �= 2, and consider

R = Fp[X
1/p∞

, Y 1/p∞
]/(X2, XY, Y 2) .
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Then R� = Fp�X
1/p∞

, Y 1/p∞
�, and we get canonical Teichmüller lits X,Y ∈

W (R�). Let γp(x) denote the p-th divided power of x. Then we can consider
the element

τ = γp(X
2)γp(Y

2)− γp(XY )2 .

It is easy to see that pτ = 0, and also ϕ(τ) = 0. However, one can check
that τ �= 0. For this, look at the thickening

S = Fp[X
1/p∞

, Y 1/p∞
, U, V ]/(X2+ε, X2Y ε, X1+εY,XY 1+ε, XεY 2, Y 2+ε, XεU,

Y εU,XεV, Y εV,U2, V 2)

of R. Here ε runs through 1/pn, for all n ≥ 0. Note that the kernel K
of S → R has an Fp-basis (X2, XY, Y 2, U, V, UV ). One can define divided
powers on K in a unique way extending

γp(aX
2 + bXY + cY 2 + dU + eV + fUV ) = apU + cpV .

One gets an induced map Acris(R) → S sending τ to UV �= 0.
Note that τ can be interpreted as a morphism of Dieudonné crystals from

Qp/Zp to μp∞ , which cannot come from a morphism of p-divisible groups.
In this first example, R is f-semiperfect. Another pathology occurs for

semiperfect rings which are not f-semiperfect. Consider the ring

R = Fp[X
1/p∞

1 , X
1/p∞

2 , . . .]/I,

where

I = (X1, X2, . . . , ∀n : X
1/pn

1 = (X2X3)
1/pn

= (X4X5X6)
1/pn

= . . .).

In this example,

R�=Fp�X
1/p∞

1 , X
1/p∞

2 , . . .�/(∀n :X
1/pn

1 =(X2X3)
1/pn

=(X4X5X6)
1/pn

= . . .) .

This ring is complete for the topology making the ideals Φk(J)= (Xpk

1 , Xpk

2 , . . .),
k ≥ 0, a basis of open neighborhoods of 0. Then the element [X1]

p lies in
the kernel of W (R�) → Acris(R). Indeed, it is enough to show that it is di-
visible by pk for all k. But we can write X1 as a product of k elements of J ,
X1 = Y1 · · ·Yk. (For example, if k = 3, take Y1 = X4, Y2 = X5, Y3 = X6.)
Then

[X1]
p = [Y1]

p · · · [Yk]p = (p!)kγp(Y1) · · · γp(Yk) ,
as claimed.
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However, for f-semiperfect rings, this second pathology cannot occur.

Lemma 4.1.7. Let R be an f-semiperfect ring. Then the canonical map
W (R�) → Acris(R) is injective.

Proof. For the proof, we will construct certain explicit PD thickenings. Let
J = ker(R� → R); we may assume that Φ(J) = Jp. This implies that the
subset

[J ] := {
∑
i≥0

[ri]p
i ∈ W (R�) | ri ∈ J} ⊂ W (R�)

is an ideal. Moreover, W (R�) is complete for the [J ]-adic topology. Let
WPD ⊂ W (R�)[p−1] denote the subring generated by all divided powers
of elements of [J ]. It is the quotient of the PD hull of W (R�) → R by its
p-torsion. Now consider

WPD,n = WPD/(WPD ∩ ϕn([J ][p−1])) .

Then elements of WPD,n can be written uniquely as a sum
∑

i∈Z[ri]p
i, where

ri ∈ R�/Φn(J), and zero for i sufficiently negative. It is easy to see that the
PD structure on WPD(R

�) passes uniquely to the quotient WPD,n. Moreover,
WPD,n is p-adically complete. One gets an induced map Acris(R) → WPD,n.
The kernel of the composite W → Acris(R) → WPD,n is exactly Φn([J ]). As
W (R�) is complete for the [J ]-adic topology, this gives the result.

We will also need the following result.

Lemma 4.1.8. Let R be any semiperfect ring, and let Icris(R) ⊂ Acris(R)
be the kernel of Acris(R) → R. There is a unique ϕ-linear map

ϕ1 : Icris(R) → Acris(R)

such that pϕ1 = ϕ, ϕ1(p) = 1 and

ϕ1(γn([x])) =
(np)!

p · n!γnp([x])

for all x ∈ J and n ≥ 1.

Remark 4.1.9. As the proof will show, one could also simply say there is
a unique way to define ‘ϕ/p’ on Icris(R) in a way functorial in R. Also, the
lemma implies that the surjection Acris(R) → R naturally has the structure
of a frame in the sense of [Lau10]. It is probably true that any p-divisible
group over R gives rise to a window over this frame, but this does not seem
to be a direct consequence of the general theory.
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Proof. As Icris(R) is generated by p and γn([x]) for x ∈ J , n ≥ 1, it is
clear that the map is uniquely determined. We have to see that such a map
exists. We argue by reduction to the universal case. To avoid technicalities,
we argue modulo pk for any k ≥ 1 and show that there is a unique map

Icris,n(R) → Acris,n−1(R)

with the properties described, where Acris,n(R) = Acris(R)/pn is the univer-
sal PD thickening of pn-torsion. The requirements uniquely pin down

ϕ1(γk(a))

for any a =
∑n−1

i=0 [ri]p
i ∈ Wn−1(R

�), r0 ∈ J , k ≥ 1. For this, use induction
in k to break up the sum and reduce to a single summand. In that case, use
the defining properties. Now, the elements γk(a) generate Icris,n(R), and are
subject to certain universal relations. We have to check that ϕ1 preserves
these relations. For this, we have to check that certain relations, each in-
volving finitely many ϕ1(γki

(ai)), are satisfied. The coefficients of the ai give
rise to a map

R′ = Fp[X
1/p∞

1 , . . . , X1/p∞

s , Y
1/p∞

1 , . . . , Y
1/p∞

t ]/(X1, . . . , Xs) → R

sending Xi to the 0-th coefficients of the ai, and the Yj to the other coeffi-
cients of ai; so in particular, there are elements a′i ∈ W (R′�) mapping to ai.
We claim that it is enough to check the result over R′. If it is true there, the
desired relations among the ϕ1(γki

(a′i)) follow from the relations defining
Acris,n−1(R

′). Each defining relation of Acris,n−1(R
′) gives a defining relation

for Acris,n−1(R) by specialization, and thus the desired relation among the
ϕ1(γki

(ai)) follows by specialization.
Now we claim that in the universal case of R′, Acris(R

′) is p-torsion
free, which obviously implies existence of ϕ1. Indeed, by decomposition into
a product, one reduces immediately to the cases where R = Fp[X

1/p∞
] or

R = Fp[X
1/p∞

]/X. In the first case, Acris(R) = W (R) is clearly p-torsion
free. In the second case, one has the exact sequence

0 → (X − T )W (R�) 〈T 〉 → W (R�) 〈T 〉 → Acris(R) → 0 ,

where 〈T 〉 denotes the p-adically completed free PD polynomial algebra in
one variable T , and X ∈ W (R�) denotes the canonical Teichmüller lift.
Assume that ∑

n≥0

anγn(T ) ∈ W (R�) 〈T 〉
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with an ∈ W (R�), converging to 0, defines a p-torsion element in Acris(R).
Then there exists ∑

n≥0

bnγn(T ) ∈ W (R�) 〈T 〉

with

(X − T )
∑
n≥0

bnγn(T ) = p
∑
n≥0

anγn(T ) .

This means pa0 = Xb0, pa1 = Xb1 − Tb0, and in general pan = Xbn −
nTbn−1. Using that X is not torsion in R�, one checks inductively that bn is
divisible by p, which then shows that

∑
n≥0 anγn(T ) maps to 0 in Acris(R),

as desired.

Remark 4.1.10. The final computation showing that Acris(R) is p-torsion
free if J = ker(R� → R) is principal and generated by a non-torsion ele-
ment, is the same as the classical computation showing that Fontaine’s ring
Acris = Acris(OC/p) is p-torsion free (and generalizes it), where C/Qp is an
algebraically closed complete extension.

More generally, we have the following proposition. We will not need
the following results in the rest of the paper, and include them only for
completeness.

Proposition 4.1.11. Let R be an f-semiperfect ring such that R = S/J ,
where S is a perfect ring, and J = (s1, . . . , sn) is an ideal generated by a
regular sequence s1, . . . , sn ∈ S. Then Acris(R) is p-torsion free. Moreover,
Φ: R → R admits the structure of a PD thickening.

Proof. Easy and left to the reader. We note that the PD structure on
Φ: R → R depends on the choice of the regular sequence (s1, . . . , sn).

Corollary 4.1.12. Let R be an f-semiperfect ring such that R = S/J ,
where S is a perfect ring, and J is an ideal generated by a regular sequence.
Assume Theorem 4.1.4. Then the Dieudonné module functor on p-divisible
groups over R is fully faithful.

Proof. We follow the proof of Lemma 11 in [Fal10]. Let G,H be two p-
divisible groups over R. We have to check that

Hom(G,H) → Hom(M(G),M(H))

is an isomorphism. As Acris(R) is p-torsion free, both groups are flat over Zp.
As the kernel and cokernel are p-torsion, we see that the kernel is trivial;
we have to show that the cokernel is trivial as well. For this, we have to
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check that if f ∈ Hom(G,H) such that M(f) is divisible by p, then f is
divisible by p. For this, evaluate M(f) at the PD thickening Φ: R → R. By
assumption, this evaluation is 0, as R is p-torsion. Fixing lifts of G′ and H ′

to Φ: R → R, we find that f lifts to f ′ : G′ → H ′, and that the map induced
by f ′ on Lie algebras of the universal vector extension is trivial. We claim
that f ′ factors as a composite

G′ F→ G′(1) → H ′(1) V→ H ′ ,

where G′(1), H ′(1) are the pullbacks of G′, H ′ via Φ: R → R. By duality, it
suffices to check factorization over G′(1). But G′ → H ′ is trivial on Lie alge-
bras, which means that the map becomes trivial on the kernel of Frobenius,
i.e. the desired factorization. But then we get a map g(1) : G′(1) → H ′(1),
which is the same thing as a map g : G → H over R. One checks directly
that pg = f , as desired.

4.2. The case Qp/Zp → μp∞

In this section, we will prove the full faithfulness results up to isogeny for the
case of homomorphisms from Qp/Zp to μp∞ . We note that the Dieudonné
module M(Qp/Zp) (resp., M(μp∞)) is a free Acris(R)-module of rank 1, with
F acting on a basis element as p (resp., as 1).

Lemma 4.2.1. There is a canonical identification

HomR(Qp/Zp, μp∞) = 1 + J ⊂ R� ,

under which the canonical map

HomR(Qp/Zp, μp∞) → Hom(M(Qp/Zp),M(μp∞))[p−1] = B+
cris(R)ϕ=p

is identified with the map

1 + J → B+
cris(R)ϕ=p : r �→ log([r]) .

Proof. This follows from Lemma 3.5.1 above. For the first part, note that
an element of HomR(Qp/Zp, μp∞) is given by a sequence r0, r1, . . . ∈ R such
that ri = rpi+1, and r0 = 1. This gives rise to an element of r ∈ R� such that
r maps to 1 in R, i.e. r ∈ 1 + J .

Let I = ker(W (R�) → R). The following lemma implies that 1 + J →
B+

cris(R)ϕ=p is injective.
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Lemma 4.2.2. Let w ∈ 1 + I. If logw = 0, then w = ±1. If p �= 2, then in
fact w = 1.

Proof. Assume first p �= 2. Note that wp ∈ 1 + pA. We have logwp = 0, so
that

0 = logwp = (wp − 1)

(
1− wp − 1

2
+

(wp − 1)2

3
− . . .

)
.

The factor on the right lies in 1+pA ∈ A×, whence wp = 1 (in Acris(R), hence
in W (R�) by Lemma 4.1.7). But as R� is perfect, there are no nontrivial p-th
roots in W (R�), hence w = 1.

If p = 2, argue similarly with w4 ∈ 1 + 4A, showing that w4 = 1. For
p = 2, the only nontrivial 4-th roots of unity in W (R�) are ±1, giving the
result.

In the following, we use Proposition 4.1.5 and 4.1.2 to replace R by an f-
semiperfect ring for which J = ker(R� → R) satisfies Φ(J) = Jp. For k ≥ 0,
let I(k) ⊂ W (R�) be the ideal

I(k) = [Jpk

]W (R�) + p[Jpk−1

]W (R�) + . . .+ pk[J ]W (R�) + pk+1W (R�) ,

so that I(0) = I. In terms of the presentation of Witt vectors as sequences,
we have

I(k) = {(a0, a1, . . .) | ai ∈ Jpk

for i = 0, 1, . . . , k} .

Thus I(k) is the kernel of the homomorphism fromW (R�) ontoWk+1(R
�/Jpk

),
whereWi is the functor of truncated Witt vectors of length i. SinceW (R�) =
lim←−Wk(R

�), and R� = lim←−R�/Jpk

, the following lemma is immediate.

Lemma 4.2.3. The ring W (R�) is complete with respect to the linear topol-
ogy induced by the ideals I(k), i.e., W (R�) ∼= lim←−W (R�)/I(k). Moreover, for

any i ≥ 0, (1 + I)p
i ⊂ 1 + I(i).

Recall the quotient Acris(R) → W (R�)/[J ] of Acris(R) from the proof of
Lemma 4.1.7. We let N ⊂ Acris(R) be the kernel. Note that N is generated
by γn([x]), for x ∈ J and n ≥ 1.

Lemma 4.2.4. The map ϕ1 : Icris(R) → Acris(R) preserves N ⊂ Icris(R).
The restriction ϕ1|N is topologically nilpotent.

Proof. Recall that N is generated as Acris(R)-module by z = γn([x]), where
x ∈ J and n ≥ 1. We compute from the definition of ϕ1,

ϕ1(z) = ϕ1(γn([x])) =
(np)!

p · n!γnp([x]) ∈ N .
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Moreover, this is divisible by (n!)p−1, from which one easily deduces that ϕ1

is topologically nilpotent.

Take any a ∈ B+
cris(R)ϕ=p. Multiplying a by a power of p, we may assume

that a ∈ Acris(R)ϕ=p, or even that

a ∈ Icris(R)ϕ
1=1 .

As W (R�) → W (R�)/[J ] is surjective, there exist n ∈ N and w ∈ W (R�)
with a = w+n. After multiplying a by p2, we may assume that w ∈ p2W (R�).

Consider the element

z = ϕ1(w)− w = n− ϕ1(n) ∈ W ∩N = [J ] .

Writing z =
∑

i≥0[zi]p
i, we have zi ∈ J for all i ≥ 0. Observe that

a = w + n = w + z + ϕ1(z) + (ϕ1)2(z) + . . .+ (ϕ1)k(z) + . . . ,

because the sum on the right-hand side makes sense by the previous lemma.

Let AH(t) be the Artin-Hasse exponential series:

AH(t) = exp

(
t+

tp

p
+

tp
2

p2
+ . . .

)
.

It is a classical result that AH(t) ∈ Zp�t�. Since zi ∈ J , Lemma 4.2.3 ensures

that AH([zi]) converges to an element in 1+ I. Note that logAH([zi]) does
not exist in W (R�), but it does make sense in Acris(R).

Lemma 4.2.5. For any semiperfect ring R and any element z ∈ J =

ker(R� → R), we have

logAH([z]) =
∑
n≥0

(ϕ1)n([z]) .

Proof. This is immediate by reduction to the universal case R = Fp[z
1/p∞

]/z,

for which we recall that Acris(R) is p-torsion free.

Applying Lemma 4.2.3, the product

ξ = exp(w)
∏
i≥0

AH([zi])
pi
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converges to an element of 1 + I; here we use that w ∈ p2W (R�) to ensure
convergence of the exponential even for p = 2. Then log ξ converges in
Acris(R) to a = w + n.

Lemma 4.2.6. There is an equality ϕ(ξ) = ±ξp, and in fact ϕ(ξ) = ξp if
p �= 2.

Proof. We have log(ϕ(ξ)/ξp) = ϕ(a) − pa = 0. By Lemma 4.2.2, ϕ(ξ) =
±ξp.

Let r be the image of ξ in R�, so that r ∈ 1 + J . Let ζ = ξ/[r] ∈
1 + pW (R�); then ϕ(ζ) = ±ζp. A simple induction argument on the highest
power of p to divide ζ − 1 shows that ζ = 1 (showing a posteriori that, even
for p = 2, there is no sign ambiguity). Thus ξ = [r], and a = log([r]), as
desired.

4.3. A surjectivity result

The proof of full-faithfulness for general p-divisible groups G and H will
require a certain surjectivity result that we will formulate in this subsection.

Let R be a semiperfect ring and let G be a p-divisible group over R.
Consider the R-algebra S which represents the Tate module TG, and the
R-algebra S̃ which represents G̃×G Ĝ. We recall that S̃ is a relative perfect
flat R-algebra, and that S = S̃/I is a flat R-algebra, where I ⊂ S̃ is the
finitely generated ideal coming as pullback from the zero section {e} ⊂ Ĝ.

In particular, we see that S is semiperfect (and f-semiperfect if R is f-
semiperfect). Now note that there is a universal homomorphism Qp/Zp → G
over S. It induces a map

Acris(S) = M(Qp/Zp)(Acris(S)) → M(G)(Acris(R))⊗Acris(R) Acris(S) ,

i.e. gives an element of M(G)(Acris(R))⊗Acris(R)Acris(S). In turn, it induces
a map

Acris(S)
∗ = HomAcris(R)(Acris(S), Acris(R)) → M(G)(Acris(R)) .

Theorem 4.3.1. The cokernel of the map

Acris(S)
∗ → M(G)(Acris(R))

is killed by p2.
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Remark 4.3.2. This theorem can be regarded as the existence of many
morphisms Qp/Zp → G over certain R-algebras. Note that if R = Fp and
G = μp∞ , then no such morphisms exist over noetherian rings: One has
to go to big rings to get these morphisms. Unfortunately, our proof will
rely heavily on the theory of perfectoid spaces, and it would be desirable to
have a more elementary argument. We should also note that it is probably
possible to improve on the result; for example, for p �= 2, our proof gives p
in place of p2.

First we show that is enough to prove Theorem 4.3.1 in the case that R
is a perfect ring.

Proposition 4.3.3. Suppose that Theorem 4.3.1 holds whenever R is a
perfect ring. Then it holds unconditionally.

Proof. Take any semiperfect ring R, and let R� be its inverse perfection,
with J = ker(R� → R), as usual. Fix a lift G′ of G to R�. Let S′ be the
R�-algebra which represents TG′. Since G is the base change of G′ along
R� → R, we have S = S′ ⊗R� R. The map S′ → S is therefore a surjection
with kernel JS′.

Lemma 4.3.4. There is an isomorphism of Acris(R)-algebras

Acris(S) ∼= Acris(S
′)⊗̂W (R�)Acris(R) .

Proof. Let S̃′ represent G̃′×G′ Ĝ′. Then S̃′ is relatively perfect over R�, thus
perfect. Let I ′ ⊂ S̃′ be the kernel of S̃′ → S′. As I ′ is topologically nilpotent,
one finds that

S� = (S′)� = S̃′ .

Also note that the kernel of the surjection S̃′ → S is given by I ′ + JS̃′.
Moreover, I ′ and JS̃′ satisfy

I ′ ∩ JS̃′ = I ′J .

This follows from the various flatness assertions for S̃′, I ′ and S′ over R′. In
particular, [BO78, Proposition 3.10] implies that giving divided powers on
I ′ + JS̃′ is equivalent to giving divided powers on I ′ and JS̃′ separately.

Now observe that one obtains Acris(S
′) by adding divided powers of

I ′, and one gets Acris(R) from W (R�) by adding divided powers of J (and
completing p-adically). It follows that

Acris(S
′)⊗̂W (R�)Acris(R)
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is the universal p-adically complete W (S̃′)-algebra with divided powers for

I ′ + JS̃′. But as I ′ + JS̃′ = ker(S̃′ → S), this is exactly Acris(S), as desired.

We now turn to the proof of Proposition 4.3.3. Since R� is perfect,

Acris(R
�) = W (R�). By hypothesis, the cokernel of

HomW (R�)(Acris(S
′),W (R�)) → M(G′)(W (R�))

is killed by p2. We base change along W (R�) → Acris(R) to find that the

cokernel of

HomAcris(R)(Acris(S
′)⊗̂W (R�)Acris(R), Acris(R)) → M(G′)⊗W (R�) Acris(R)

= M(G)(Acris(R))

is also killed by p2. By Lemma 4.3.4, Acris(S
′)⊗̂W (R�)Acris(R) ∼= Acris(S).

Therefore Theorem 4.3.1 holds for R.

Next, we will explain a method to construct many morphisms Qp/Zp →
G. For this, we will need big rings. More precisely, let C be a complete,

algebraically closed nonarchimedean field extension of Qp, and let (T, T+)

be a perfectoid affinoid (C,OC)-algebra for which SpecT is connected and

has no nontrivial finite étale covers. Let G be a p-divisible group over T+.

Lemma 4.3.5. The abelian group Gad
η (T, T+) = G(T+) is p-divisible.

Proof. Pulling back the morphism p : Gad
η → Gad

η to Spa(T, T+) gives a

finite étale cover of Spa(T, T+), i.e. a finite étale T -algebra by [Sch12]. By

assumption, this admits a section, giving the result.

Let G0(T+) = ker(G(T+) → G(T+/p)). Then we have the exact se-

quence

0 → TG(T+) → TG(T+/p) → G0(T+) → 0 .

Here the map TG(T+/p) → G0(T+) takes a sequence in lim←−G[pn](T+/p) ⊂
G̃(T+/p), lifts it uniquely to G̃(T+), and projects it onto G(T+). The se-

quence is exact on the right because of Lemma 4.3.5.

We may identify TG(T+/p) with HomT+/p(Qp/Zp, G⊗T+T+/p). Passage

to Dieudonné modules gives a map TG(T+/p) → M(G)(T+). Using Lemma
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3.2.5 and Lemma 3.5.1, we get a commutative diagram

0 TG(T+) TG(T+/p) G0(T+)

logG

0

0 (LieG∨)∨ M(G)(T+) LieG 0 .

Note that a priori we only know commutativity after composition with

LieG → (LieG)[p−1], but this map is injective. The cokernel of the log-

arithm map G0(T+) → LieG is killed by p1+ε for any ε > 0, because expG
converges on p1+ε LieG.

Moreover, we have the following Hodge-Tate decomposition over (T, T+).

Proposition 4.3.6. The cokernel of TG(T+)⊗Zp
T+ → (LieG∨)∨ is killed

by p1/(p−1)+ε for any ε > 0. More precisely, there is a natural sequence

0 → (LieG)(1) → TG(T+)⊗Zp
T+ → (LieG∨)∨ → 0

whose cohomology groups are killed by p1/(p−1)+ε for any ε > 0. Here, (1)

denotes a Tate twist ⊗Zp
Zp(1).

Remark 4.3.7. Let αG : TG(T+) ⊗Zp
T+ → (LieG∨)∨ denote the map

defined previously. Then the first map

(LieG)(1) → TG(T+)⊗Zp
T+

is given by α∨
G∨(1).

Proof. In the case that (T, T+) = (C,OC), the statement is exactly [FGL08,

Théorème II.1.1]. In general, we work over the perfectoid space X =

Spa(T, T+). All three terms of this sequence are finite projective T+-modules,

and we get an associated sequence (not necessarily a complex, not necessarily

exact)

0 → F1 → F2 → F3 → 0

of finite projective O+
X -modules, whose global sections recover the original

sequence. Here, we use that X is an honest adic space, i.e. we make use of

the sheaf property.

For all points x ∈ X, given by Spa(K,K+), the associated sequence

0 → F̂1,x → F̂2,x → F̂3,x → 0
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of Ô+
X,x = K+-modules has cohomology killed by p1/(p−1)+ε for any ε > 0.

Indeed, using the ε, we may replace K+ by OK , and then the result follows
from [FGL08, Théorème II.1.1], by extending to a complete algebraic closure,
noting that the rank of the Tate module was already maximal from the start
by (the proof of) Lemma 4.3.5.

Now, for any n, consider the sequence

0 → F1/p
n → F2/p

n → F3/p
n → 0 .

We claim that it is a complex, and that its cohomology groups are annihi-
lated by p2/(p−1)+ε for any ε > 0. It is enough to check this on stalks. But
on stalks, it is immediate from the previous discussion.

But the global sections of Fi/p
n are almost isomorphic toH0(X,Fi/p

n),
by the results of [Sch12]; moreover, the higher Hj(X,Fi/p

n), j > 0, are
almost zero. It follows that the sequence

0 → H0(X,F1)/p
n → H0(X,F2)/p

n → H0(X,F3)/p
n → 0

is (almost) a complex, and the cohomology groups are killed by p2/(p−1)+ε.
Upon passing to the inverse limit over n, we get the desired result, except for
slightly worse constants. As we will not need the precise constants, we leave
it to the reader to fill in the details showing that one can get p1/(p−1)+ε.

This discussion implies the following proposition.

Proposition 4.3.8. The cokernel of TG(T+/p) ⊗Zp
T+ → M(G)(T+) is

killed by p2+ε for any ε > 0.

Remark 4.3.9. For convenience, we had assumed that SpecT has no non-
trivial finite étale covers. To reach the conclusion, it would have been enough
to start with some base perfectoid affinoid (C,OC)-algebra (T0, T

+
0 ) and ad-

join a countable number of finite étale covers (each of which gives a perfec-
toid affinoid algebra, by the almost purity theorem). Indeed, we only had
to assume that the Tate module has enough sections over T+, which gives
countably many finite étale covers, and that we can lift countably many
elements of G0(T+) to TG(T+/p), each of which similarly amounts to a
countable number of finite étale covers.

With these preparations, we can give the proof of Theorem 4.3.1.

Proof. (of Theorem 4.3.1.)We have reduced to the case that R is perfect. We
can also assume that R is local, and in particular SpecR is connected. Let C
be the completion of an algebraic closure of Qp. Let T

+
0 = W (R)⊗Zp

OC , and
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let T0 = T+
0 [p−1]; then (T0, T

+
0 ) is a perfectoid affinoid (C,OC)-algebra. Note

that SpecT0 is still connected. Choose a T0-algebra T̃0 that is a direct limit
of faithfully flat finite étale T0-algebras, and such that Spec T̃0 is connected
and does not admit nontrivial finite étale covers. Let T̃+

0 ⊂ T̃0 be the integral
closure of T+

0 , and define (T, T+) as the completion of (T̃0, T̃
+
0 ) (with respect

to the p-adic topology on T̃+
0 ).

Let G be a p-divisible group over R, and fix a lift H of G ⊗R T+/p to
T+. Applying Proposition 4.3.8 to H shows that the cokernel of

(4.3.1) TG(T+/p)⊗Zp
T+ → M(H)(T+) = M(G)⊗W (R) T

+

is killed by p2+ε. In fact, as observed in Remark 4.3.9, it would have been
enough to adjoin countably many finite étale covers to T0, and so we assume
in the following that T is the completion of a direct limit of countably many
faithfully flat finite étale T0-algebras.

Lemma 4.3.10. The algebra (T, T+) is a perfectoid affinoid (C,OC)-algebra,
and T+ is almost faithfully flat over T+

0 . Moreover, for any ε > 0, one can
find W (R)-subalgebras S+

i ⊂ T+, such that T+ is the filtered union of the
S+
i , and such that for each i, there are maps

fi : T
+ → W (R)ni , gi : W (R)ni → S+

i

for which the composite

S+
i → T+ → W (R)ni → S+

i

is multiplication by pε.

Proof. The first sentence is a direct consequence of the almost purity the-
orem in the form given in [Sch12]. In fact, one even knows that one can
write T+ as the completion of a union of T+

0 -subalgebras T+
i for which

Ti = T+
i [p−1] is finite étale over T0, and for which T+

i is an almost direct
summand of (T+

0 )ni for some ni ≥ 1. In particular, there are maps

T+
i → (T+

0 )ni → T+
i

whose composite is pε. One can find a finite extension Ki of Qp and a finite
étale W (R) ⊗Zp

Ki-algebra Si such that Ti = Si ⊗Ki
C. Let S+

i ⊂ Si be
the integral closure of W (R). Taking Ki large enough, one can assume that
there are maps

S+
i → (W (R)⊗Zp

OKi
)ni → S+

i
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whose composition is pε. One can identify the middle term with W (R)n
′
i for

some n′
i. Therefore, it is enough to show that there is a map T+ → S+

i such
that S+

i → T+ → S+
i is multiplication by p2ε.

Possibly enlarging Ki, one can assume that the cokernel of S+
i ⊗OKi

OC → T+
i is killed by pε; in that case, any chosen projection OC → OKi

gives a retraction T+
i → p−εS+

i . It remains to show that there is a retraction
of T+

i → T+ up to pε.
For this, we use the countability statement. Write T+

1 = T+
i , and enu-

merate the other T+
j for j ≥ i as T+

1 ⊂ T+
2 ⊂ . . . . For each j ≥ 1, T+

j is

almost a direct summand of T+
j+1 (both being uniformly almost finite pro-

jective T+
0 -modules), so that one can choose retractions T+

j+1 → T+
j up to

pε/2
j

. By composition, we get maps T+
j → T+

1 for all j, and multiplying by
an appropriate p-power, they become a compatible system of retractions up
to pε. Taking their direct limit gives a retraction T+ → T+

1 up to pε, as
desired.

In the following, we use asterisks to denote the W (R)-linear dual, so e.g.

(T+)∗ = HomW (R)(T
+,W (R)) .

Lemma 4.3.11. The cokernel of the W (R)-linear map

(4.3.2) TG(T+/p)⊗̂Zp
(T+)∗ → M(G) ,

given as the composite of

TG(T+/p)⊗̂Zp
(T+)∗ → (M(G)⊗W (R) T

+)⊗̂Zp
(T+)∗

with the contraction of the second and third factor, is killed by p2.

Proof. We argue modulo pk for any k ≥ 3. We claim that it suffices to check
that the cokernel of

γ :
(
TG(T+/p)⊗Zp

(T+)∗
)
⊗W (R) T

+/pk → M(G)⊗W (R) T
+/pk

is killed by p3−ε for some ε > 0. Indeed, let X be the cokernel of (4.3.2)
(modulo pk), and let Y be the image of multiplication by p2 on X. Assuming
the result for γ, we find that Y ⊗W (R) T

+/pk is killed by p1−ε for some

ε > 0. But then Y ⊗W (R) T
+
0 /pk is killed by p1−ε for some ε > 0, as T+/pk

is almost faithfully flat over T+
0 /pk. Now Y ⊗W (R) T

+
0 /pk = Y ⊗Zp

OC/p
k =

Y ⊗Fp
OC/p, where Y is an Fp-vector space. Thus Y ⊗Fp

OC/p is free. If it
is killed by p1−ε, it follows that Y = 0, as desired.
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We recall that we want to show that the cokernel of

γ :
(
TG(T+/p)⊗Zp

(T+)∗
)
⊗W (R) T

+/pk → M(G)⊗W (R) T
+/pk

is killed by p3−ε for some ε > 0. Take any t∈TG(T+/p). Write β : TG(T+/p)→
M(G)⊗W (R) T

+/pk for the canonical map. We claim that pεβ(t) lies in the

image of γ. This will give the result, as the image of γ is then a T+/pk-

submodule of M(G) ⊗W (R) T
+/pk containing pεβ(TG(T+/p)), giving the

result by (4.3.1).

Now modulo pk, β(t) ∈ M(G)⊗W (R)T
+/pk will lie inM(G)⊗W (R)S

+
i /p

k

for i large enough, where we use the algebras S+
i constructed in Lemma

4.3.10.

Note that the maps constructed in Lemma 4.3.10 give rise to an element

x ∈ (T+)∗ ⊗W (R) S
+
i . Then

t⊗x ∈ TG(T+/p)⊗Zp
(T+)∗⊗W (R)S

+
i

(
→ (TG(T+/p)⊗Zp

(T+)∗)⊗W (R) T
+
)

maps under γ to the image of

β(t)⊗ x ∈
(
M(G)⊗W (R) S

+
i /p

k
)
⊗Zp

(
(T+)∗ ⊗W (R) S

+
i

)
under the evaluation map(

M(G)⊗W (R) S
+
i /p

k
)
⊗Zp

(
(T+)∗ ⊗W (R) S

+
i

)
→ M(G)⊗W (R) S

+
i /p

k

contracting the second and third factor. But we have chosen x so that it

acts through multiplication by pε on S+
i . This means that the result will be

pεβ(t), as desired.

We can now complete the proof of Theorem 4.3.1. Recall that S is the

R-algebra which represents TG. We want to prove that the cokernel of

Acris(S)
∗ → M(G)

is killed by p2. It is enough to prove this result modulo pk for any k ≥ 3. Let

m ∈ p2M(G). By Lemma 4.3.11, x has a preimage in TG(T+/p)⊗Zp
(T+)∗

modulo pk. We write this preimage as
∑n

i=1 ai ⊗ λi, with ai ∈ TG(T+/p),

λi ∈ (T+)∗. It is enough to prove that the image of ai ⊗ λi in M(G) is also

in the image of Acris(S)
∗ → M(G). But ai ∈ TG(T+/p) gives rise to a map
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S → T+/p carrying the universal element of TG(S) to ai ∈ TG(T+/p). We
get a morphism

Acris(S) → Acris(T
+/p) → T+ ,

using the usual map Θ : Acris(T
+/p) → T+, coming from the fact that T+ →

T+/p is a PD thickening. By duality, this gives a map (T+)∗ → Acris(S)
∗,

through which we can consider λi as an element λ′
i ∈ Acris(S)

∗. It is now an
easy diagram chase to check that λ′

i maps to the image of ai ⊗ λi in M(G).
This completes the proof of Theorem 4.3.1.

4.4. The general case

In this section, we will finish the proof of Theorem 4.1.4. This follows an idea
we learnt from a paper of de Jong and Messing, [dJM99] (see the proof of
Prop. 1.2), namely in order to prove full faithfulness for morphisms G → H,
one uses base-change to the ring with universal homomorphisms Qp/Zp → G
and H → μp∞ , over which one applies the result for the special case of
morphisms Qp/Zp → μp∞ .

We need a basic lemma on Hopf algebras. Let G and H be finite locally
free group schemes over any ring R, with coordinate rings AG, AH . The
coordinate ring of G×H∨ is HomR(AH , AG) (R-module homomorphisms),
so that the latter has the structure of an R-algebra.

Lemma 4.4.1. If f, g : G → H are group homomorphisms, corresponding to
elements α, β ∈ HomR(AH , AG), then f + g corresponds to αβ, the product
being computed as multiplication in the natural Hopf algebra structure.

Proof. Easy and left to the reader.

Now let G be a Barsotti-Tate group over an f-semiperfect ring R. Let
AG[pn] be the coordinate ring of G[pn]. We had observed earlier that TG is
represented by the f-semiperfect ring

AG = lim−→AG[pn] ,

where the direct limit is taken along the p-th power maps G[pn+1] → G[pn].
We note that this is naturally a Hopf algebra. For instance, if G = Qp/Zp,
then AG[pn] is the algebra of functions Zp/p

nZp → R, and AG is the algebra
of locally constant functions from Zp into R. On the other hand, if G = μp∞ ,
then we may identify AG[pn] with R[T ]/(T pn−1) and AG with R[T 1/p∞

]/(T−
1).
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On the other hand, we can consider

A′
G = lim←−AG[pn] ,

where the inverse limit is taken along the homomorphisms corresponding to
the immersions G[pn] ↪→ G[pn+1]. Then A′

G is a complete topological ring,
which however is in general not adic, as can be observed in the example of
G = Qp/Zp, where A′

G is the algebra of arbitrary functions from Qp/Zp to
R. However, A′

G is still a topological Hopf algebra.

Let G∨ be the Serre dual of G; then the coordinate ring of G∨[pn] may
be identified with the R-module of R-linear maps HomR(AG[pn], R) endowed
with the R-algebra structure induced by comultiplication in AG[pn]. The Tate
module TG∨ is represented by

AG∨ = lim−→HomR(AG[pn], R) = HomR,cont(A
′
G, R)

Here HomR,cont means continuous R-module homomorphisms, and R itself
is given the discrete topology. Lemma 4.4.1 has obvious extensions to the
coordinate rings AG and A′

G.

Now take two p-divisible groups G and H over R. Let AG and AH∨

represent TG and TH∨, respectively; these are f-semiperfect. Let

S = AG ⊗R AH∨ ∼= HomR,cont(A
′
H , AG) ,

so that S is an f-semiperfect ring representing TG × TH∨, i.e. there are
universal morphisms Qp/Zp → G, Qp/Zp → H∨ over S. The latter also
gives a universal morphism H → μp∞ .

Passing to Dieudonné modules, we find morphismsM(Qp/Zp)(Acris(S))→
M(G)(Acris(S)) and M(H)(Acris(S)) → M(μp∞)(Acris(S)) of Dieudonné
modules. Composing these with the base change to S of a given morphism
of Dieudonné modules f : M(G)(Acris(R)) → M(H)(Acris(R)) gives a mor-
phism of Dieudonné modules

βf : M(Qp/Zp)(Acris(S)) → M(μp∞)(Acris(S)) ,

which in turn gives rise to a morphism

ηf ∈ HomS(Qp/Zp, μp∞)[p−1] .

Proposition 4.4.2. If ηf = 0, then f is p-torsion.
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Proof. Note that if ηf = 0, then βf is p-torsion, so it is enough to prove that

if βf = 0, then p4f = 0. At this point, we need Theorem 4.3.1. Assume that

βf = 0 and consider the diagram

M(Qp/Zp)(Acris(S))

βf=0

M(G)(Acris(AH∨))

fA
H∨

M(G)(Acris(S))

fS

M(H)(Acris(AH∨))

h

M(H)(Acris(S))

hS

M(μp∞)(Acris(AH∨)) M(μp∞)(Acris(S))

Let α be the image of 1 ∈ Acris(S) = M(Qp/Zp)(Acris(S)) inM(G)(Acris(S)).

Take any v ∈ M(G)(Acris(AH∨)). Let Acris(S)
∗ be the Acris(AH∨)-linear dual

of Acris(S). By Theorem 4.3.1, there exists λ ∈ Acris(S)
∗ such that

λ(α) = p2v ∈ M(G)(Acris(AH∨)) .

The element λ induces a commutative diagram

M(Qp/Zp)(Acris(S))

βf=0

M(G)(Acris(AH∨))

fA
H∨

M(G)(Acris(S))
λ

fS

M(H)(Acris(AH∨))

h

M(H)(Acris(S))
λ

hS

M(μp∞)(Acris(AH∨)) M(μp∞)(Acris(S))
λ

which shows that (h ◦ fAH∨ )(p
2v) = 0, i.e. p2(h ◦ fAH∨ ) = 0.
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Now, look at the commutative diagram

M(G)(Acris(R))
p2f

M(H)(Acris(R))
g

M(G)(Acris(AH∨))

=0

p2fA
H∨

M(H)(Acris(AH∨))
h

M(μp∞)(Acris(AH∨)) .

We claim that the kernel of

g : M(H)(Acris(R)) → M(μp∞)(Acris(AH∨)) ∼= Acris(AH∨)

is killed by p2. Indeed, use Theorem 4.3.1 for H∨ to see that

HomAcris(R)(Acris(AH∨), Acris(R)) → HomAcris(R)(M(H)(Acris(R)), Acris(R))

has cokernel killed by p2. Applying Hom(−, Acris(R)) shows that the kernel
of g is killed by p2. As g ◦ (p2f) = 0, it follows that p4f = 0, as desired.

Now we observe that the morphism

ηf ∈ HomS(Qp/Zp, μp∞)[p−1]

is equivalent to a family of elements sn ∈ S, n ∈ Z, with spn+1 = sn and sn =
1 for n sufficiently negative. We have identified S with HomR,cont(A

′
H , AG).

Under this identification, we have a family of continuous R-linear maps
rf,n : A

′
H → AG.

Proposition 4.4.3. The continuous R-linear map rf,n : A
′
H → AG is a

morphism of Hopf algebras.

Proof. First we prove a lemma concerning the functoriality of f �→ rf,n.

Lemma 4.4.4. Let ψG : G1 → G2 and ψH : H1 → H2 be two morphisms of
Barsotti-Tate groups over R, and let f1 : M(G1) → M(H1) and f2 : M(G2) →
M(H2) be morphisms of crystals. Assume that the diagram

M(G1)
M(ψH)

f1

M(G2)

f2

M(H1)
M(ψG)

M(H2)
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commutes. Then for n ∈ Z, the diagram

A′
H2

ψ′
H

rf2,n

A′
H1

rf1,n

AG2 ψ∗
G

AG1

commutes.

Proof. Let S1 and S2 represent the Tate modules TG1 × TH∨
1 and TG2 ×

TH∨
2 , respectively. Also let S3 represent TG1 × TH∨

2 . The morphisms

TG1 × TH∨
2

1×TψH∨ TψG×1

TG1 × TH∨
1 TG2 × TH∨

2

induce R-algebra homomorphisms S1, S2 → S3. The following lemma follows
easily from the definitions.

Lemma 4.4.5. The base change to S3 of the universal morphisms Qp/Zp →
(G1)S1

and Qp/Zp → (G2)S2
fit into a commutative diagram

Qp/Zp

(G1)S3 (ψG)S3

(G2)S3
.

Similarly, the base change to S3 of the universal morphisms (H1)S1
→ μp∞

and (H2)S2
→ μp∞ fit into a commutative diagram

(H1)S3

(ψH)S3
(H2)S3

μp∞ .

For i = 1, 2, fi induces a morphism ηfi ∈ HomSi
(Qp/Zp, μp∞)[p−1]. We

claim that these morphisms agree upon base change to S3. Consider the
diagram
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M(Qp/Zp)(Acris(S3))

βf1 |S3

=
M(Qp/Zp)(Acris(S3))

βf2 |S3

M(G1)(Acris(S3)) M(G2)(Acris(S3))

M(H1)(Acris(S3)) M(H2)(Acris(S3))

M(μp∞)(Acris(S3)) = M(μp∞)(Acris(S3)) .

The center square in this diagram commutes by hypothesis. The top and

bottom squares in the diagram commute by applying M to the commutative

triangles in Lemma 4.4.5. Thus βf1 |S3
= βf2 |S3

. But this implies that ηf1 |S3
=

ηf2 |S3
.

The morphisms ηfi determine the sequences ofR-linear maps rfi,n : A
′
Hi

→
AGi

. Recall that S3 = HomR,cont(A
′
H2

, AG1
). The fact that the ηfi coin-

cide upon base change to S3 means exactly that the desired diagram com-

mutes.

Lemma 4.4.6. Let f : M(G) → M(H) be a morphism of crystals over R.

(i)Let f × f : M(G × G) → M(H ×H) be the obvious morphism. We have

rf×f,n = rf,n ⊗ rf,n as R-linear maps A′
H⊗̂A′

H → AG ⊗AG.

(ii)We have (rf,n)
∨ = rf∨,n as R-linear maps A′

G∨ → AH∨ .

Proof. Easy and left to the reader.

Finally, we can show that rf,n : A
′
H → AG is a morphism of Hopf alge-

bras. Consider the diagonal maps ΔG : G → G×G and ΔH : H → H ×H.

Then M(ΔG) : M(G) → M(G × G) = M(G) ⊗ M(G) is also the diagonal

map, and similarly for M(ΔH). The diagram

M(G)
M(ΔG)

f

M(G×G)

f×f

M(H)
M(ΔH)

M(H ×H)
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commutes. By Lemma 4.4.4, the diagram

A′
H⊗̂A′

H

rf,n⊗̂rf,n

Δ′
H

A′
H

rf,n

AG ⊗AG
Δ∗

G

AG

also commutes. But Δ∗
G : AG ×AG → AG is simply the multiplication map,

and similarly for Δ′
H . Thus rf,n is anR-algebra homomorphism. By dualizing

and using the same result for M(H∨) → M(G∨), one sees that rf,n is also
compatible with comultiplication, as desired.

We get that rf,n lies in

HomR-Hopf,cont(A
′
H , AG) = lim−→

m

HomR-Hopf(AH[pm], AG[pm])

= lim−→
m

Hom(G[pm], H[pm]) ,

where the last Hom is in the category of group schemes over R. Thus for
m > n large enough, rf,n is induced by a morphism ψ′

n : G[pm] → H[pm].
Let us assume that ηf ∈ HomS(Qp/Zp, μp∞) is integral, which we can after
multiplication by a power of p. Then the morphisms rf,n come from elements

sn ∈ S, n ≥ 0, satisfying spn+1 = sn, s0 = 1. In particular, sp
n

n = 1. By
Lemma 4.4.1, this means that pnψ′

n = 0, so that ψ′
n factors through a map

ψn : G[pn] → H[pn]. Now the condition spn+1 = sn for all n ≥ 0 means that
the morphisms ψn combine to a morphism ψ : G → H of p-divisible groups.

In summary, we have constructed a map

HomR(M(G),M(H))[p−1] → HomR(G,H)[p−1] ,

that is injective by Proposition 4.4.2. On the other hand, the composition

HomR(G,H)[p−1] → HomR(M(G),M(H))[p−1] → HomR(G,H)[p−1]

is the identity by construction, finishing the proof of Theorem 4.1.4.

5. On p-divisible groups over OC

In this section, we fix a complete algebraically closed extension C of Qp, and
will classify p-divisible groups over OC . Fix a map F̄p → OC/p. Also, in this
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section we will write

B+
cris = B+

cris(OC/p) ,

which comes with a natural map Θ: B+
cris → C.

5.1. From p-divisible groups to vector bundles

First, we will relate some of the constructions that occurred so far to the
theory of vector bundles over the Fargues-Fontaine curve. Let P be the
graded Qp-algebra

P =
⊕
d≥0

(B+
cris)

ϕ=pd

,

and let X = ProjP . Then X is a curve, in the sense that it is a connected,
separated, regular Noetherian scheme of dimension 1, cf. [FF11], Théorème
10.2. Moreover,X is also complete in the sense that there is a homomorphism
deg : Div(X) → Z which is surjective, nonnegative on effective divisors, and
zero on principal divisors. From here, one defines the rank and degree of any
coherent sheaf on X, and one gets the following result.

Proposition 5.1.1. Let f : F → E be an injective map of coherent sheaves
on X of the same rank and degree. Then f is an isomorphism. �

The curveX has a natural point∞ ∈ X, coming from the map Θ: B+
cris →

C. We denote by i∞ : {∞} → X the inclusion.
Let G0 be a p-divisible group over OC/p, and let M denote the covariant

Dieudonné module of G0, which is a finite projective Acris-module. We define
the associated vector bundle over the Fargues-Fontaine curve X, as the
vector bundle E (G0) associated to the graded P -module⊕

d≥0

(M [p−1])ϕ=pd+1

.

Before going on, let us observe that our full faithfulness result over OC/p
recovers the rational comparison isomorphism for p-divisible groups.

Corollary 5.1.2.Let G be a p-divisible group over OC , and let T =T (G)(OC).
The sequence

0 → T [p−1] → G̃(OC) → LieG⊗ C → 0

is exact, and gets identified with the sequence

0 → T [p−1] → (M [p−1])ϕ=p → LieG⊗ C → 0 .
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Proof. To check exactness on the right, use that C is algebraically closed,
to deduce that multiplication by p on G(OC) is surjective. Then note that

G̃(OC) = G̃(OC/p) = HomOC/p(Qp/Zp, G)[p−1] = (M [p−1])ϕ=p .

Remark 5.1.3. Note that OC/p satisfies the hypothesis of Corollary 4.1.12,
so that one also gets the integral version of the comparison theorem.

Theorem 5.1.4. (i)Let G be a p-divisible group over OC . Then there exists
a p-divisible group H over F̄p and a quasi-isogeny

ρ : H ⊗F̄p
OC/p → G⊗OC

OC/p .

(ii)The functor G0 �→ E (G0) from p-divisible groups over OC/p up to isogeny
to vector bundles over X is fully faithful. The essential image is given by
the vector bundles all of whose slopes are between 0 and 1.

Remark 5.1.5. The first part of this theorem says that all p-divisible groups
over OC are isotrivial in the sense defined by Fargues, [FGL08]. The same
result is true when C is only required to be a perfectoid field of characteristic
0 with algebraically closed residue field. In fact, the same proof applies.

Proof. As OC/p is f-semiperfect, Theorem 4.1.4 reduces the result to the
analogous statement for Dieudonné modules over B+

cris. Then both results
are due to Fargues–Fontaine: The first part is Theorem 7.24 in [FF12], and
the full faithfulness in the second part is Theorem 7.15 combined with Propo-
sition 7.17 in [FF12]. By Theorem 7.14 in [FF12], any vector bundle on X
is isomorphic to the vector bundle associated to some isocrystal over F̄p. All
those with slopes between 0 and 1 are clearly in the essential image; on the
other hand, any vector bundle in the image is the vector bundle associated
to some p-divisible group H over F̄p by part (i), and thus has slopes between
0 and 1, giving part (ii).

We will also need the following statements, cf. also [FF12], Section 6.

Proposition 5.1.6. Let G be a p-divisible group over OC . Let E = E (G0)
for G0 = G⊗OC

OC/p and F = OX ⊗Zp
T be associated vector bundles over

X. Here and in the following, we write T = T (G)(OC).

(i)There is a natural exact sequence of coherent sheaves over X,

0 → F → E → i∞∗(LieG⊗ C) → 0 .
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The global sections of this map give the logarithm sequence

0 → T [p−1] → G̃(OC) → LieG⊗ C → 0 .

(ii)Under the identification

i∗∞E = M(G)⊗OC
C ,

the adjunction morphism E → i∞∗i∗∞E induces on global sections the quasi-
logarithm morphism

G̃(OC) → M(G)⊗ C .

When restricted to T [1p ], it induces a surjective map

αG : T ⊗ C → (LieG∨ ⊗ C)∨ ⊂ M(G)⊗ C .

(iii)The sequence

0 → LieG⊗ C(1)
α∨

G∨ (1)
−→ T ⊗ C

αG−→ (LieG∨ ⊗ C)∨ → 0

is exact.

In other words, a p-divisible group of height h over OC gives rise to a
modification E of the trivial vector bundle F = Oh

X along ∞ ∈ X.

We note that αG can be described more elementary as follows. One has
the map

Qp/Zp ⊗Zp
T → G ,

which is defined as a map of p-divisible groups over OC , and induces by
Cartier duality a map

G∨ → μp∞ ⊗Zp
T∨ .

On Lie algebras, this gives a map LieG∨ ⊗ C → T∨ ⊗ C. Dualizing again,
we get the map

T ⊗ C
αG→ (LieG∨ ⊗ C)∨ .

Proof. First of all, all identifications of maps are immediate from our prepa-
rations on p-divisible groups. In particular, the natural map F → E induced
from T → Mϕ=p factors through

F ′ = ker(E → i∞∗(LieG⊗ C)) .
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Moreover, the induced map F → F ′ is injective. Indeed, it suffices to check
this for F → E . Consider the diagram

F E i∞∗(LieG⊗ C)

0 F E ′ i∞∗(T ⊗ C(−1)) 0

On the lower line, E ′ = T ⊗Zp
OX(1), and the sequence comes from the p-

divisible group T (−1)⊗Zp
μp∞ . By a direct computation for μp∞ , the lower

line is exact. In particular, F ↪→ E . But F and F ′ are vector bundles of
the same rank h and degree 0, thus F ∼= F ′ by Proposition 5.1.1.

Part (iii) is taken from [FGL08], Appendix C to Chapter 2. One could
also reprove it using the machinery employed here. In fact, the surjectivity
of αG follows directly from part (i) after i∗∞. For part (iii), it only remains
to see that the composite αG ◦ α∨

G∨(1) is 0. We have a composite map

fG : E ∨
G∨ → F∨

G∨ ∼= FG → EG ,

where we use subscripts to denote the p-divisible group with respect to which
we construct the vector bundles. Also, we use a trivialization Zp(1) ∼= Zp to
identify the vector bundles F∨

G∨ and FG. We have to see that i∗∞fG is 0.
For this, it is enough to show that

fG : E ∨
G∨ → EG

∼= E ∨
G∨ ⊗OX

OX(1)

is multiplication by t ∈ H0(X,OX(1)), where t = log([ε]) comes from the
element ε ∈ O�

C induced from the chosen trivialization Zp(1) ∼= Zp. For this,
one can replace G by T ⊗Zp

Qp/Zp, where it is immediate.

5.2. Classification of p-divisible groups

The main theorem of this section is the following result.

Theorem 5.2.1. There is an equivalence of categories between the category
of p-divisible groups over OC and the category of free Zp-modules T of finite
rank together with a C-subvectorspace W of T ⊗ C(−1).

The functor is defined in the following way. To G, one associates the Tate
module T = T (G), together with W = LieG⊗C, embedded into T ⊗C via

α∨
G∨ : LieG⊗ C → T ⊗ C(−1) .
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Proof. We start by proving that the functor is fully faithful. This was already
observed by Fargues, [Far12]. Let

G′ = T (G)(−1)⊗Zp
μp∞

be a multiplicative p-divisible group equipped with a map G → G′ induc-
ing an isomorphism T (G) ∼= T (G′). We also get a map LieG → LieG′ =
T (G)(−1) ⊗ OC . It is easy to check that this map is identified with α∨

G∨

(after inverting p).
The resulting adic spaces fit into a commutative diagram

0 Gad
η [p∞]

∼=

Gad
η LieG⊗Ga

0 G′ad
η [p∞] G′ad

η LieG′ ⊗Ga

We claim that the right square is cartesian. Indeed, if x ∈ G′ad
η (R,R+) maps

to LieG⊗Ga, then for n sufficiently large, pnx ∈ Gad
η (R,R+), as on a small

neighborhood of 0, logG′ is an isomorphism. One gets x ∈ Gad
η (R,R+), as

Gad
η

pn

Gad
η

G′ad
η

pn

G′ad
η

is cartesian. It follows that we can reconstructGad
η from (T,W )= (T (G),LieG⊗

C). But then we can also reconstruct

G =
⊔

Y⊂Gad
η

SpfH0(Y,O+
Y ) ,

where Y runs through the connected components of Gad
η .

It remains to prove that the functor is essentially surjective. For this,
let us first assume that C is spherically complete, and that the norm map
| · | : C → R≥0 is surjective.

So, assume given (T,W ). We define G′ as before, and then Gad
η ⊂ G′ad

η

as the fibre product. We have to see that⊔
Y⊂Gad

η

SpfH0(Y,O+
Y )
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defines a p-divisible group. One checks directly that (the rigid-analytic space
corresponding to) Gad

η is a p-divisible rigid-analytic group in the sense of
[Far12]:

Definition 5.2.2. A p-divisible rigid-analytic group over C is a commu-
tative smooth rigid-analytic group G over C such that p : G → G is finite
locally free and faithfully flat, and p : G → G is topologically nilpotent.

A basic fact is that these decompose into connected components.

Lemma 5.2.3. [Far12, Corollaire 9] Let G be a p-divisible rigid-analytic
group over C. Then G = G0 × π0(G), where G0 is a connected p-divisible
rigid-analytic group over C, and π0(G) ∼= (Qp/Zp)

r for some integer r.

By Théorème 15 of [Far12], it is enough to show that the connected
component (Gad

η )0 of the identity is isomorphic to a d-dimensional open

unit ball B̊d: That theorem verifies that if (Gad
η )0 ∼= B̊d, then the formal

group induced on

SpfH0((Gad
η )0,O+

(Gad
η )0)

∼= Spf OC�T1, . . . , Td�

is p-divisible, i.e. the kernel of multiplication by p is finite and locally free.
Moreover, we know the following.

Proposition 5.2.4. [Far12, Proposition 14, Lemma 13] One can write
(Gad

η )0 as an increasing union of connected affinoid subgroups Un ⊂ (Gad
η )0,

such that Un
∼= Bd for all n ≥ 0.

Proof. The subgroups Un can be defined as the (connected component of)
the intersection of (Gad

η )0 with increasing closed balls in G′ad
η

∼= B̊h.
For the convenience of the reader, we recall the crucial argument in

showing that Un
∼= Bd. Write Un = Spa(A,A+). Using [BGR84], we know

that A+ is topologically of finite type over OC , and it has the structure of a
topological Hopf algebra. Let A = A+ ⊗OC

k, where k is the residue field of
OC . Then SpecA is a connected commutative affine reduced group scheme
over k such that multiplication by p is nilpotent. As it is reduced and a
group scheme, it is smooth; it follows that it is an extension of a torus by a
unipotent group. As multiplication by p is nilpotent, the torus part has to be
trivial. It follows that A ∼= k[T1, . . . , Td], and hence A+ ∼= OC 〈T1, . . . , Td〉,
and thus Un

∼= Bd.

Now we finish the proof by using the following proposition (which is the
only place where we use our assumptions on C).
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Proposition 5.2.5. Assume that K is a spherically complete nonarchime-
dean field for which the norm map | · | : K → R≥0 is surjective. Let X be
an adic space over Spa(K,OK) with a point 0 ∈ X which can be written
as an increasing union X =

⋃
Xn of quasicompact open subsets 0 ∈ X0 ⊂

X1 ⊂ . . . . Moreover, we assume the following conditions.

(i)For all n ≥ 0, the inclusion Xn ⊂ Xn+1 is a strict open embedding.

(ii)For each n ≥ 0, there is an isomorphism Xn
∼= Bd, carrying 0 ∈ Xn to

0 ∈ Bd. Let

OC 〈Tn,1, . . . , Tn,d〉 ∼= An := H0(Xn,O+
Xn

) .

(iii)Let In ⊂ An be the kernel of evaluation at 0, and let Mn = In/I
2
n
∼= Od

K .
The transition maps Mn+1 → Mn are injective, and induce isomorphisms
Mn+1⊗K ∼= Mn⊗K. We require that M =

⋂
nMn satisfies M⊗K = Mn⊗K

for one (and hence every) n.

Then X ∼= B̊d.

Remark 5.2.6. Condition (iii) says intuitively that the radii of the balls
stay bounded, and follows for X = (Gad

η )0 directly from the comparison with

G′ad
η

∼= B̊h.

Proof. The key ingredient is the following lemma.

Lemma 5.2.7. Let V be a finite-dimensional K-vector space, and let Λ0 ⊃
Λ1 ⊃ . . . be a sequence of OK-lattices in V . Assume that Λ =

⋂
n Λn satisfies

Λ⊗K = V . Then Λ is an OK-lattice, and R1 lim←−Λn = 0.

Proof. Filtering V by subvectorspaces, one reduces to the case V = K. In
that case, Λ is a fractional ideal of K, and as the norm map is surjective, we
can assume that either Λ = OK or Λ = m. But if Λ = m, then m ⊂ Λn for all
n, hence OK ⊂ Λn as Λn is a principal ideal. It follows that OK ⊂

⋂
n Λn,

which is a contradiction. Therefore Λ = OK is an OK-lattice. It is easy to
check that as K is spherically complete, R1 lim←−Λn = 0.

In the situation of the proposition, it follows that M ∼= Od
K . Simi-

larly, one deduces that lim←− Ikn/I
k+1
n

∼= Symk M for all k ≥ 0 with vanishing

R1 lim←−. By induction, we get lim←−An/I
k
n
∼= Sym•M/Ik for all k with vanish-

ing R1 lim←−, where I ⊂ Sym•M denotes the augmentation ideal. Therefore

lim←−n,k
An/I

k
n
∼= OC�T1, . . . , Td�. Let Ân denote the In-adic completion of An.

To conclude that

H0(X,O+
X) = OC�T1, . . . , Td� ,
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it remains to show that lim←−n
Ân = lim←−An. But as Xn ⊂ Xn+1 is a strict

closed embedding, the map An+1 → An factors over Ân+1, giving the result.

This finishes the proof of Theorem 5.2.1 for C spherically complete, with

surjective norm map. The general case will be deduced later.

Let us add the following proposition.

Proposition 5.2.8. (i)Let G be a p-divisible group over OC corresponding

to (T,W ). Then the dual p-divisible group G∨ corresponds to (T∨(1),W⊥),
where T∨(1) denotes the Tate twist by one of the dual Zp-module, and W⊥ ⊂
T∨ ⊗ C denotes the orthogonal complement of W ⊂ T ⊗ C(−1).

(ii)Let

0 → G1 → G2 → G3 → 0

be an exact sequences of p-divisible groups over OC . Let (Ti,Wi) for i =

1, 2, 3, be the associated linear algebra data. Then

0 → T1 → T2 → T3 → 0

and

0 → W1 → W2 → W3 → 0

are exact.

Remark 5.2.9. The converse to (ii) is false. Indeed, let G1 be Qp/Zp, let G2

be connected of dimension 1 and height 2, and let G3 be μp∞ . Then there are

mapsG1 → G2 → G3 whose composition is 0, and such that on Tate modules

0 → T1 → T2 → T3 → 0 and Lie algebras 0 → W1 → W2 → W3 → 0, one

gets exact sequences. However, the sequence 0 → G1 → G2 → G3 → 0 is

not exact, as one checks easily on the special fibre.

Proof. For (i), use the Hodge–Tate sequence. Part (ii) is clear.

6. Rapoport–Zink spaces

6.1. The space of level 0, and the period morphism

Let H be a p-divisible group over a perfect field k of characteristic p, of

height h and dimension d.
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Definition 6.1.1. Let R ∈ NilpW (k). A deformation of H to R is a pair

(G, ρ), where G is a p-divisible group over R and

ρ : H ⊗k R/p → G⊗R R/p

is a quasi-isogeny. Let DefH be the associated functor on NilpW (k), taking

R to the set of isomorphism classes of deformations (G, ρ) of H to R.

Recall the following theorem of Rapoport–Zink, [RZ96].

Theorem 6.1.2. The functor DefH is representable by a formal scheme M
over SpfW (k), which locally admits a finitely generated ideal of definition.

Moreover, every irreducible component of the reduced subscheme is proper.

Let M(H) denote the Dieudonné module of H, a free W (k)-module of

rank h. Assume now that R is a p-adically complete W (k)-algebra equipped

with the p-adic topology. Then via Grothendieck–Messing theory, (G, ρ)

gives rise to a surjection of locally free R[1p ]-modules M(H) ⊗ R[1p ] →
LieG[1p ], which depends on (G, ρ) only up to isogeny. We get the induced

period map

π : Mad
η → F� ,

which we call the crystalline period map. Here, F� is the flag variety parame-

trizing d-dimensional quotients of the h-dimensional W (k)[1p ]-vector space

M(H)[1p ]; we consider F� as an adic space over Spa(W (k)[1p ],W (k)).

Moreover, we will consider the following variant of DefH . Consider the

functor Def isogH that associates to a p-adically complete flat W (k)-algebra R

equipped with the p-adic topology the set of deformations (G, ρ) of H to R,

modulo quasi-isogeny over R. Observe that giving a quasi-isogeny over R is

strictly stronger than giving a compatible system of quasi-isogenies over the

quotients R/pn, so that Def isogH cannot be defined on NilpW (k). Using the

usual procedure, one gets a sheaf (Def isogH )adη on the category of complete

affinoid (W (k)[1p ],W (k))-algebras. We note that π factors over a map, still

denoted π,

π : (Def isogH )adη → F� .

Our first goal is to prove the following result, which is essentially con-

tained in [dJ95].

Proposition 6.1.3. The sheaf (Def isogH )adη is representable by an adic space,

which is identified with an open subspace U ⊂ F� under π.
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We remark that if d = 1, i.e. we are working in the Lubin-Tate case,
then (Def isogH )adη = F�, the map π is called the Gross – Hopkins period map,
and the result follows easily from the theory in [GH94].

Proof. Let U ⊂ F� be the image of π : Mad
η → F�. As π is an étale morphism

of adic spaces locally of finite type, U is open. We claim that

π : (Def isogH )adη → U

is an isomorphism. First we check that for any complete affinoid (W (k)[1p ],W (k))-

algebra (R,R+), the map

(Def isogH )adη (R,R+) → U(R,R+)

is injective. So, let two elements of (Def isogH )adη (R,R+) be given which map to
the same element of U(R,R+). Locally, they are given by p-divisible groups
Gi, i = 1, 2, over an open and bounded subring R0 ⊂ R+, and quasi-isogenies

ρi : H ⊗F̄p
R0/p → Gi ⊗R0

R0/p .

In particular, we get a quasi-isogeny from G1 ⊗R0
R0/p to G2 ⊗R0

R0/p.
By Grothendieck–Messing theory, the obstruction to lifting this to a quasi-
isogeny from G1 to G2 over R0 is the compatibility with the Hodge filtration.
By assumption, we have this compatibility, so that the quasi-isogeny lifts,
thereby showing that the two elements of (Def isogH )adη agree.

To show surjectivity, it is enough to prove the following lemma.

Lemma 6.1.4. The map π : Mad
η → U admits local sections.

Proof. It is enough to prove that for any complete nonarchimedean extension
K of Qp with an open and bounded valuation subring K+ ⊂ K, the map

Mad
η (K,K+) → U(K,K+)

is surjective. Indeed, this shows that any point u ∈ U with values in (K,K+)
can be lifted to a (K,K+)-valued point of Mad

η . As π is étale, one checks
that this section extends to a small neighborhood of u, cf. proof of Lemma
2.2.8 of [Hub96].

However, all irreducible components of the reduced subscheme of M
are proper, so that Mad

η is partially proper. It follows that we may assume
that K+ = OK . Let x ∈ U(K,OK). As x is in the image of π, there is
some finite Galois extension L of K and a point x̃ ∈ Mad

η (L,OL) lifting
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x. This is given by a p-divisible group G over OL, and a quasi-isogeny ρ
over OL/p. On the Tate module T (G) = T (G)(O ˆ̄K

), we get an action of

Gal(K̄/L). Moreover, on the rational Tate module V (G) = T (G)[1p ], we get

an action of Gal(K̄/K). Indeed, for any σ ∈ Gal(K̄/K), the point σ(x̃)
projects to x via π, meaning that there is a unique quasi-isogeny between
σ∗(G) and G compatible with the isogenies σ∗(ρ) and ρ on OL/p. This
induces a canonical identification between σ∗(V (G)) and V (G), whereby we
get the desired action of Gal(K̄/K) on V (G).

But now the profinite group Gal(K̄/K) acts on the finite-dimensional
Qp-vector space V (G). It follows that there is an invariant Zp-lattice T ⊂
V (G). This corresponds to a p-divisible group G′ over OL, quasi-isogenous to
G, with corresponding quasi-isogeny ρ′ modulo p. As T is fixed by Gal(K̄/K),
it follows that (G′, ρ′) descends to OK , and thus defines an element of
M(K,OK), projecting to x, as desired.

6.2. The image of the period morphism

Theorem 6.2.1. Fix a p-divisible group H over a perfect field k of dimen-
sion d and height h, and let M be the associated Rapoport–Zink space, with
period map

π : Mad
η → F� .

Let C be an algebraically closed complete extension of W (k)[p−1], and let
x ∈ F�(C,OC) be a point corresponding to a d-dimensional quotient M(H)⊗
C → W . Let E = E (H) be the vector bundle over X associated to H, and
consider the modification of vector bundles

0 → F → E → i∞∗W → 0

corresponding to the quotient

E → i∞∗i
∗
∞E = i∞∗(M(H)⊗ C) → i∞∗W .

Then x is in the image of π if and only if F is isomorphic to Oh
X .

Proof. It is enough to prove this in the case that C is spherically complete
with surjective norm map, as π is locally of finite type. Indeed, it is clear
that F is trivial if x is in the image of π, by Proposition 5.1.6. For the
converse, if F is trivial over C, it is still trivial over a big extension C ′ of
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C; if the result is true over C ′, we find that the fibre π−1(x) is an adic space
locally of finite type over Spa(C,OC), which has a (C ′,OC′)-valued point,
and in particular is nonempty. It follows that it has a (C,OC)-valued point.

So, assume that F is trivial and choose a Zp-lattice T in H0(X,F ) ∼=
Qh

p . Then the modification of vector bundles gives an injection W → T ⊗
C(−1), and hence a p-divisible group G over OC , such that the modification

0 → F → E → i∞∗W → 0

of vector bundles is the one induced from G via Proposition 5.1.6. By The-
orem 5.1.4 (ii), the corresponding identification of E (G ⊗OC

OC/p) with
E (H) = E (H ⊗F̄p

OC/p) comes from a quasi-isogeny

ρ : H ⊗F̄p
OC/p → G⊗OC

OC/p ,

giving a point x̃ ∈ M(OC) = Mad
η (C,OC) with π(x̃) = x.

Proof. (of Theorem 5.2.1 for general C.) We can now show that the func-
tor is essentially surjective in general. Take any (T,W ), and construct the
associated modification of vector bundles

0 → F → E → i∞∗W → 0

over X, where F = T ⊗Zp
OX : Define E by the pullback diagram

0 F E i∞∗W 0

0 F E ′ i∞∗(T ⊗ C(−1)) 0

On the lower line, E ′ = T ⊗Zp
OX(1), and the sequence comes from the

p-divisible group T (−1)⊗Zp
μp∞ .

Proposition 6.2.2. There is a p-divisible group H over F̄p such that E ∼=
E (H).

Proof. By Theorem 5.1.4, we only have to prove that the slopes of E are
between 0 and 1. Assume that E contains an irreducible direct summand
OX(λ). Then there is a nonzero morphism OX → OX(λ), as otherwise,
OX(λ) would inject into the cokernel of F → E , which however is a skyscrap-
er sheaf. This implies that λ ≥ 0. On the other hand, as E injects into
E ′, it follows that there is a nonzero morphism OX(λ) → OX(1), so that
λ ≤ 1.
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Fixing an identification E = E (H), the modification of vector bundles

0 → F → E (H) → i∞∗W → 0

corresponds to a quotient M(H) ⊗ C → W , i.e. a point x ∈ F�. As F is

trivial by construction, we can use the preceding theorem to lift x to a point

x̃ in the corresponding Rapoport–Zink space, giving a p-divisible G′ over
OC with a quasi-isogeny

ρ : H ⊗F̄p
OC/p → G′ ⊗OC

OC/p .

The modification of vector bundles associated to G′ is given by

0 → F → E (H) → i∞∗W → 0 .

In particular, T (G′) ⊂ H0(X,F ) ∼= T [1p ] is a Zp-lattice. After replacing G′

by a quasi-isogenous G, we may assume that T (G) = T , which gives the

desired p-divisible group.

We recall that Faltings, [Fal10], proved Theorem 6.2.1 by reduction to

discretely valued fields, where he used a result of Breuil, [Bre00], and Kisin,

[Kis06], to conclude. We can reverse the argument and deduce their result.

We stress that contrary to the methods of Breuil and Kisin, which are based

on integral p-adic Hodge theory, our argument only needs rational p-adic

Hodge theory.

Corollary 6.2.3. Let K be a discretely valued complete nonarchimedean

extension of Qp with perfect residue field k. Then the category of p-divisible

groups over OK is equivalent to the category of Gal(K̄/K)-stable Zp-lattices

in crystalline representations of Gal(K̄/K) with Hodge-Tate weights con-

tained in {0, 1}.

Proof. By Tate’s theorem, [Tat67], the functor from p-divisible groups to

lattices in crystalline representations is fully faithful. Let T be a Gal(K̄/K)-

stable Zp-lattice in a crystalline representation of Gal(K̄/K) with Hodge-

Tate weights in {0, 1}. We get an associated filtered isocrystal M over

W (k)[p−1], whose slopes are between 0 and 1 (by weak admissibility). There-

fore, M = M(H) for a p-divisible group H over k. Let MH be the associated

Rapoport–Zink space, with period map

π : (MH)adη → F� .
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The filtration on M determines a point x ∈ F�(K,OK), which lies in the
image of π by Theorem 6.2.1 (noting that F ∼= T ⊗Zp

OX canonically).
One has a canonical identification between π−1(x)(C,OC) and the set of

Zp-lattices in H0(X,F ) ∼= T [p−1], where C = ˆ̄K. As T ⊂ T [p−1] is stable
under Gal(K̄/K), this gives a point x̃ ∈ π−1(x)(K,OK), which in turn gives
rise to the desired p-divisible group G over OK .

6.3. Rapoport–Zink spaces at infinite level

In this section, we will define Rapoport–Zink spaces at infinite level, and
explain how they are related to the classical Rapoport–Zink spaces at finite
level. Fix a perfect field k, and a p-divisible group H over k of dimension d
and height h. Recall the definition of Rapoport–Zink spaces of finite level.

Definition 6.3.1. Consider the functor Mn on complete affinoid (W (k)[1p ],

W (k))-algebras, sending (R,R+) to the set of triples (G, ρ, α), where (G, ρ) ∈
Mad

η (R,R+), and

α : (Zp/p
nZp)

h → G[pn]adη (R,R+)

is a morphism of Zp/p
nZp-modules such that for all x = Spa(K,K+) ∈

Spa(R,R+), the induced map

α(x) : (Zp/p
nZp)

h → G[pn]adη (K,K+)

is an isomorphism.

We recall the following result from [RZ96].

Proposition 6.3.2. The functor Mn is representable by an adic space over
Spa(W (k)[1p ],W (k)), which is an open and closed subset of the h-fold fibre

product (G[pn]adη )h of G[pn]adη over Mad
η .

Definition 6.3.3. Consider the functor M∞ on complete affinoid (W (k)[1p ],

W (k))-algebras, sending (R,R+) to the set of triples (G, ρ, α), where (G, ρ) ∈
Mad

η (R,R+), and

α : Zh
p → T (G)adη (R,R+)

is a morphism of Zp-modules such that for all x = Spa(K,K+) ∈ Spa(R,R+),
the induced map

α(x) : Zh
p → T (G)adη (K,K+)

is an isomorphism.
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The main theorem of this section is the following.

Theorem 6.3.4. The functor M∞ is representable by an adic space over

Spa(W (k)[1p ],W (k)). Moreover, M∞ is preperfectoid, and

M∞ ∼ lim←−
n

Mn ,

where Mn denotes the Rapoport–Zink space of level n.

Proof. We start by proving that M∞ is representable. In fact, we have the
adic space T (G)adη over Mad

η , and a morphism

M∞ → (T (G)adη )h ,

where (T (G)adη )h denotes the h-fold fibre product of T (G)adη over Mad
η . We

claim that there is a cartesian square

M∞ (T (G)adη )h

M1 (G[p]adη )h .

In fact, recall that the morphism M1 → (G[p]adη )h is an open and closed

embedding. In particular, one can check whether M∞ → (G[p]adη )h factors
over M1 on points, where it follows directly from the definition. Moreover,

it is clear that if α(x) mod p : Fh
p → G[p]adη (K,K+) is an isomorphism, then

so is α(x) : Zh
p → T (G)adη (K,K+). This proves that the square is cartesian,

so that M∞ is representable.

Moreover, M∞ ∼ lim←−n
Mn follows from (T (G)adη )h ∼ lim←−(G[pn]adη )h,

which is Proposition 3.3.2.

It remains to prove that M∞ is preperfectoid. For this, we start with a
different description of M∞. The universal cover H̃ of H lifts uniquely to

W (k), and we still denote by H̃ this lift. It gives rise to an adic space H̃ad
η

over Spa(W (k)[1p ],W (k)), equipped with a quasi-logarithm map

qlog : H̃ad
η → M(H)⊗Ga .

Moreover, H̃ad
η is preperfectoid, cf. Example 2.3.12 and Corollary 3.1.5 in

the connected case. The general case is easily deduced.
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Definition 6.3.5. Consider the functor M′
∞ on complete affinoid (W (k)[1p ],

W (k))-algebras, sending (R,R+) to the set of those h-tuples

(s1, . . . , sh) ∈ H̃ad
η (R,R+)

for which the following conditions are satisfied:

(i)The matrix (qlog(s1), . . . , qlog(sh)) ∈ (M(H) ⊗ R)h is of rank exactly
h− d; let M(H)⊗ R → W be the induced finite projective quotient of rank
d.

(ii)For all geometric points x = Spa(C,OC) → Spa(R,R+), the sequence

0 → Qh
p

(s1,...,sh)−−−−−−→ H̃ad
η (C,OC) → W ⊗R C → 0

is exact.

We remark that the condition on the rank is saying more precisely that
all minors of size ≥ h − d + 1 vanish, and that the minors of size h − d
generate the unit ideal.

Lemma 6.3.6. There is a natural isomorphism of functors M∞ ∼= M′
∞.

Moreover, M′
∞ ⊂ (H̃ad

η )h is a locally closed subfunctor.

Proof. We start by constructing a map M∞ → M′
∞. So, let (R,R+) be

a complete affinoid (W (k)[1p ],W (k))-algebra, and (G, ρ, α) ∈ M∞(R,R+),

where (G, ρ) is defined over some open and bounded subring R0 ⊂ R+.
Using ρ, we get an identification H̃R0

∼= G̃. Therefore, we get a map

α : Zh
p → G̃ad

η (R,R+) = H̃ad
η (R,R+) ,

i.e. h sections s1, . . . , sh ∈ H̃ad
η (R,R+). We have to check that they satisfy

conditions (i) and (ii) above. Condition (ii) is clearly satisfied, when W =
LieG⊗R. For condition (i), note that we have a commutative diagram

H̃ad
η (R,R+)

qlog

Gad
η (R,R+)

log

M(H)⊗R LieG⊗R .

This implies that qlog(si) ∈ ker(M(H) ⊗ R → LieG ⊗ R), which is an
h − d-dimensional projective R-submodule. Therefore, all minors of size ≥
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h − d + 1 vanish. To check that the minors of size h − d generate the unit
ideal, it suffices to check for all x = Spa(K,K+) ∈ Spa(R,R+), the sections
qlog(s1), . . . , qlog(sh) ∈ M(H)⊗K generate an h−d-dimensional subspace.
We can assume that K = C is algebraically closed, and that K+ = OC . In
that case, this follows from the surjectivity of

T (G)⊗ C → (LieG∨)∨ ⊗ C ,

cf. Proposition 5.1.6 (iii). Note that these considerations also show that the
quotient of M(H)⊗R by the submodule generated by qlog(s1), . . . , qlog(sh)
is exactly W = LieG⊗R.

Now we will construct the inverse functor M′
∞ → M∞. First, observe

that M′
∞ → F� factors over U ⊂ F�, where U denotes the image of the

period morphism. As U ⊂ F� is partially proper, it is enough to check this
on geometric points Spa(C,OC), i.e. those of rank 1. We have the vector
bundle E = E (H) on the Fargues–Fontaine curve X. Let

F = ker(E → i∞∗W ) .

Then H0(X,F ) ∼= Qh
p by condition (ii). We claim that F ∼= Oh

X . As F is

of rank h and degree 0, if F �∼= Oh
X , then there exists some λ > 0 such that

OX(λ) ↪→ F . But dimQp
H0(X,OX(λ)) = ∞ for λ > 0, contradiction. By

Theorem 6.2.1, this implies the desired factorization.
Next, consider the functor F defined similarly to M′

∞, but with condi-
tion (ii) weakened to the condition that the quotient W of M(H)⊗R defines
a point of U ⊂ F�. Then F is clearly locally closed in (H̃ad

η )h. Moreover,
there is a natural morphism F → U , so that locally on Spa(R,R+) ⊂ F , one
has a deformation (G′, ρ′) of H to an open and bounded W (k)-subalgebra
R0 ⊂ R+. However, (G′, ρ′) is only well-defined up to quasi-isogeny over R0;
i.e. we have a section

(G′, ρ′) ∈ (Def isogH )adη (F) .

Also observe that the exact sequence (all of whose objects depend only on
G′ up to quasi-isogeny)

0 → V (G′)adη → G̃′ad
η

∼= H̃ad
η → LieG′ ⊗Ga

implies that s1, . . . , sh ∈ H̃ad
η (F) ∼= G̃′ad

η (F) lie in the subset V (G′)adη (F).
Let F ′ ⊂ F be the subfunctor such that for all points x = Spa(K,K+) ∈

Spa(R,R+), the map Qh
p → H̃ad

η (K,K+) is injective. Clearly, M′
∞ → F

factors over F ′.
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Proposition 6.3.7. The map F ′ → F is an open embedding. Moreover,
there is a unique p-divisible group G over F ′ quasi-isogenous to G′, such
that for all x = Spa(K,K+) ∈ F ′, the map

T (G)adη (K,K+) → V (G′)adη (K,K+)

is an isomorphism onto
⊕h

i=1 Zpsi(x).

Proof. Let Spa(R,R+) ⊂ F be an open subset, over which there exists
(G′, ρ′) over an open and bounded W (k)-subalgebra R0 ⊂ R+. Moreover,
let x = Spa(K,K+) ∈ Spa(R,R+) be a point such that s1(x), . . . , sh(x) ∈
V (G′)adη (K,K+) are linearly independent. Without loss of generality, we

assume that the Zp-lattice they generate contains T (G′)adη (K,K+). Then

this lattice inside V (G′)adη (K,K+) corresponds to a quotient G′(x) → G(x)
of G′(x) by a finite locally free group over K, and hence over K+, as K+ is
a valuation ring.

Lemma 6.3.8. The category of finite locally free groups over K+ is equiv-
alent to the 2-categorical direct limit of the categories of finite locally free
group schemes over O+

X(U), x ∈ U .

Proof. We have to show that the categories of finite locally free groups over
K+ and O+

X,x are equivalent. The same statement for K and OX,x follows
from the fact that the categories of finite étale covers are equivalent, as was
observed e.g. in [Sch12, Lemma 7.5 (i)]. As

O+
X,x = {f ∈ OX,x | f(x) ∈ K+} ,

where f(x) ∈ K is the evaluation of f , one readily deduces that the addi-
tional integral structure of giving a finite locally free group over K+ (resp.
O+

X,x) inside a given finite locally group over K (resp. OX,x) is the same.

It follows that after replacing X by an open neighborhood of x, one can
extend G′(x) → G(x) to a quotient G′ → G over X. It follows that

h⊕
i=1

Zpsi(x) → V (G)adη (K,K+)

is an isomorphism onto T (G)adη (K,K+). We claim that the same is true on

a small neighborhood of x. As T (G)adη ⊂ V (G)adη is an open subset, one
checks directly that after replacing X by a small neighborhood of x, the
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sections si ∈ V (G)adη (R,R+) lie in T (G)adη (R,R+) ⊂ V (G)adη (R,R+). One
gets sections

s̄1, . . . , s̄h ∈ G[p]adη (R,R+) ,

and after passage to an open subset, one may assume that they are linearly
independent over Fp (as the corresponding locus in (G[p]adη )h is open and
closed). This shows that in an open neighborhood of x, G is as desired. It is
easy to check that a group G with the desired property is unique: It suffices
to do this locally. At points, it is clear, and then the previous lemma extends
this uniqueness to a small neighborhood.

In particular, it follows that in this open neighborhood, s1, . . . , sh are
Qp-linearly independent, whereby F ′ ⊂ F is open. Moreover, locally on F ′,
we have constructed the desired group G, and by uniqueness, they glue.

The proposition constructs a deformation (G, ρ) of H to F ′. Moreover,
we have

s1, . . . , sh ∈ V (G)adη (F ′) .

In fact, they lie in the subset T (G)adη (F ′). As T (G)adη ⊂ V (G)adη is an open
embedding, this can be checked on points, where it is clear. This means that
s1, . . . , sh give a map

α : Zh
p → T (G)adη (F ′) ,

which is clearly an isomorphism at every point. This gives the inverse functor
M′

∞ → F ′ → M∞, as desired. In fact, M′
∞

∼= F ′ ∼= M∞.

Now we can finish the proof that M∞ is preperfectoid. Indeed, M∞ ⊂
(H̃ad

η )h is locally closed, and H̃ad
η is preperfectoid. Thus, by Proposition

2.3.11, M∞ is preperfectoid.

Finally, we give a description of M∞ purely in terms of p-adic Hodge
theory, on the category of perfectoid algebras. So, let us fix a perfectoid field
K of characteristic 0.

Proposition 6.3.9. The functor M∞ on perfectoid affinoid (K,OK)-alge-
bras is the sheafification of the functor sending (R,R+) to the set of h-tuples

p1, . . . , ph ∈ (M(H)⊗W (k) B
+
cris(R

+/p))ϕ=p ,

for which the following conditions are satisfied.

(i)The matrix (Θ(p1), . . . ,Θ(ph)) ∈ (M(H) ⊗ R)h is of rank exactly h − d;
let M(H)⊗R → W be the induced quotient.
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(ii)For all geometric points x = Spa(C,OC) → Spa(R,R+), the sequence

0 → Qh
p

(p1(x),...,ph(x))−−−−−−−−−→ (M(H)⊗W (k) B
+
cris(OC/p))

ϕ=p → W ⊗R C → 0

is exact.

Proof. We have

H̃ad
η (R,R+) = H̃(R+) = H̃(R+/p) = (M(H)⊗W (k) B

+
cris(R

+/p))ϕ=p ,

by Theorem 4.1.4. It follows that the datum of p1, . . . , ph is equivalent to
the datum of h sections

s1, . . . , sh ∈ H̃ad
η (R,R+) ,

and the conditions (i) and (ii) clearly correspond.

Corollary 6.3.10. Let C be an algebraically closed complete nonarchimedean
extension of Qp, and let X be the associated Fargues–Fontaine curve. Let
F =Oh

X and E =E (H) be associated vector bundles on X. Then M∞(C,OC)
is given by the set of morphisms f : F → E that give rise to a modification

0 → F
f→ E → i∞∗W → 0 ,

where W is some C-vector space.

6.4. The Lubin-Tate space at infinite level

In this section, H is a connected p-divisible group over k of dimension 1 and
height h. We assume that k is algebraically closed, so that H only depends
on h. LetMh

∞ be the associated infinite-level Rapoport-Zink space. We show
here that Mh

∞ is cut out from (H̃ad
η )h by a single determinant condition.

Let us begin with the case of h = 1, so that H = μp∞,k. Then H lifts
uniquely to the p-divisible group μp∞ over W (k). We have M(μp∞,k) =
Lieμp∞ = W (k). The quasi-logarithm map reduces to the usual logarithm
map, which sits inside the exact sequence

0 V (μp∞)adη μ̃ad
p∞,η

log
Ga

of sheaves of Qp-vector spaces on CAffSpa(W (k)[1/p],W (k)). Now let (R,R+) be

a complete affinoid (W (k)[1p ],W (k))-algebra. By Lemma 6.3.6, M1
∞(R,R+)
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is the set of sections s ∈ μ̃ad
p∞(R,R+) which satisfy both log(s) = 0 and the

condition that s(x) �= 0 for all points x = Spa(K,K+) ∈ Spa(R,R+). This

means that

M1
∞ = V (μp∞)adη \ {0} .

Either from this description, or from the description of M1
∞ as classifying

triples (G, ρ, α), it follows that

M1
∞ =

⊔
n∈Z

Spa(L,OL) ,

where L is the completion of W (k)[1p ](μp∞). Indeed, the decomposition by

n ∈ Z comes from the height of ρ. Assume that ρ is of height 0; then

G = μp∞ canonically, by rigidity of multiplicative p-divisible groups. Now

α : Zp → Tμp∞ amounts to the choice of a compatible system of p-power

roots of unity, whence the result.

Now return to the general case, so that H has dimension 1 and height

h. We construct a determinant morphism from the h-fold product of H̃ad
η

into μ̃ad
p∞,η. Let ∧hM(H) be the top exterior power of the W (k)-module

M(H); then ∧hM(H) is free of rank 1 with Frobenius slope 1, so that

∧hM(H) ∼= M(μp∞,k).

Write H̃ for the universal cover of H, considered over the base W (k).

By Corollary 3.1.5, H̃h is representable by a formal scheme Spf R, where

R = W (k)�X
1/p∞

1 , . . . , X
1/p∞

h �. In particular R/p is an inverse limit of f-

semiperfect rings. The projection maps H̃h → H̃ give h canonical elements

s1, . . . , sh ∈ H̃(R/p). Appealing to Theorem 4.1.4, the Dieudonné module

functor gives us isomorphisms

αH : H̃(S) → (M(H)⊗W (k) B
+
cris(S))

φ=1

and

αμp∞ : μ̃p∞(S) → (M(μp∞,k)⊗B+
cris(S))

φ=1

for any f-semiperfect ring S. We get an element α−1
μp∞

(αH(s1)∧· · ·∧αH(sh)) of

μ̃p∞(S). As R/p is an inverse limit of f-semiperfect rings, we get a morphism

of formal schemes det : H̃h → μ̃p∞ over Spec k, and then by rigidity also

over SpfW (k). Passing to generic fibres, we get a morphism of adic spaces

det : (H̃ad
η )h → μ̃ad

p∞,η
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which is Qp-alternating when considered as a map between sheaves of Qp-
vector spaces on CAffSpa(W (k)[1/p],W (k)). This morphism makes the diagram

(H̃ad
η )h

det

qlog

μ̃ad
p∞,η

log

(M(H)⊗Ga)
h

det
M(μp∞,k)⊗Ga

commute.

Theorem 6.4.1. There is a cartesian diagram

Mh
∞

det M1
∞

(H̃ad
η )h

det
μ̃ad
p∞,η.

Proof. First, we have to prove that det : Mh
∞ → μ̃ad

p∞,η factors over M1
∞. For

this, suppose that the h-tuple s1, . . . , sh represents a section of Mh
∞ over an

affinoid algebra (R,R+). Since the matrix (qlog(s1), . . . , qlog(sh)) has rank
h − 1, we have det(qlog(s1), . . . , qlog(sh)) = 0, i.e. log(det(s1, . . . , sh)) = 0.
It remains to show that det(s1, . . . , sh)(x) �= 0 at all points x ∈ Spa(R,R+).
For this, it is enough to check on geometric points Spa(C,OC), where it is
readily deduced from Corollary 6.3.10, noting that

∧h F ↪→
∧h E .

It remains to see that the square is cartesian. For this, let s1, . . . , sh
represent a section of the fibre product over (R,R+). This means that
det(s1, . . . , sh) is a section of V (μp∞)adη \ {0}. We have

det(qlog(s1), . . . , qlog(sh)) = log(det(s1, . . . , sh)) = 0,

meaning that the matrix (qlog(s1), . . . , qlog(sh)) has rank at most h − 1.
Therefore to show that s1, . . . , sh lies in Mh

∞, we only need to show that
this matrix has rank exactly h−1, and that condition (ii) in Definition 6.3.5
is satisfied. This can be checked on geometric points Spa(C,OC).

The tuple s1, . . . , sh corresponds to a map F → E of vector bundles
on the Fargues-Fontaine curve X, with F = Oh

X and E = E (H). Since the
section s1∧· · ·∧sh of E (μp∞) vanishes only at ∞, we have an exact sequence

0 → F → E → i∞∗W → 0 ,
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where W is a C-vector space equal to the quotient of M(H) ⊗W (k) C by
the span of s1, . . . , sh. Counting degrees, we get dimW = 1, verifying the
condition on the rank. Taking global sections, one gets the exact sequence

0 → Qh
p

(s1,...,sh)−−−−−−→ H̃ad
η (C,OC) → W ⊗R C → 0 ,

verifying condition (ii) in Definition 6.3.5.

Remark 6.4.2. The space M1
∞ =

⊔
Z Spa(L,OL) has an obvious integral

model, namely M̂1
∞ =

⊔
Z Spf OL. This suggests defining an integral model

M̂h
∞ as the fibre product of H̃h

η and M̂1
∞ over μ̃p∞ . On the other hand we

have the integral models M̂h
n of finite level, due to Drinfeld. It is proved

in [Wei12] that M̂ is the inverse limit lim←−M̂n in the category of formal
schemes over Spf Zp.

6.5. EL structures

In this section, we generalize the previous results to Rapoport–Zink spaces
of EL type. It would not be problematic to consider cases of PEL type.
However, the group theory becomes more involved, and the present theory
makes it possible to consider analogues of Rapoport–Zink spaces which are
not of PEL type, so that we will leave this discussion to future work.

Let us fix a semisimple Qp-algebra B, a finite nondegenerate B-module
V , and let G = GLB(V ). Fix a maximal order OB ⊂ B and an OB-stable
lattice Λ ⊂ V . Further, fix a conjugacy class of cocharacters μ : Gm → GQ̄p

,
such that in the corresponding decomposition of VQ̄p

into weight spaces, only
weights 0 and 1 occur; write

VQ̄p
= V0 ⊕ V1

for the corresponding weight decomposition, and set d = dimV0, h = dimV ,
so that h − d = dimV1. Moreover, fix a p-divisible group H of dimension
d and height h over k with action OB → End(H), such that M(H) ⊗W (k)

W (k)[p−1] ∼= V ⊗Qp
W (k)[p−1] as B ⊗Qp

W (k)[p−1]-modules.

In the following, we write D = (B, V, H̃, μ) for the rational data, and
Dint = (OB,Λ, H, μ) for the integral data. Moreover, let E be the reflex
field, which is the field of definition of the conjugacy class of cocharacters
μ. Set Ĕ = E ·W (k).

Definition 6.5.1. The Rapoport–Zink space MDint of EL type associated to
Dint is the functor on NilpOĔ

sending R to the set of isomorphism classes
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of (G, ρ), where G/R is a p-divisible group with action of OB satisfying the

determinant condition, cf. [RZ96, 3.23 a)], and

ρ : H ⊗k R/p → G⊗R R/p

is an OB-linear quasi-isogeny.

Then Rapoport–Zink prove representability of MDint .

Theorem 6.5.2. The functor MDint is representable by a formal scheme,

which locally admits a finitely generated ideal of definition.

On the generic fibre, we have the Grothendieck–Messing period mor-

phism

πGM : (MDint)adη → F�GM ,

where the flag variety F�GM parametrizes B-equivariant quotients W of

M(H) ⊗W (k) R which are finite projective R-modules, and locally on R

isomorphic to V0 ⊗Qp
R as B ⊗Qp

R-modules.

For any n ≥ 1, one also defines the cover MDint,n of its generic fibre

(MDint)adη , as parametrizing OB-linear maps Λ/pn → G[pn]adη which are

isomorphisms at every point.

We have the following definition of MDint,∞.

Definition 6.5.3. Consider the functor MDint,∞ on complete affinoid (Ĕ,OĔ)-

algebras, sending (R,R+) to the set of triples (G, ρ, α), where (G, ρ) ∈
(MDint)adη (R,R+), and

α : Λ → T (G)adη (R,R+)

is a morphism of OB-modules such that for all x= Spa(K,K+)∈ Spa(R,R+),

the induced map

α(x) : Λ → T (G)adη (K,K+)

is an isomorphism.

Our arguments immediately generalize to the following result.

Theorem 6.5.4. The functor MDint,∞ is representable by an adic space

over Spa(Ĕ,OĔ). The space MDint,∞ is preperfectoid, and

MDint,∞ ∼ lim←−
n

MDint,n .
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Moreover, one has the following alternative description of MDint,∞ = MD,∞,

which depends only on the rational data D. The sheaf MD,∞ is the sheafi-

fication of the functor sending a complete affinoid (Ĕ,OĔ)-algebra (R,R+)

to the set of maps of B-modules

V → H̃ad
η (R,R+)

for which the following conditions are satisfied.

(i)The quotient W of M(H) ⊗W (k) R by the image of V ⊗ R is a finite

projective R-module, which locally on R is isomorphic to V0⊗Qp
R as B⊗Qp

R-

module.

(ii)For any geometric point x = Spa(C,OC) → Spa(R,R+), the sequence

0 → V → H̃ad
η (C,OC) → W ⊗R C → 0

is exact.

In particular, this gives a description of the image of the period morphism

in the style of Theorem 6.2.1 in all EL cases. Finally, let us observe that there

are natural group actions on MD,∞. Namely, there is an action of G(Qp)

on MD,∞, through its action on V . Let J denote the group of B-linear self-

quasiisogenies of H. Then J(Qp) acts on MD,∞ through its action on H̃.

Recall that this action of J(Qp) is in fact defined on every level MDint,n,

and already on MDint , contrary to the action of G(Qp), which exists only

in the inverse limit.

Proposition 6.5.5. The action of G(Qp)×J(Qp) on MD,∞ is continuous,

i.e. for any qcqs open U = Spa(R,R+) ⊂ MD,∞, the stabilizer of U in

G(Qp)× J(Qp) is open, and there is a base for the topology of MD,∞ given

by open affinoids U = Spa(R,R+) for which the stabilizer of U in G(Qp)×
J(Qp) acts continuously on R.

Moreover, the Grothendieck–Messing period map

πGM : MD,∞ → F�GM

is G(Qp) × J(Qp)-equivariant for the trivial action of G(Qp) on F�GM,

and the action of J(Qp) on F�GM induced from the action of J(Qp) on

M(H)⊗W (k) W (k)[p−1].
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Proof. The first part is a direct consequence of the continuity of the action
of J(Qp) on each MDint,n, and the relation

MD,∞ ∼ lim←−MDint,n .

The equivariance of the Grothendieck–Messing period map is obvious from
the definitions.

7. Duality of Rapoport–Zink spaces

In this section, we deduce a general duality isomorphism between basic
Rapoport–Zink spaces at infinite level, in the EL case. We keep the notation
from the previous subsection concerning the EL case.

7.1. The Hodge–Tate period morphism

First, we observe that in addition to the usual Grothendieck–Messing pe-
riod morphism, there is a second morphism at infinite level, coming from the
Hodge–Tate map. Let F�HT be the adic space over Spa(E,OE) parametriz-
ing B-equivariant quotients W1 of V ⊗Qp

R that are finite projective R-
modules, and locally on R isomorphic to V1⊗Qp

R as B⊗Qp
R-module. Note

that G acts naturally on F�HT.

Proposition 7.1.1. There is a Hodge–Tate period map

πHT : MD,∞ → F�HT ,

sending an (R,R+)-valued point of MD,∞, given by a map V → H̃ad
η (R,R+),

to the quotient of V ⊗Qp
R given as the image of the map

V ⊗Qp
R → M(H)⊗W (k) R .

The Hodge–Tate period map is G(Qp)×J(Qp)-equivariant for the canonical
action of G(Qp) on F�HT, and the trivial action of J(Qp) on F�HT.

Proof. Locally, the point of MD,∞ corresponds to a p-divisible group G over
an open and bounded subring R0 ⊂ R+. Then we have an exact sequence

0 → (LieG∨)∨ ⊗R → M(H)⊗W (k) R → LieG⊗R → 0 .

Moreover, we get a map V ⊗Qp
R → (LieG∨)∨ ⊗ R. We claim that it is

surjective. Indeed, it suffices to check this on geometric points, where it
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follows from Proposition 5.1.6 (iii). As M(H) ⊗W (k) R ∼= V ⊗Qp
R and

LieG ⊗ R ∼= V0 ⊗Qp
R locally, it follows that (LieG∨)∨ ⊗ R ∼= V1 ⊗Qp

R
locally, as desired.

Remark 7.1.2. We caution the reader that unlike πGM, πHT is not in
general étale. Also, the fibres are not J(Qp)-torsors in general. However, in
the basic case to be considered in the next section, these statements are true,
and follow by identification from the similar statements for πGM by duality.

7.2. The duality isomorphism

Assume now that k is algebraically closed. Recall the following proposition.

Proposition 7.2.1. The σ-conjugacy class corresponding to H is basic if
and only if B̌ = End◦B(H) (where End◦ = End⊗Q) satisfies

B̌ ⊗Qp
W (k)[p−1] = EndB⊗W (k)(M(H)[p−1]) ,

where the right-hand side denotes the B ⊗ W (k)-linear endomorphisms of
the B⊗W (k)-module M(H)[p−1], not necessarily compatible with F and V .

In the following, assume that the conditions of the proposition are sat-
isfied. In particular, it follows that we have a canonical identification

B̌ ⊗Qp
W (k)[p−1] = EndB⊗W (k)(M(H)[p−1])

= EndB⊗W (k)(V ⊗Qp
W (k)[p−1])

= EndB(V )⊗Qp
W (k)[p−1] .

We define dual EL data as follows. First, B̌ is defined as in the proposi-
tion, with OB̌ = EndOB

(H). Moreover, V̌ = B̌ and Λ̌ = OB̌, with the left
action by B̌, resp. OB̌. It follows that Ǧ ∼= J is the group of B-linear self-
quasiisogenies of H, where g ∈ Ǧ = J ⊂ B̌ acts on V̌ by multiplication with
g−1 from the right.

Next, we set Ȟ = Λ∗⊗OB
H, where Λ∗ = HomOB

(Λ,OB). To make sense
of this equation, interpret it for example in terms of Dieudonné modules, so
that

M(Ȟ) = Λ∗ ⊗OB
M(H) .

As OB̌ acts naturally on H, there is an induced action of OB̌ on Ȟ. One
has an identification

M(Ȟ)[p−1] = V ∗ ⊗B M(H) = (V ∗ ⊗B V )⊗Qp
W (k)[p−1]

= EndB(V )⊗Qp
W (k)[p−1]

= B̌ ⊗Qp
W (k)[p−1] ,
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as desired. It remains to define the conjugacy class of cocharacters μ̌ : Gm →
Ǧ. Equivalently, we have to give the corresponding weight decomposition of
V̌ . We require that this is given by the decomposition

V̌⊗Qp
W (k)[p−1] = EndB(V )⊗Qp

W (k)[p−1]

= (HomB⊗W (k)(V0, V )⊗Qp
W (k)[p−1])

⊕ (HomB⊗W (k)(V1, V )⊗Qp
W (k)[p−1]) ,

where the first summand is by definition of weight 0, and the second sum-
mand of weight 1. (We note that we would have to extend the scalars further
to make sense of this equation, as V0 and V1 are not defined over the base
field.)

Let us denote by F̌�GM and F̌�HT the flag varieties for the dual EL data;
we consider all spaces as being defined over Spa(Ĕ,OĔ) in the following.

Proposition 7.2.2. There are natural actions of G on F�HT and F̌�GM,
and a canonical G-equivariant isomorphism F�HT

∼= F̌�GM. Similarly, there
are natural actions of Ǧ on F̌�HT and F�GM, and a canonical Ǧ-equivariant
isomorphism F̌�HT

∼= F�GM.

Proof. Recall that F�HT parametrizes B-equivariant quotients V ⊗R → W1

which are locally of the form V1 ⊗R. On the dual side, F̌�GM parametrizes
EndB(V )-equivariant quotients

M(Ȟ)⊗W (k) R = EndB(V )⊗Qp
R → W̌

which are locally of the form HomB(V0, V )⊗Qp
R. Starting with 0 → W0 →

V ⊗R → W1 → 0, and looking at HomB⊗R(−, V ⊗R) gives a sequence

0 → HomB⊗R(W1, V ⊗R) → EndB(V )⊗R → HomB⊗R(W0, V ⊗R) → 0 ,

where W̌ = HomB(W0, V ) is locally of the form HomB(V0, V ) ⊗ R. It is
easy to see that this gives an isomorphism of flag varieties, under which the
canonical action of G on F�HT gets identified with an action of G on F̌�GM.

In the other case, recall that F�GM parametrizes B-equivariant quotients
M(H) ⊗ R → W which are locally of the form V0 ⊗ R. On the dual side,
F̌�HT parametrizes EndB(V )-equivariant quotients

V̌ ⊗Qp
R = EndB(V )⊗Qp

R → W̌1

which are locally of the form HomB(V1, V )⊗Qp
R. Again, starting with

0 → W1 → M(H)⊗R → W → 0
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and looking at HomB⊗R(−, V⊗R) produces a quotient W̌1= HomB⊗R(W1, V⊗
R) of EndB(V ) ⊗ R which is locally of the form HomB(V1, V ) ⊗ R, as de-
sired.

Let MD,∞ be the Rapoport–Zink space at infinite level for our original
EL data, and let MĎ,∞ denote the Rapoport–Zink space at infinite level for
the dual EL data.

Theorem 7.2.3. There is a natural G(Qp) × Ǧ(Qp)-equivariant isomor-
phism

MD,∞ ∼= MĎ,∞ ,

under which πGM : MD,∞ → F�GM gets identified with π̌HT : MĎ,∞ →
F̌�HT, and vice versa.

Proof. Let (R,R+) be any complete affinoid (Ĕ,OĔ)-algebra. Then recall
that MD,∞ is the sheafification of the functor sending (R,R+) to the set of
B-linear maps

s : V → H̃ad
η (R,R+)

for which the induced quotient M(H) ⊗ R → W by the image of V ⊗ R is
locally of the form V0⊗R, and which give exact sequences at every geometric
point. Similarly, MĎ,∞ is the sheafification of the functor sending (R,R+)
to the set of EndB(V )-linear maps

š : End◦B(H) → V ∗ ⊗B H̃ad
η (R,R+)

for which the induced quotient M(Ȟ)⊗W (k) R = EndB(V )⊗Qp
R → W̌ by

the image of EndOB
(H) ⊗ R is locally of the form EndB(V0, V ) ⊗ R, and

which give exact sequences at every geometric point. Let us first check that
s and š correspond. Indeed, define

(š(f))(v) = f(s(v)) ,

where f ∈ End◦B(H) and v ∈ V . One readily checks that this defines a
bijective correspondence between s and š.

Now consider the map

End◦B(H)⊗R → M(Ȟ)⊗W (k) R = EndB(V )⊗Qp
R

induced by š. We claim that it is the same as HomB⊗R(−, V ⊗ R) applied
to the map

V ⊗Qp
R → M(H)⊗R
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induced from s; this is a direct verification. From here, one deduces that
W is locally of the form V0 ⊗ R if and only if W̌ is locally of the form
HomB(V0, V )⊗R, as well as the compatibility with period maps. Moreover,
the exactness conditions at geometric points correspond.

7.3. Equivariant covers of Drinfeld’s upper half-space

Fix a finite extension F of Qp, and let Ω ⊂ Pn−1 denote Drinfeld’s upper
half-space, where we consider everything as an adic space over Spa(C,OC),
where our field of scalars C is a complete algebraically closed extension of
F . As an application of the duality of Rapoport–Zink spaces, we prove the
following result.

Theorem 7.3.1. Let Ω̃ → Ω be a finite étale GLn(F )-equivariant morphism
of adic spaces. There exists an m ≥ 0 such that MDr

m → Ω factors through
Ω̃.

Proof. Let M̂LT
∞ be (the strong completion of the base-change to C of) the

Lubin-Tate space of height n for F at infinite level, and let M̂Dr
∞ be (the

strong completion of the base-change to C of) the Drinfeld space of height n
for F at infinite level. Then both M̂LT

∞ and M̂Dr
∞ are perfectoid spaces over

Spa(C,OC). By duality, we have the GLn(F )×D×-equivariant isomorphism
M̂LT

∞
∼= M̂Dr

∞ , whereD is the division algebra over F of invariant 1
n . (We note

that the GLn(F )-action which comes from the general duality statement
differs from the standard GLn(F )-action on the Drinfeld tower by g �→
(g−1)t. This does not change any of the statements to follow.)

Let
˜̂MDr
∞ be the fibre product Ω̃ ×Ω M̂Dr

∞ . Then
˜̂MDr
∞ → M̂Dr

∞ is a
GLn(F )-equivariant finite étale morphism of perfectoid spaces over Spa(C,OC).
By the duality isomorphism, it gives rise to a GLn(F )-equivariant finite étale

morphism
˜̂MLT
∞ → M̂LT

∞ .

Lemma 7.3.2. The category of adic spaces finite étale over Pn−1 is equiv-
alent to the GLn(F )-equivariant spaces finite étale over M̂LT

∞ .

Proof. We can work locally over Pn−1. Let us writeMLT for the generic fibre
of the Lubin – Tate space for F at level 0. As π : MLT → Pn−1 admits local
sections, we can assume that we work over an open affinoid subset U ⊂ Pn−1

which admits a lifting U → MLT. Let U ′
∞ ⊂ M̂LT

∞ be the preimage of
U ⊂ Pn−1, and let U∞ ⊂ M̂LT

∞ denote the preimage of U ⊂ MLT, so that
U∞ ⊂ U ′

∞. Then U∞ → U is a GLn(OF )-equivariant map, and U ′
∞ → U is

a GLn(F )-equivariant map.
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The action of GLn(F ) on U ′
∞ gives a disjoint decomposition

U ′
∞ =

⊔
g∈GLn(F )/GLn(OF )

gU∞ .

In particular, the category of GLn(F )-equivariant covers of U ′
∞ is equivalent

to the category of GLn(OF )-equivariant covers of U∞, and we can restrict
attention to the GLn(OF )-equivariant map U∞ → U .

With the obvious definition of Um ⊂ MLT
m , we have U∞ ∼ lim←−Um. In

particular, a finite étale morphism of V∞ → U∞ comes via pullback from a
finite étale morphism Vm → Um for some m. We get an induced morphism

Γ(Vm,OVm
) → Γ(V∞,OV∞) ,

where we also recall that all spaces are affinoid. We claim that some open
subgroup of GLn(OF ) fixes the image of this morphism point-wise. As
Γ(Vm,OVm

) is finite over Γ(U,OU ), it is enough to check that any element
x ∈ Γ(Vm,OVm

) is fixed by an open subgroup. But x satisfies a monic poly-
nomial equation P (x) = 0 with coefficients in Γ(U,O+

U ), and finite étale in
characteristic 0. Any element g ∈ GLn(OF ) will map x to another solution
gx of P (gx) = 0. But by Hensel’s lemma, if gx close enough p-adically to x,
then gx = x. But as GLn(OF ) acts continuously, we get the claim.

After enlarging m, we can assume that ker(GLn(OF ) → GLn(OF /p
m))

acts trivially on Γ(Vm,OVm
). Then Vm is GLn(OF /p

m)-equivariant finite
étale over Um, and by usual finite étale Galois descent, this gives rise to a
finite étale V → U . It is easy to see that this gives the desired equivalence
of categories.

But now we recall that by rigid GAGA, finite étale maps to Pn−1

are algebraic, and all of these split. It follows that the same is true for
˜̂MLT
∞ → M̂LT

∞ , and then for
˜̂MDr
∞ → M̂Dr

∞ . In particular, there is a GLn(F )-
equivariant morphism

M̂Dr
∞ → ˜̂MDr

∞ → Ω̃ .

It remains to prove that this morphism factors over MDr
m for some m.

As GLn(F ) permutes the connected components of MDr transitively, it is
enough to check this for one connected component; so fix a connected com-
ponent (MDr)0 ⊂ MDr of the Drinfeld space at level 0, and denote by
similar symbols its preimage. Observe that Ω modulo the action of GLn(F )
is quasicompact; in particular, it suffices to check the desired factorization



Moduli of p-divisible groups 235

property locally over Ω, so let U ⊂ Ω be some open affinoid subset, and let
Ũ ⊂ Ω̃ and U∞ ⊂ (M̂Dr

∞ )0 be the preimages. We get a map

Γ(Ũ ,OŨ ) → Γ(U∞,OU∞) ,

where the right-hand side is the completion of lim−→Γ(Um,OUm
), with the ob-

vious definition of Um ⊂ (MDr
m )0. But finite étale algebras over Γ(U∞,OU∞)

and lim−→Γ(Um,OUm
) are equivalent, so that we get a map

Γ(Ũ ,OŨ ) → lim−→Γ(Um,OUm
) ,

i.e. a map Γ(Ũ ,OŨ ) → Γ(Um,OUm
) for some m, giving the desired factor-

ization U∞ → Um → Ũ .
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[BGR84] S. Bosch, U. Güntzer, and R. Remmert, Non-Archimedean analy-
sis, Grundlehren der Mathematischen Wissenschaften [Fundamen-
tal Principles of Mathematical Sciences], vol. 261, Springer-Verlag,
Berlin, 1984, A systematic approach to rigid analytic geometry.

[BO78] Pierre Berthelot and Arthur Ogus, Notes on crystalline cohomol-
ogy, Princeton University Press, Princeton, N.J., 1978.

[BO83] P. Berthelot and A. Ogus, F -isocrystals and de Rham cohomology.
I, Invent. Math. 72 (1983), no. 2, 159–199.

[Bre00] Christophe Breuil, Groupes p-divisibles, groupes finis et modules
filtrés, Ann. of Math. (2) 152 (2000), no. 2, 489–549.

[CF00] Pierre Colmez and Jean-Marc Fontaine, Construction des
représentations p-adiques semi-stables, Invent. Math. 140 (2000),
no. 1, 1–43. MR1779803 (2001g:11184)

[dJ95] A. J. de Jong, Étale fundamental groups of non-Archimedean ana-
lytic spaces, Compositio Math. 97 (1995), no. 1–2, 89–118, Special
issue in honour of Frans Oort.



236 Peter Scholze and Jared Weinstein

[dJM99] A. J. de Jong and W. Messing, Crystalline Dieudonné theory over
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