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Abstract

Determining the stability of solutions is central to the analysis of partial differential
equation (PDE) models arising in applications, as it is typically the stable solutions that
are observed in practice. Topics related to the stability analysis of parabolic PDEs are dis-
cussed, including techniques used in determining the linear, nonlinear, and global stability
of stationary solutions. For linear stability, the focus is both on determining the behavior
of solutions when the spectrum of the linear operator is known, but lacks a spectral gap,
and on locating the spectrum. Regarding the former, four examples are analyzed using
renormalization groups, scaling variables, and spectral decompositions. In this analysis, a
novel technique is applied that separates the solution into two components that naturally
reflect the advection properties of the linear operator, allowing for the application of scaling
variables and the creation of a spectral gap. To address the latter, a model of bioreme-
diation, a process for cleaning contaminated soil, is considered. In this example, locating
the spectrum is less straightforward. Geometric singular perturbation theory is employed
to construct a traveling wave solution, and its properties are subsequently used in locating
the spectrum of the associated linearized operator, thus determining the spectral stability
of the wave. Nonlinear stability is then discussed. In general, when the linear operator
lacks a spectral gap, the effects of the nonlinearity are not well understood. However,
detailed information can be obtained in specific examples, three of which are presented.
Existing results for the heat equation with polynomial nonlinearity are reviewed, as well
as new results for nonlinear PDEs in which the linear operator is that which arises in the
stability analysis of the traveling front in Burgers equation. Using the technique introduced
in the linear stability analysis, invariant manifolds are constructed in the phase space of
perturbations of this front. As a result, the asymptotic form of solutions will be deter-
mined, illustrating why their algebraic temporal decay rate can be increased by working
in appropriate algebraically weighted Banach spaces. Finally, global stability is discussed,
including the development of a Lyapunov functional argument for the traveling front in
Burgers equation.
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Chapter 1

Introduction

In this dissertation, I discuss several topics related to the stability analysis of parabolic
partial differential equations (PDEs). In particular, techniques used in determining the
linear, nonlinear, and global stability of stationary solutions will be considered. In addition
to novel ideas, I include some well known results that I feel help to provide a more complete
picture of the relevant concepts.

My purpose in organizing this dissertation as you find it is to provide both a brief
introduction to stability theory and a discussion of some more advanced results. It is not
intended to be an exhaustive account of the subject. Instead, I hope it may help connect
some of the ideas found in introductory graduate texts on PDEs with current research in
stability analysis.

Before beginning the discussion of PDEs, an overview of stability theory for ordinary
differential equations (ODEs) will be given. Next, a brief introduction to some of the ideas
that will be encountered in the study of PDEs will be presented. This chapter will conclude
with an outline of the remainder of this dissertation.

1.1 A Brief Review of Stability Theory for Ordinary Differential Equa-

tions

In this section, we will briefly review some existing results regarding the stability of solutions
to ODEs, so that we may subsequently compare them with the corresponding analysis for
PDEs. Attention will be paid primarily to understanding concepts, rather than specific
details. Further information may be found, for example, in [9], [28], [29], [30], [32], [45],
and [50]. By studying the finite dimensional case first, some intuition can be gained that
will be very useful in the study of the infinite dimensional case. As stated by Henry [31],
“with a grounding in modern analysis, Rn looks much the same as any other Banach space.”

Consider the following ordinary differential equation

w′ = f(w), (1.1)

where w = w(t) ∈ Rn and f : Rn → Rn is assumed to be Cr for r ≥ 1, i.e. the function and
its first r derivatives are assumed to be continuous. Under these assumptions, solutions to
the above equation will exist at least locally in time. We are interested in studying the
stability of a stationary solution, which in this finite dimensional case is simply an equi-
librium point, w(t) ≡ w0. In particular, we would like to determine under what conditions

1
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the solution is stable in the following sense.

Definition 1.1.1 The solution w(t) ≡ w0 of equation (1.1) is said to be stable if for any
neighborhood V of w0 there exists another neighborhood W such that any solution w(t) with
initial data in W is defined and lies in V for all t > 0. The solution w0 is said to be
asymptotically stable if it is stable and W can be chosen so that w(t)→ w0 as t→∞.
The solution w0 is unstable if it is not stable.

For a discussion of other types of stability, see the above mentioned references.
In order to determine if the solution w(t) ≡ w0 is stable, we linearize the vector field

around this solution. To do this, let w(t) = w0 + u(t), where it is understood that u(t) is
small. We then obtain

u′ = Df(w0)u+ (f(w0 + u)−Df(w0)u) ≡ Au+N(u), (1.2)

where A = Df(w0). Understanding the behavior of solutions to the above equation will
provide a complete picture of the stability properties of the equilibrium solution. In partic-
ular, if u ≡ 0 is asymptotically stable, then so is w ≡ w0. Thus, throughout this discussion
we will focus on determining the stability of the zero solution.

1.1.1 Linear Equations

First we focus on the analysis of the linear part of the above vector field,

u′ = Au. (1.3)

In this case, solutions exist for all time and their behavior is completely determined by the
spectrum of the matrix A, σ(A), which is defined in the following way. Define the resolvent
set of A as ρ(A) = {λ ∈ C : (A − λ1) is bijective }. This implies that, for λ ∈ ρ(A),
(A − λ1)−1 exists. The operator (A − λ1) will fail to be bijective if and only if it has
a nontrivial null space. The spectrum of A is then the complement of the resolvent set,
σ(A) = C \ ρ(A). These are values of λ for which there exists a nonzero vector u satisfying
(A − λ1)u = 0. Equivalently, they are the n (not necessarily distinct) zeros of the n-th
order characteristic polynomial associated to the equation Au = λu. We refer to elements
of σ(A) as eigenvalues and note that they are, in some cases, explicitly computable.

In addition, we associate to each eigenvalue an eigenvector or generalized eigenvector. If
the algebraic multiplicity of the eigenvalue λ is k, 1 ≤ k ≤ n, and its geometric multiplicity
is l, 1 ≤ l ≤ k, then there exist l nonzero eigenvectors vm, m = 1, . . . , l satisfying
(A − λ1)vm = 0, and k − l nonzero generalized eigenvectors vi, i = 1, . . . ,k − l satisfying
(A−λ1)vi 6= 0, (A−λ1)jvi = 0 for some j = 2, . . . ,k− l+1. The collection of eigenvectors
and generalized eigenvectors associated to the matrix A defines a basis for Cn.

Remark 1.1.2 In the context of spectral analysis it is often convenient to work in Cn,
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rather than Rn, because complex eigenvalues naturally lead to complex eigenvectors. How-
ever, there is a well defined correspondence between the two, as the complex eigenvectors
may be split up into their real and imaginary parts, thus defining a basis for the two di-
mensional subspace of Rn associated to the pair of complex conjugate eigenvalues.

Define the following subsets of σ(A):

σs(A) = {λ ∈ σ(A) such that Re(λ) < 0}
σu(A) = {λ ∈ σ(A) such that Re(λ) > 0} (1.4)

σc(A) = {λ ∈ σ(A) such that Re(λ) = 0}.

Note that, because σ(A) consists of a finite number of elements, these sets are well sepa-
rated in the sense that the distance between them is a strictly positive number. In other
words, there is a nonzero spectral gap between these sets: maxRe(σs) ≤ −δs < 0 < δu ≤
minRe(σu). In addition, let Es, Eu, and Ec be the associated (generalized) eigenspaces.
These three linear subspaces divide the phase space of the ODE into invariant sets. Es and
Eu may be characterized as containing only solutions that exponentially decay in forwards
and backwards time, respectively. Solutions in the subspace Ec do not exhibit exponen-
tial growth or decay. Their size either remains bounded, as in the case of zero or purely
imaginary eigenvalues whose geometric and algebraic multiplicities are equal, or may grow
algebraically, as in the case when their algebraic multiplicity exceeds their geometric mul-
tiplicity.

One way to think about the behavior of solutions to equation (1.3) is to divide the
possibilities into three cases (see figure 1·1):

1. The linear operator possesses at least one eigenvalue with positive real part. This
necessarily implies instability, and there will exist solutions that grow exponentially
fast as time increases.

2. The linear operator possesses only eigenvalues with negative real part. This neces-
sarily implies asymptotic stability, and all solutions will decay exponentially fast as
time increases.

3. The linear operator possesses eigenvalues with negative or zero real part. In this case
one needs more information to determine stability, in particular the algebraic and
geometric multiplicities of the neutral (zero real part) eigenvalues.

Regardless of which of the above characterizations is satisfied by σ(A), the most impor-
tant point is that, for linear systems, the behavior of solutions, and hence stability, may be
completely determined.

An explicit formula for solutions to equation (1.3) may be obtained by exponentiating
the matrix A:

u(t) = etAu0, (1.5)
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Figure 1·1: A schematic diagram of potential spectral scenarios in the complex plane for
the finite dimensional case. 1) Eigenvalues exist in the open right half plane, indicating
(exponential) instability. 2) All eigenvalues lie in the open left half plane, indicating (ex-
ponential) asymptotic stability. 3) Critical eigenvalues lie on the imaginary axis. Stability
properties can be determined through further investigation.

where

etA =
∞∑

n=0

tnAn

n!
, (1.6)

and u0 ∈ Rn is the initial data. One can show that the object etA, also known as the
semigroup associated to the matrix A, is well-defined as a bounded linear operator on Rn,
and that the function u(t) as given in equation (1.5) does solve (1.3). Using the Jordan
Normal Form of the matrix A and its associated semigroup we find the following. Denote
each eigenvalue by λj = aj + ibj for j = 1, . . . ,n and aj , bj ∈ R. Then each solution of
equation (1.3) is a linear combination of functions of the form [32]

tkjetaj cos(bjt), tljetaj sin(bjt), (1.7)

where kj and lj are less than or equal to the difference between the algebraic and geometric
multiplicity of the eigenvalue λj . Using this explicit formulation of solutions for linear
ODEs, the stability of zero solution can be completely determined.

1.1.2 Nonlinear Equations

We now return to the full nonlinear system, equation (1.2). First consider the case in
which the matrix A is hyperbolic, i.e. σc(A) = ∅. In this case, the Hartman-Grobman
Theorem states that, at least locally, the behavior of solutions to the full nonlinear system is
topologically conjugate to the behavior of solutions to the linear system. In other words, for
hyperbolic matrices the nonlinearity does not have a significant effect on the local stability
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of the zero solution.
When the matrix A is not hyperbolic, however, the situation is quite different. As a

result of the Stable/Unstable/Center Manifold Theorem, we know that nonlinear analogues
of Es, Eu, and Ec exist locally, which are called the stable, unstable, and center manifolds,
respectively. These manifolds are tangent at the equilibrium point to their respective linear
subspaces and will be denoted by Ws, Wu, and Wc. The stable and unstable manifolds
are unique and of the same smoothness as the original vector field. The center manifold,
however, is not necessarily unique and will not necessarily be analytic, even if the original
vector field is.

This provides us with much information regarding the stability of the zero solution. In
particular, σu(A) 6= ∅ implies (exponential) instability. On the other hand, σu(A) = σc = ∅

implies (exponential) stability. What happens if σu(A) = ∅ but σc(A) 6= ∅? This is a
critical case as it was for the linear system. However, knowing the properties of A alone
will not be sufficient for determining the stability properties. In this case, the nonlinearity
must be taken into account. To do so, we must explicitly compute the flow on the center
manifold. This can be done, at least in theory, by means of asymptotic expansions [9], and
this procedure may allow one to determine the stability of the zero solution even in the
presence of neutral eigenvalues.

In order to give a brief description of how such expansions can be computed, we state the
center manifold theorem for ODEs. We will use projection operators to break the nonlinear
problem into its stable and center components. First assume that the eigenvalues of the
matrix A have either zero or negative real part, and that dimEs = j and dimEc = k, where
j + k = n. Using the (generalized) eigenvectors as a basis for each subspace, it is possible
to define projection operators Ps and Pc associated to Es and Ec. Furthermore, we may
define As = A|Es and Ac = A|Ec , where σ(As) = σs(A) and σ(Ac) = σc(A) . We then have
that

etAsPsu ∈ Es, ||etAsPsu|| ≤ Ce−δt for some δ > 0 and all t ≥ 0

etAcPcu ∈ Ec, ||etAcPcu|| ≤ Cεe
εt for any ε > 0 and all t ≥ 0 (1.8)

Also, we may write u = us+uc ∈ Rj ×Rk, where us ∈ Es and uc ∈ Ec. We may then write
equation (1.2) as

u′s = Asus + PsN(us, uc)

u′c = Acuc + PcN(us, uc). (1.9)

The center manifold theorem states

Theorem 1.1.3 [9] There exists a center manifold for equation (1.9),

Wc = {us = h(uc), for |uc| ≤ γ}, (1.10)
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where γ > 0 is some (typically small) number and the function h satisfies h(0) = 0,
h′(0) = 0, and h ∈ Cr−1. In addition, the flow on the center manifold is governed by
the equation

u′c = Acuc + PcN(h(uc), uc). (1.11)

If the zero solution of equation (1.11) is asymptotically stable (unstable), then so is the zero
solution of equation (1.9).

In addition, one can determine the asymptotic expansion for the function h(uc). If we
insert the expression us = h(uc) into the first equation of (1.9), we obtain

h′(uc) [Acuc + PcN(h(uc), uc)] = Ash(uc) + PsN(h(uc), uc).

Assume that h(uc) has the expansion h(uc) = α2u
2
c+α3u

3
c+. . . . By inserting this expression

into the above equation and equating terms of equal order in uc, it is possible, in principle,
to compute the expansion of h accurate to any order in uc (by determining the coefficients
αi) and, thus, determine the stability of the zero solution.

Recall the three distinguished scenarios for linear ODEs. The corresponding cases for
nonlinear ODEs are:

1. The linear operator possesses at least one eigenvalue with positive real part. This
necessarily implies instability, and there will exist solutions that leave a neighborhood
of the zero solution exponentially fast as time increases.

2. The linear operator possesses only eigenvalues with negative real part. This neces-
sarily implies asymptotic stability, and all solutions originating in a sufficiently small
neighborhood of zero will decay exponentially fast as time increases.

3. The linear operator possesses eigenvalues with negative or zero real part. In this
case one must compute the dynamics on the center manifold, thus incorporating the
effects of the nonlinearity into the behavior of solutions.

Thus, we see that the presence of a nonlinearity does not (locally) affect stability in the first
two cases. In the third case, however, the nonlinearity plays a key role in the behavior of
solutions. Nevertheless, even for nonlinear ODEs, the stability of solutions can, in theory,
be explicitly determined.

1.1.3 Global Stability

All of the above nonlinear results are local, in the sense that they hold only for sufficiently
small initial data (recall definition 1.1.1 for asymptotic stability). This results from the
fact that, when u is small, the nonlinearity N(u) will be small compared to the linear part
Au. For large u, however, the nonlinearity will be large relative to the linear part. Thus,
the above analysis, which depends mainly on properties of the linear operator A, will not
hold.
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One way to prove global stability is construct a Lyapunov function for equation (1.1).
A Lyapunov function is a function satisfying the following properties:

i) V (u) : Rn → R, V ∈ C1
ii) V (0) = 0, V (u) > 0 if u 6= 0 (1.12)

iii)
d

dt
V (u(t)) = ∇V (u(t)) · (Au(t) +N(u(t))) < 0 for all t and u(t) 6= 0.

If such a function exists, then the solution u ≡ 0 is globally asymptotically stable, even if the
linear operator possesses neutral eigenvalues. Intuitively, the above properties indicate that
solutions evolve on level surfaces of V with strictly decreasing value and, therefore, must
be converging to the zero level set, given by {u = 0}. This is a very nice result. However,
its utility is limited by the fact that finding such a function is often quite difficult.

1.2 Stability Theory for Partial Differential Equations

The purpose of this dissertation is to present, at least to some extent, analogous results for
PDEs. In order to focus on the general concepts involved, in this section we will not be
concerned with details, which are left for the subsequent chapters. As we will see below,
much of the theory and intuition for the ODE case will carry over. However, there are
important differences that allow for more complicated behavior, even in the linear case.

Consider the following PDE:

ut = Au+N(u), (1.13)

where u = u(x, t) ∈ X for some Banach space X, A : X → X is a linear (though not
necessarily bounded) operator, and N : X → X is a nonlinear operator on X. Both A and
N will be assumed to be sufficiently nice for the purpose of this discussion, and precise
assumptions that they satisfy will be given in subsequent chapters. The situation we are
concerned with is when u represents a perturbation of a stationary solution of interest, and
so we are interested in the stability properties of the solution u(x, t) ≡ 0.

The definition of stability for stationary solutions to PDEs is analogous to that for
ODEs, definition 1.1.1. We note, however, that the neighborhood V in the definition of
stability is now defined in terms of the norm with which the Banach space X is equipped.
By changing this norm one can dramatically change the stability properties of a solution,
as we will see in section 2.4.

1.2.1 Linear Equations

First consider the linear PDE associated to equation (1.13),

ut = Au. (1.14)
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As in the ODE case, the spectrum of A plays an important role in the dynamics of equation
(1.14). However, there are two key differences between the infinite dimensional case of PDEs
and the finite dimensional case of ODEs. One is that the spectrum of a linear operator on
an infinite dimensional space is much more complicated and can include an infinite number
of elements. Second, it can be, in general, quite difficult even to determine the spectrum
of a linear operator on an infinite dimensional space.

The spectrum of A is defined in the same manner as in finite dimensions. The resolvent
set of A is ρ(A) = {λ ∈ C : (A−λ1) is bijective}, and the spectrum is σ(A) = C\ρ(A). By
the closed graph theorem, if (A−λ1) is bijective, then (A−λ1)−1, known as the resolvent
operator, is a bounded linear operator on X. Notice that now there is more than one way
for (A − λ1) to fail to have a bounded inverse [15], [37]. For example: (A − λ1) can have
a nontrivial null space, (A− λ1) can have a range that is not closed in X, or (A− λ1) can
have a range that is not dense in X. The first possibility defines the eigenvalues of A, often
referred to as the point spectrum, and corresponds to elements of the spectrum in the finite
dimensional case. The second and third possibilities define elements of the spectrum that
are unique to PDEs.

We’d like to analyze the behavior of solutions to equation (1.14) in a manner analogous
to the ODE case. We can still divide the spectrum into three parts, σs(A), σu(A), and
σc(A), with negative, positive, and zero real part respectively. In general, it is still the case
that σu 6= ∅ implies (exponential) instability, while σu = σc = ∅ and supReσs ≤ −δ < 0
imply (exponential) stability. The main difference between the ODE and PDE case results
from the fact that, for the PDE case, it can happen that supReσs(A) = 0. In this case, we
say that there is no spectral gap between the stable and center modes.

The reason that linear PDE operators can lack a spectral gap is that their spectrum
typically contains an infinite number of elements. As a result, elements of the spectrum
may accumulate on the imaginary axis. In addition, there can be a continuous component,
by which we mean any part of the spectrum that is not discrete. For example, the spectrum
may contain a continuous curve, or an entire region, in the complex plane.

In order to illustrate this issue consider, for example, the operator A = ∂2x, acting on
the Banach space X = L2(R). It is well known (and we will see explicitly below in section
3.1.1) that σ(A) = (−∞, 0]. Thus, if we were to try and decompose the spectrum as in the
ODE case, we would have σs = (−∞, 0) and σc = {0}. Working by analogy to the ODE
case, because there is no unstable component of the spectrum, we can not immediately
conclude that the zero solution is (exponentially) unstable. In order to determine the
stability of the zero solution, we would need to determine the dynamics that result from
the center directions. This can not be explicitly determined in the PDE case - at least
not using techniques analogous to the ODE case. The reason is that this operator lacks a
spectral gap, and thus there is no way to separate those solutions that decay exponentially
from those that do not. In other words, one cannot use the spectrum to decompose the
phase space of the PDE into invariant sets which have well separated exponential growth
and decay, as in equation (1.8). As a result, there are no general methods for determining
stability in this case.

If we return to the three scenarios presented for ODEs, we can create the corresponding
scenarios for PDEs. However, we must add an additional possibility.
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1. There exist elements of the spectrum of the linear operator that have positive real
part. This necessarily implies instability, and there will exist solutions that grow
exponentially fast as time increases.

2. All elements of the spectrum of the linear operator have negative real part and the
spectrum is bounded away from the imaginary axis. This necessarily implies asymp-
totic stability, and all solutions will decay exponentially fast as time increases (but
see Assumption 2.3.3.)

3. The spectrum of the linear operator contains elements that have negative or zero real
part, and there exists a nonzero spectral gap between σs and the imaginary axis. In
this case one needs more information to determine stability, but standard techniques,
such as spectral decompositions (the linear analogue of invariant manifolds), exist
that one may use in making this determination.

4. The spectrum of the linear operator contains elements that have negative or zero real
part, but there does not exist a nonzero spectral gap. In this case there is no general
method to determine the behavior of solutions.
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Figure 1·2: A schematic diagram of potential spectral scenarios in the complex plane for
the infinite dimensional case. 1) Eigenvalues exist in the open right half plane, indicating
(exponential) instability. 2) The entire spectrum lies in the open left half plane, indicating
(exponential) asymptotic stability. 3) Critical eigenvalues lie on the imaginary axis with
a nonzero spectral gap. Stability properties can be determined through further investiga-
tion, for example using spectral decompositions and center manifold theory. 4) Critical
eigenvalues lie on the imaginary axis with no spectral gap. There is no general method to
determine stability.
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It is the presence of this fourth possibility that makes the study of stability in the context
of PDEs much more complex, but also, in some sense, much more interesting.

Thus far we have assumed that σ(A) is known. However, another issue that arises in
the analysis of operators in linear PDEs is that computing the spectrum of the operator
can often be quite difficult. To see why, recall that we are interested in the situation
when the operator A is obtained by linearizing some PDE around a stationary solution of
interest. For PDEs, stationary solutions will be independent of time but may still depend
on the spatial variable. This will happen, for example, if we wish to study the stability
of a stationary pulse or standing plane wave. As a result, the differential operator A may
depend explicitly on the spatial variable, A = A(x) say. An example of such an operator
is A(x) = ∂2x + α(x)∂x + β(x). Finding eigenvalues for this operator amounts to finding
values of λ for which the nonautonomous ODE

∂2xu+ α(x)∂xu+ β(x)u = λu

has a solution u ∈ X. Because determining the behavior of solutions to nonautonomous
ODEs can be quite difficult, so can finding eigenvalues of a spatially dependent linear
operator. As a consequence, an extensive body of research has been developed to tackle
just this issue. (See, for example, [51].) One particularly important tool used for locating
eigenvalues of linear PDE operators is the Evans function, which will be discussed in chapter
4.

In the ODE case, we could solve a linear equation by exponentiating the matrix A. In
the PDE case, defining the object etA is not always possible. However, for sufficiently nice
operators A it can be done, and thus one can solve the linear PDE (1.14) by constructing
the semigroup etA. The solution is then given by

u(t) = etAu0, (1.15)

where u0 ∈ X is the initial data. This formulation of the solution will be discussed in more
detail below and, as in the ODE case, will be quite useful for determining the behavior of
solutions.

1.2.2 Nonlinear Equations

Given that one can not in general determine the stability properties of the zero solution
for linear PDEs, one can hardly expect to do so for nonlinear PDEs. However, in certain
situations the results from the ODE case will carry over. In the case of ODEs, the Hartman-
Grobman and Invariant Manifold theorems provide useful information about the effects
of the nonlinearity on the behavior of solutions. There is no analogue of the Hartman-
Grobman theorem for PDEs, but the invariant manifold theorems do have an analogue -
as long as the linear operator possesses a spectral gap.

In general, the presence of unstable spectrum indicates (exponential) instability, and if
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all of the spectrum is contained in the left half of the complex plane and bounded away
from the imaginary axis, then the zero solution is (exponentially) stable. If center directions
exist (and there is a spectral gap between the center and stable directions), then a center
manifold may be constructed and the dynamics within it computed, so that the stability
of the zero solution may be determined.

In the absence of a spectral gap, there is no way, in general, to construct invariant
manifolds and use them to determine stability. The reason is that in the ODE case, and
also the PDE case, the spectral gap is used to obtain a separation between exponential
growth and decay rates of solutions (see equation (1.8)), thus allowing one to construct
contraction mappings whose fixed points are the desired invariant manifolds. In the absence
of a spectral gap, these constructions fail, and one cannot necessarily conclude that stable,
unstable, or center manifolds exist. In this case, the effects of the center directions, and
the nonlinearity, are unclear.

1.2.3 Global Stability

All of the above mentioned results on nonlinear stability for PDEs are local in nature. If
one wants to obtain global stability results, one must use different techniques that take
into account non-local effects of the nonlinear terms. As with ODEs, Lyapunov functional
arguments can be made, although additional technical complications arise. However, if one
is able to find a Lyapunov functional, then the zero solution will be globally stable.

1.3 Summary of dissertation

The remainder of this dissertation will be divided into six chapters. The next chapter
discusses preliminary ideas used in the study of the stability of solutions to linear PDEs.
Basic definitions from spectral theory are given, as well as an example in which the spectrum
of an unbounded linear operator is explicitly computed. Semigroups are then defined and
used to formulate solutions to linear PDEs. Several examples are given, and the properties
of semigroups are used to relate the spectral properties of the operator to the stability
properties of the PDE. In addition, it is shown that the choice of the Banach space in
which one works can have a nontrivial effect on the behavior of solutions. Finally, spectral
decompositions, which divide the phase space of the PDE into invariant sets, are introduced.

The third chapter contains four concrete examples in which the spectrum of the linear
operator can be explicitly determined, but lacks a spectral gap. For each example the spec-
trum of the linear operator will be computed using a Green’s function. In addition, the
stability and asymptotic (in time) form of solutions will be determined. This will be accom-
plished using several methods, including renormalization group maps and scaling variables.
In particular, it will be shown that, by considering the PDE in an appropriately weighted
space, one can affect not only the stability of the zero solution but also its asymptotic
decay rate. In analyzing several of these examples, a novel technique will be applied that
separates the solution into two components that naturally reflect the advection properties
of the linear operator. One component will capture the far field behavior near +∞, and
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the other will capture the far field behavior near −∞. This allows for the application of
scaling variables and the creation of a spectral gap. A spectral decomposition is then used
to determine the asymptotic structure of solutions.

One additional example - a model of bioremediation, a process for cleaning contaminated
soil - will be considered in the fourth chapter. The model involves a substrate (contaminant
to be removed), electron acceptor (added nutrient), and microorganisms. Traveling wave
solutions to the model exist and correspond to the motion of a biologically active zone,
in which the microorganisms consume both substrate and acceptor. The goal is to prove
spectral stability of the traveling wave, i.e. that the spectrum of the associated linear
operator lies within the closed left half plane. In this example, locating the spectrum of the
operator is much less straightforward than in the previous four examples. First, geometric
singular perturbation theory will be employed to construct the traveling wave solution of
the model. Second, properties of the wave that were elucidated by the construction will be
used to locate the spectrum of the operator, thus determining the spectral stability of the
wave.

The fifth chapter is a brief introduction to ideas used in the analysis of nonlinear PDEs.
The existence and uniqueness of solutions will be discussed using the semigroup associated
to the linear operator and the integral form of solutions. In addition, a center manifold
theorem for PDEs will be given.

In general, in the absence of a spectral gap the effects of a nonlinear term are not well
understood. However, detailed information can be obtained in specific examples, three of
which will be presented in the sixth chapter. Existing results for the heat equation with
polynomial nonlinearity will be discussed, using both renormalization group techniques and
scaling variables. New results for nonlinear PDEs, in which the linear operator is that which
arises in the study of the stability of the traveling front in Burgers equation, will also be
given. The solution will be divided into three components: two far field and one near field.
The far field components correspond to those used in the study of linear PDEs in the third
chapter. The near field component is necessary for the study of the nonlinear equation,
as it can be used to absorb any coupling between the components that results from the
nonlinearity. Using this decomposition, scaling variables may then be applied, which allows
for the application of center manifold theory and the determination of both the stability
and asymptotic form of solutions. This technique will illustrate why the algebraic decay
rate of solutions can be increased by considering the equation in appropriate algebraically
weighted Banach spaces.

Finally, the last chapter will discuss the global stability of solutions. Lyapunov func-
tionals for PDEs will be defined and the statement of LaSalle’s Invariance principle will
be given. An argument for the global stability of the traveling front in Burgers equa-
tion will then be presented. Using the Cole-Hopf transformation and results on linear
Fokker-Planck equations, a Lyapunov functional will be constructed. It will then be in-
dicated how LaSalle’s invariance principle can be used to prove the global stability of the
one-dimensional family of translates of the wave.

As mentioned above, included in this dissertation are various well known results that
help place the problems studied into the larger context of stability analysis. The majority
of the original research is contained in chapters 3.2-3.4, 4, 6.2, 6.3, and 7.2.



Chapter 2

Linear Partial Differential Equations: preliminary notions

In this chapter we begin our discussion of stability theory with linear PDEs. We introduce
some preliminary ideas regarding spectral theory for unbounded operators, their associated
semigroups, the existence and uniqueness of solutions, and spectral decompositions. This
section is intended to be a brief introduction to these concepts. For more details, see the
references herein.

2.1 Spectral Definitions

In this section, we give a short introduction to spectral theory that is focused on the
ideas and definitions that will be used in the subsequent stability analysis. This material,
including some proofs and further details, can also be found in [15], [31], [37], and [48].

Suppose we have a closed, linear operator

A : D(A) ⊂ X → X, (2.1)

where X is some Banach space.

Definition 2.1.1 The resolvent set of A is defined to be

ρ(A) = {λ ∈ C | (A− λ1) : D(A)→ Xis bijective}. (2.2)

The spectrum of A is the complement of the resolvent set, σ(A) = C \ ρ(A).
Due to the closed graph theorem, the resolvent set is equivalent to the set of complex
numbers for which (A−λ1)−1, known as the resolvent operator, is a bounded linear operator
on X. The spectrum of an operator is therefore all complex numbers for which the resolvent
fails to have a bounded inverse. We will focus on the following two disjoint subsets of the
spectrum.

Definition 2.1.2 A complex number λ is said to be an eigenvalue of A if there exists a
nonzero element of the Banach space v ∈ X, known as the associated eigenfunction, such
that Av = λv. The (algebraic) multiplicity of an eigenvalue λ is the dimension of the set
{v : (A− λ1)kv = 0 for some k}. The point spectrum, σpt(A), is then defined to be the
set of all isolated eigenvalues of finite multiplicity. The essential spectrum, σess(A), is
the remaining component of the spectrum, σess(A) = σ(A) \ σpt(A).

13
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In order to illustrate these ideas, consider the following linear operator,

Au = uxx + αux + βu, (2.3)

where α and β are real numbers. We’d like to understand the spectrum of A in the space
X = L2(R). To that end, consider the resolvent equation

(A− λ1)u = uxx + αux + βu− λu = f . (2.4)

If given any f ∈ L2 we can find a u ∈ L2 that satisfies the above equation, then λ ∈ ρ(A).
Taking the Fourier transform of the above equation, we see that

u(x) = F−1
[

f̂(k)

−k2 + iαk + β − λ

]
.

By the Fourier inversion theorem, if a function ŵ is in L2, then its inverse transform satisfies
w ∈ L2 with ||ŵ||L2 = ||w||L2 . If λ /∈ {−k2 + iαk + β for k ∈ R}, then we may bound

||û(k)||2L2 =

∫
| f̂(k)

−k2 + iαk + β − λ |
2dk

≤ sup
k

(
1

| − k2 + iαk + β − λ|

)2 ∫
|f̂(k)|2dk

≤ C(λ)||f̂ ||2L = C(λ)||f ||2L2 .

Therefore, ||u||L2 ≤ C||f ||L2 and λ ∈ ρ(A).
To see that λ ∈ {−k2 + iαk + β for k ∈ R} implies λ ∈ σ(A), we will use a proof by

contradiction. We will construct a sequence of functions, un, such that ||un||L2 = 1 and
||(A−λ1)un||L2 → 0. If we then define fn = (A−λ1)un, we see that ||fn||L2 → 0. Suppose
now that λ ∈ ρ(A). Then ||(A− λ1)−1|| =M for some M . We may then compute

||un||L2 = ||(A− λ1)−1fn||L2 ≤M ||fn||L2 .

But, ||fn||L2 → 0, which is a contradiction, because ||un||L2 = 1 for all n. Thus, λ /∈ ρ(A).
To construct such a sequence un, consider the eigenvalue equation

uxx + αux + βu = λu.
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Solutions to this equation are given by

uλ(x) = k1e
s+x + k2e

s−x, s± = −α
2
± 1

2

√
α2 − 4(β − λ). (2.5)

Regardless of the values of α and β, uλ /∈ L2 for any value of λ. For λ ∈ {−k2 + iαk +
β for k ∈ R}, k1 and k2 can be chosen so that uλ is bounded. As a result, we can approxi-
mate the function uλ by a sequence in L2. For example, for a fixed λ define

uε(x) = C(ε)e−εx
2
uλ(x),

where C(ε) = 1/||e−εx2
uλ(x)||L2 so that ||uε||L2 = 1. We may then compute

||(A−λ1)uε||2L2 =

= C(ε)2
∫

R
| − 4εxe−εx

2
u′λ(x) + 4ε2x2e−εx

2
uλ(x)− 2ε(1 + αx)e−εx

2
uλ(x)|2dx

≤ C(ε)2ε2
(∫

R
|4xe−εx2 |2

(
u′λ(x)

)2
dx+

∫

R
|(4εx2 − 2(1 + αx))e−εx

2 |2 (uλ(x))2 dx
)

≤ Cε
1
2 ||uλ||2∞,

which goes to zero as ε → 0. We can then let un(x) = uε=1/n(x), which completes the
construction. Hence, σ(A) = {−k2 + iαk + β for k ∈ R}. Finally, we remark that because
uλ /∈ L2, there are no eigenvalues of A when considered as an operator on L2. As a result,
σ(A) = σess(A), and σpt(A) = ∅.

It is important to note that there are several definitions of the essential spectrum that
are found in the literature. The above definition is found in [31]. Another frequently used
definition can be found in [51], along with an explanation of its relation to the definition
found above.

The reason we work with the point and essential spectrum as defined above, as opposed
to other subsets of the spectrum found in the literature (for example the residual spectrum
or approximate point spectrum), is as follows. In the context of stability analysis, one
often works with linear operators that depend on the spatial variable, for example A =
A(x). Using the above definition of the essential spectrum, a result from [31] allows one
to determine σess(A(x)) by analyzing the asymptotic limits, limx→±∞A(x) = A±. This
result can be quite useful in practice, and its precise statement is given by:

Theorem 2.1.3 [31] Suppose that m(x) and n(x) are bounded real functions and that
limx→±∞m(x), n(x) = m±, n±. In any of the spaces Lp(R), 1 ≤ p < ∞, consider the
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following closed, densely defined linear operator:

Au = ∂2xu+m(x)∂xu+ n(x)u.

If S± = {λ : −k2 + ikm± + n± − λ = 0, for k ∈ R}, then S± are parabolas in the complex
plane. In addition, define P ⊂ C such that C \ P is the component of C \ (S+⋃S−)
containing a right half-plane. Then the essential spectrum of A(x) is contained in P , and
in particular includes S+

⋃
S−. (See figure 2·1.)
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Figure 2·1: A schematic diagram of the parabolas S± and the region P , which contains the
essential spectrum.

In order to see where the definition of the parabolas S± comes from, note that σ(A±) =
{λ : −k2 + ikm± + n± − λ = 0, for k ∈ R} = S±. It is a little more difficult to see how the
spectrum of A± is related to σess(A). See [31] for details.

2.2 Semigroups

In this section we state results regarding the construction of the semigroup, T (t) = etA,
associated to a linear operator A on a Banach space. Further details may be found in [15],
[31], and [44]. The main questions we would like to address are: Under what conditions
can a linear operator A be used to construct a one-parameter family of bounded linear
operators, {T (t)}t>0? What properties does the family {T (t)}t>0 have, and how are they
dependent upon the properties of A?

Definition 2.2.1 A family {T (t)}t>0 of bounded linear operators on a Banach space X is
called a (one-parameter) semigroup on X if it satisfies

T (t+ s) = T (t)T (s) for all t, s > 0

T (0) = 1. (2.6)

To each semigroup we may associate a generator, A, which is defined in the following way.
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Definition 2.2.2 The linear operator A defined by

D(A) = {u ∈ X : lim
t→0+

T (t)u− u
t

exists}

Au = lim
t→0+

T (t)u− u
t

=
dT (t)u

dt
|t=0, for u ∈ D(A) (2.7)

is the infinitesimal generator of the semigroup T (t), where D(A) is the domain of A.

One can check that the exponential of a matrix, T (t) = etA given in equation (1.6), satisfies
the above definition of a semigroup with the matrix A as its generator. We will frequently
denote the semigroup generated by the operator A as T (t) = etA, just as in the finite
dimensional case.

The idea is that a semigroup should be viewed as a linear dynamical system in which
the parameter t represents time. The first condition given in equation (2.6), also known as
the group property, states that flowing the system forward for a time t+ s is equivalent to
flowing the system forward for a time t and then flowing forward for a time s. The second
condition states that if no time has passed then the state of the system has not changed.
Solutions are typically denoted by u(t) = T (t)u0 = etAu0.

As we know from the theory of ODEs, a dynamical system should evolve continuously
in time (at least locally). Therefore, the semigroup {T (t)}t>0 should be continuous in some
sense with respect to the parameter t. The semigroup is a family of linear operators on a
Banach space, and for such objects there are different types of continuity that result from
placing different topologies (e.g. the uniform operator topology, strong operator topology,
and weak operator topology) on the space of bounded linear operators, L(X). This leads
to several classes of semigroups, three of which we will be relevant for this discussion.

Definition 2.2.3 A one-parameter semigroup on a Banach space X is called uniformly
continuous if for each t > 0 the map

t 7→ T (t) ∈ L(X)

is continuous with respect to the uniform operator topology on L(X). In other words, for
each t > 0, limε→0+ ||T (t+ ε)− T (t)||L(X) = 0.

A uniformly continuous semigroup is quite nice, but it turns out that one can prove the
object {T (t)}t>0 will be uniformly continuous if and only if its generator A is bounded.
Because most PDE operators are unbounded, we cannot expect them to generate uniformly
continuous semigroups, and we must weaken the notion of continuity. We remark, however,
that semigroups generated by finite dimensional matrices, i.e. those associated to ODEs,
are uniformly continuous.

Definition 2.2.4 A one-parameter semigroup on a Banach space X is called strongly
continuous if for each t > 0, u ∈ X, the map

t 7→ T (t)u ∈ X
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is continuous with respect to the strong operator topology on L(X). In other words, for
each t > 0 and u ∈ X, limε→0+ ||T (t+ ε)u− T (t)u||X = 0.

It can be proven that the generators of strongly continuous semigroups are characterized by
the following theorem, which is a slight generalization of the so-called Hille-Yosida theorem.

Theorem 2.2.5 [15] A linear operator A is the (infinitesimal) generator of a strongly
continuous semigroup satisfying ||T (t)|| ≤Meωt for M ≥ 1 and ω ∈ R if and only if

1. A is closed and densely defined.

2. For all λ satisfying Re(λ) ≥ ω, λ ∈ ρ(A) and

||((A− λ1)−1)n|| ≤ M

(Re(λ)− ω)n , (2.8)

for n = 1, 2, 3, . . . .

For a given operator, the conditions stated in the above theorem are not necessarily easy
to verify. We wish to emphasize, however, that in principle one can verify them based
upon the spectral properties of A and its associated resolvent operator. In some cases, one
can show directly (using definition 2.2.4) that an operator is the generator of a strongly
continuous semigroup. We will encounter such an operator in chapter 3.1.2 below.

Many of the operators considered in the examples below will be the generators of semi-
groups that are not only strongly continuous, but also analytic.

Definition 2.2.6 A family of operators {T (t)}t>0 is called an analytic semigroup if

1. {T (t)}t>0 is a strongly continuous semigroup on X.

2. The map t 7→ T (t)u is real analytic for each t > 0, u ∈ X.
A characterization also exists for the generators of analytic semigroups. For any 0 < φ <
π/2 and ω ∈ R, define the sector Sφ,ω to be (see figure 2·2)

Sφ,ω = {λ ∈ C : |arg(λ+ ω)| < π − φ, λ 6= ω}. (2.9)

Definition 2.2.7 A linear operator A on a Banach space is a sectorial operator if it is
closed and densely defined such that, for some φ ∈ (0, π/2), M ≥ 1, ω ∈ R, the sector Sφ,ω
satisfies Sφ,ω ⊂ ρ(A) and

||(A− λ1)−1|| ≤ M

|λ− ω| (2.10)

for all λ ∈ Sφ,ω.
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Figure 2·2: A schematic diagram of the sector Sφ,ω and the curve Γ.

We then have the following theorem

Theorem 2.2.8 [15] A linear operator A is the infinitesimal generator of an analytic semi-
group satisfying ||T (t)|| ≤Meωt if and only if it is a sectorial operator with sector Sφ,ω for
some φ ∈ (0, π/2).

The real power of analytic semigroups results from the fact that they may be represented
using contour integrals. If we let Γ be a contour in the complex plane as shown in figure
2·2, then it can be shown that the semigroup generated by a sectorial operator is given by

T (t) = etA =
1

2πi

∫

Γ
(A− λ1)−1eλtdλ. (2.11)

Using this representation and properties of the resolvent operator, many important facts
about analytic semigroups may be proved.

We now give an example of an operator that generates an analytic semigroup. Consider
the following linear operator [31]

A = ∂2x, D(A) =W 2,p(R)
⋂

W 1,p
0 (R) ⊂ Lp(R), (2.12)

for 1 ≤ p < ∞. In order to show that A is the generator of an analytic semigroup, we
must show that A is a sectorial operator. The greatest difficulty is proving estimate (2.10),
which is a bound on the resolvent operator.

Using the result on the spectrum of the operator given in equation (2.3), we have that
σ(A) = (−∞, 0]. Given any f ∈ Lp, we must derive a bound for w = (A − λ1)−1f . In
other words, w solves the ODE

(∂2x − λ1)w = f .
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Taking Fourier transforms, we see that

w(x) = F−1
[

f̂

−k2 − λ

]
= F−1

[
1

−k2 − λ

]
∗ f(x).

Define Γλ(x) to be the function satisfying Γ̂λ(k) = 1/(−k2 − λ). If we let

G(x) =
1√
4π

∫ ∞

0
t−

1
2 e−te−

x2

4t dt,

then Ĝ(k) = 1/(1 + k2) = −Γ̂1(k). Using the fact that

Γ̂λ(k) =
1
λ

−1− k2

λ

,

we may compute

Γλ(x) =
1

2π

∫

R
eikx

1

−λ− k2dk

= − 1

λ2π

∫

R
eikx

1

−1−
(

k√
λ

)2 dk

=
1

2π
√
λ

∫
eip(

√
λx) 1

1 + p2
dp

= − 1√
λ
G(
√
λx).

Since we may estimate ||w||Lp = ||Γλ ∗ f ||Lp ≤ ||Γλ||L1 ||f ||Lp , we must derive a bound on
||Γλ||L1 . We have

||Γλ||L1 =
1

|
√
λ|

∫
|G(
√
λx)|dx

=
1

|
√
λ|

∫
1√
4π

∫ ∞

0
t−

1
2 e−te−

λx2

4t dtdx

=
1

|
√
λ|2
∫

1√
4π

∫ ∞

0
t−

1
2 e−te−

y2

4t dtdy.

The integrals in the last term on the right hand side of the above estimate are independent of
λ and convergent as long as λ /∈ (−∞, 0] (due to the branch cut in the change of variables).
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In fact, by integrating first with respect to y, we obtain

||Γλ||L1 ≤ 1

|
√
λ|2
∫ ∞

0
e−tdt =

1

|
√
λ|2

.

Therefore, we have that

||w||Lp = ||(A− λ1)−1f ||Lp = ||Γλ ∗ f ||Lp ≤ 1

|λ| ||f ||Lp ,

which is exactly the estimate in the definition of sectorial with ω = 0 and M = 1. Hence,
the operator ∂2x generates an analytic semigroup on the space Lp(R), for 1 ≤ p <∞.

As with the characterization for strongly continuous semigroups, the condition that A
be a sectorial operator is not, in general, easy to verify. However, there is a nice theorem
that allows us, in many cases, to conclude that an operator A is the generator of an analytic
semigroup.

Definition 2.2.9 [15] Let A : D(A) ⊂ X → X be a linear operator on the Banach space
X. An operator B : D(B) ⊂ X → X is called A-bounded if D(A) ⊂ D(B) and if there
exist constants a and b such that

||Bu|| ≤ a||Au||+ b||u|| (2.13)

for all u ∈ D(A). The A-bound of B is

a0 = inf{a ≥ 0 : ∃b ∈ R+ such that equation (2.13) holds}. (2.14)

Using this definition, we have the following theorem.

Theorem 2.2.10 [15] Suppose the operator A with domain D(A) is the generator of an
analytic semigroup on a Banach space X. Then the operator A+B with domain D(A) is
also the generator of an analytic semigroup if B is A-bounded with A-bound 0.

The reason why this theorem is particularly nice is that we will frequently be interested in
operators of the form A(x) = ∂2x + α(x)∂x + β(x). It was shown above that the Laplacian,
∂2x, with domain D(∂2x) = W 1,2

0 (R)
⋂
W 2,2(R) generates an analytic semigroup on L2 (in

fact, one could work in Lp for any 1 ≤ p < ∞) [31]. If the functions α(x) and β(x) are,
for example, continuous and bounded, then the operator α(x)∂x+β(x) is ∂2x-bounded with
∂2x-bound 0 [15]. Thus, such an operator A(x) will also be the generator of an analytic
semigroup. We will use this fact throughout the examples below.

2.3 Existence and Uniqueness of Solutions

Although there are no general existence theorems for solutions to PDEs, there are many
techniques for proving the existence and uniqueness of solutions for certain classes of PDEs,
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for example Galerkin approximations [49]. We will concentrate on using semigroup tech-
niques to prove such results, as they are quite natural for the setting of stability analysis.

A standard reference that uses the theory of analytic semigroups and their associated
fractional Banach spaces is [31], in which a detailed account of the resulting properties
of associated linear and nonlinear PDEs is given. For linear operators that generate only
strongly continuous semigroups, we refer to [15] and [44].

Assume that a linear operator A is the generator of a strongly continuous semigroup
on a Banach space X, which we will denote by T (t) = etA. Consider the following linear
PDE.

ut = Au, u(0) = u0. (2.15)

Using the properties of a strongly continuous semigroup and the definition of its generator,
one may show that the function u(t) = etAu0 is the unique solution to equation (2.15). By
a solution, we mean that u(t) is continuous for all t ≥ 0, continuously differentiable with
u(t) ∈ D(A) for all t > 0, and that it satisfies equation (2.15). Using the properties of
strongly continuous semigroups given in Theorem 2.2.5, we find that the solution exists for
all time and satisfies

||u(t)||X = ||etAu0||X ≤Meωt||u0||X .

Note that, because an analytic semigroup is also strongly continuous, this result applies to
sectorial operators, as well. We have the following theorem:

Theorem 2.3.1 If A is the generator of a strongly continuous semigroup on the Banach
space X and the initial data satisfies u0 ∈ X, then a unique solution to equation (2.15)
exists for all t ≥ 0 and is given by u(t) = etAu0.

One consequence of using the semigroup formulation of solutions is that we may, in
many cases, determine the stability of the zero solution using the spectral properties of A.

Definition 2.3.2 The spectral bound of a closed operator A is

s(A) = sup{Re(λ) : λ ∈ σ(A)}. (2.16)

The growth bound of a strongly continuous semigroup {T (t)}t>0 with generator A is
defined to be

ω0(A) = inf{w ∈ R : ∃Mω such that ||T (t)|| ≤Mωe
ωt for all t ≥ 0}. (2.17)

Intuitively, one might think that s(A) = ω0(A). Unfortunately, this is not necessarily the
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case if the Banach space X is infinite dimensional. It can be proven, however, that

−∞ ≤ s(A) ≤ ω0(A). (2.18)

As a result, we cannot even conclude, in general, that s(A) ≤ −δ < 0 implies stability. In
fact, one can construct counterexamples for which s(A) < 0 but ω0(A) > 0.

For example (following [11]), consider the equation

ut = xux, u(0) = u0. (2.19)

This equation appears to be relatively simple, as it is just an advection equation with
A = x∂x. However, its behavior is quite interesting. One can directly check that the solution
is given by u(x, t) = T (t)u0 = u0(e

tx). In addition, one can verify that the semigroup is
strongly continuous on the space H1(1,∞), equipped with norm ||u||2H1 = ||u||2L2 + ||ux||2L2 .

We first compute the spectrum of A = x∂x in H1(1,∞). The eigenvalue equation is

λu = xux,

and the solution is u(x) = Cxλ, which is an element of H1(1,∞) as long as Re(λ) < −1/2.
Thus, {Re(λ) < −1/2} ⊂ σ(A). To see that this is, in fact, all of the spectrum, consider

(A− λ1)u = f ,

for f ∈ H(1,∞). This equation can also be solved explicitly:

u(x) = −xλ
∫ ∞

x
s−λ−1f(s)ds.

For a given λ, if u ∈ H1(1,∞), then λ ∈ ρ(A). One can directly verify that u ∈ H1(1,∞)
if Re(λ) > −1/2 in the following manner.

One can directly compute

||u(x, t)||2L2 =

∫ ∞

1
u20(e

tx)dx = e−t
∫ ∞

et
u0(z)dz ≤ e−t||u0||2L2 . (2.20)

Therefore, when considered as an operator on L2, we see that ω0(A) ≤ −12 , and so {Re(λ) ≤
−1/2} = σ(A). Hence,

||(A− λ1)−1f ||L2 ≤ C||f ||L2 .
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In order to show that {Re(λ) ≤ −1/2} = σ(A) in the space H1(1,∞), as well, we must
show that

||(A− λ1)−1f ||H1 ≤ C||f ||H1 .

The H1 norm of u = (A− λ1)−1f may be written, using the above formula, as

||u||2H1 =

∫ ∞

1
x2λ

(∫ ∞

x
s−λ−1f(s)ds

)2
dx

+

∫ ∞

1

(
−λxλ−1

∫ ∞

x
s−λ−1f(s)ds+ x−1f(x)

)2
dx.

If Re(λ) > −12 , then the first term is bounded by C||f ||L2 by the above result in L2. The
second term can be bounded directly, using the fact that

∫ ∞

1
λx2(λ−1)

(∫ ∞

x
s−λ−1f(s)ds

)
dx

≤ λ2
∫ ∞

1
x2(λ−1)

(∫ ∞

x
s−2(λ+1)ds

)(∫ ∞

x
f2(s)ds

)
dx

≤ ||f ||L2

∫ ∞

1
x−3dx.

The other term may be bounded in a similar manner. Therefore, in H1(1,∞), σ(A) =
{Re(λ) < −1/2} and s(A) = −1/2.

We now claim that ω0(A) ≥ 1/2. To prove this, note that we can chose a function
u0 ∈ H1(1,∞) such that its support satisfies supp(u0) ⊂ [et,∞) and ||∂xu0||L2 = 1. Then
compute

||T (t)u0||2H1 ≥ ||∂x(T (t)u0)||2L2 =

∫ ∞

1

(
etu′0(e

tx)
)2
dx

= et
∫ ∞

et

(
u′0(z)

)2
dz = et||u′0||L2 = et.

This calculation implies that ω0(A) ≥ 1/2 and, thus, the zero solution is unstable despite
the spectral stability of the operator.

It turns out that determining the relationship between the spectrum of the generator
and the growth rate of the semigroup is a difficult problem to solve. Its resolution lies in
the Spectral Mapping Theorems [15], which provide sufficient conditions for

σ(T (t)) \ {0} = etσ(A). (2.21)
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These theorems are beyond the scope of this dissertation. However, unless otherwise noted,
the semigroups generated by the linear operators considered below will always satisfy a
spectral mapping theorem.

Assumption 2.3.3 For all linear operators studied in this dissertation, equation (2.21) is
satisfied.

This means that, in the linear examples we study, supReσ(A) > 0 will always imply
instability, while supReσ(A) ≤ −δ < 0 will always imply stability.

Remark 2.3.4 Because s(A) ≤ ω0(A), if supReσ(A) > 0 then the zero solution will be
unstable. The real difficulty lies is proving that spectral stability implies stability.

Using the properties of semigroups, we have solved the linear stability problem for
operators that either possess unstable elements of the spectrum or only stable elements
of the spectrum with a bounded, nonzero distance from the imaginary axis. How can we
analyze linear operators with spectrum that is arbitrarily close to, or lies on, the imaginary
axis? We will turn to this question below. First we make a brief, but important, diversion.

2.4 Choose the Function Space Wisely!

In this section we briefly describe two examples that demonstrate the importance of the
choice of the Banach space X with regard to the behavior of solutions to PDEs. The first
is due to Sattinger [52], and the second can be found in [11] and [15]. Consider first the
linear PDE

ut = uxx + αux + βu, (2.22)

where α and β are real numbers. The linear operator in this equation was considered above
in section 2.1. Using theorem 2.2.10 and the discussion that follows, we know that the linear
operator A = ∂2x + α∂x + β generates an analytic semigroup on X = L2(R) with domain
D(A) = H1

0

⋂
H2. Furthermore, as shown in section 2.1, σ(A) = {λ = −k2+iαk+β for k ∈

R}. This set is a parabola in the complex plane that opens to the left and has vertex β.
Therefore, if β > 0 the zero solution to equation (2.22) will be unstable.

Suppose instead that we consider equation (2.22) in the space

Y = {u ∈ L2 :
∫

R
(eγxu(x))2 dx <∞}, (2.23)

for some real number γ. We remark that Y is known as an exponentially weighted space.
Elements of this space, if γ > 0 for example, must have a minimal amount of exponential
decay at +∞, but can actually grow exponentially at −∞. Working in the Banach space
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Y is equivalent to defining v(x, t) ≡ eγxu(x, t) and studying the evolution of v in L2. We
find that v satisfies the equation

vt = vxx + (α− 2γ)vx + (γ2 − αγ + β)v. (2.24)

Using the same technique as above, we find that the spectrum is now given by the set
{λ = −k2 + (α− 2γ)ik + (γ2 − αγ + β) for k ∈ R}. Therefore, if α2 > 4β and we choose γ
so that α−

√
α2 − 4β < 2γ < α+

√
α2 − 4β, ie so that γ2−αγ+β < 0, then the resulting

spectrum will lie entirely in the left half plane and be bounded away from the imaginary
axis. Thus, if one works in an exponentially weighted space, the zero solution is stable.

Next suppose that we analyze the same operator that was considered in equation (2.19)
in section 2.3 above, A = x∂x, but work in X = L2(1,∞) (rather than X = H1(1,∞)). By
a direct calculation,

||u(t)||2L2(1,∞) =
∫ ∞

1
u20(e

tx)dx = e−t
∫ ∞

et
u20(z)dz ≤ e−t||u0||2L2(1,∞).

Therefore, in this space the zero solution is stable. As seen in section 2.3 above, it is
unstable in H1(1,∞).

To see intuitively why the choice of the Banach space affects stability, consider again
equation (2.22) and assume α > 0, α2 > 4β. This implies that, for γ chosen as above, γ > 0.
As a result, the requirement that eγxu(x) ∈ L2 means that u must decay exponentially as
x → ∞. This is relevant because α > 0 means that one aspect of the flow is that data is
transported to the left, toward −∞, at a rate α. By requiring exponential decay of u at
+∞, this somehow ensures that there isn’t “too much stuff” brought in by the advection.
The condition α2 > 4β means that the instability caused by the source term, βu, isn’t too
strong to be overcome by the effects of the advection term, αux.

2.5 Spectral Decomposition of the Phase Space

In this section, we briefly discuss how one can decompose the phase space of a linear PDE
using the spectrum of the linear operator. We focus primarily on the case when the unstable
portion of the spectrum is empty and there is a nonzero spectral gap between the neutral
and decaying modes.

Proposition 2.5.1 [15] Let A : D(A) ⊂ X → X be a closed operator such that its spectrum
σ(A) can be decomposed into the disjoint union of two closed subsets σc(A) and σs(A), i.e.

σ(A) = σc(A)
⋃

σs(A).

If σc is compact, then there exists a spectral decomposition X = Xc ⊕ Xs for A in the
following sense.



27

1. The restriction Ac ≡ A|Xc is bounded on the Banach space Xc.

2. A = Ac ⊕As.

3. σ(Ac) = σc(A) and σ(As) = σs(A).

Assuming that A is the generator of a strongly continuous semigroup, supReσs(A) ≤
−δ < 0, and Reσc(A) = 0, this decomposition implies the following. We may write u(t) =
uc(t) + us(t), where uc(t) ∈ Xc and us(t) ∈ Xs, and ||us(t)||X ≤ Ce−δt. Therefore, in
order to determine stability we need only determine the behavior of uc(t). In the case
when σc(A) consists of a finite number of isolated eigenvalues of finite multiplicity, making
this determination is often relatively straightforward, in particular because Xc is finite
dimensional. This allows one to compute the flow that results from the neutral eigenvalues,
thus determining stability. An example of such a calculation will be given in section 3.1.2
below.

Although one is frequently interested in decomposing the phase space into the stable
and center components, one can also decompose the phase space using arbitrary spectral
sets, σ1 and σ2, as long as both are closed and disjoint in the extended complex plane,
C
⋃{∞}. For example, we could take σ1 to be all eigenvalues whose real parts are greater

then some fixed, negative number and σ2 = σ \ σ1.
Finally, we remark that the spectral decomposition of a linear operator is essentially

an invariant manifold decomposition. In this case, the invariant manifolds are given by the
linear subspaces Xc and Xs.



Chapter 3

Examples: location of spectrum known, no spectral gap

In this chapter, we consider four examples that illustrate a variety of techniques that can
be used when studying the stability of PDEs, particularly in the absence of a spectral
gap. In each of these examples we will be able to explicitly compute the spectrum of the
linear operator and to determine the asymptotic (in time) behavior of solutions. These
examples demonstrate that a wide range of behaviors can be displayed by linear operators
with similar spectral pictures, even in the absence of nonlinear terms. In addition, they
provide intuition that will be used in the analysis of nonlinear problems in chapter 6.

As we will see below, in all four of the examples the linear operator has a critical spec-
trum: a spectrum that lies in the left half of the complex plane but touches the imaginary
axis with zero spectral gap. The reason such examples have been chosen is as follows. As
discussed in section 2.2, if the linear operator has any spectrum in the right half plane,
this indicates instability. If its entire spectrum is contained in the left half plane and has a
nonzero distance from the imaginary axis, this indicates stability. If the operator possesses
a finite number of eigenvalues on the imaginary axis and the rest of the spectrum lies in the
left half plane with nonzero distance to the imaginary axis, then center manifold techniques
that are quite similar to those in the ODE case may be used to determine stability. Thus,
in some sense the most interesting case is when the entire spectrum of the linear operator
lies in the closed left half plane but does not possess a spectral gap between its neutral
(zero real part) and decaying (negative real part) modes. This scenario is unique to PDEs
because it requires a spectrum with an infinite number of elements. As a result, we focus
in this chapter on linear PDEs with this property.

3.1 Example 1: ut = uxx, the Heat Equation

We begin with the heat equation,

ut = uxx, u(x, 0) = u0(x), x ∈ R, t > 0, (3.1)

which has been extensively studied. All the results in this section are well known, but
it is useful to begin our investigation of specific ideas in stability analysis using such an
example.

The operator A = ∂2x with domain D(∂2x) = H1
0

⋂
H2 is the generator of an analytic

semigroup on L2, as shown in section 2.2 and [15], [31]. Therefore, given any initial data
in L2 solutions will exist for all t > 0. We note that one could also work in the space Lp,

28
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1 ≤ p <∞, as well.

3.1.1 Spectral Properties

We compute the spectrum of the operator A = ∂2x in the Banach space L2. In order to
determine ρ(∂2x), consider the equation

(∂2x − λ1)f = g. (3.2)

By definition, λ ∈ ρ(∂2x) if given g ∈ L2 we can find an f ∈ L2 satisfying the above equation.
Taking the Fourier transform of the above equation, we see that

f̂ =
ĝ

−k2 − λ .

Thus, we may find such an f if the inverse Fourier transform of the right hand side of the
above equation lies in L2. This will be the case exactly when λ 6= −k2, for any k ∈ R (see
the discussion following equation (2.4) in chapter 2.1).

An alternate way to determine the spectrum is to compute the Green’s function asso-
ciated to equation (3.2). This is a function satisfying

(∂2x − λ1)G(x, y) = δ(x− y), (3.3)

where δ(x − y) is the Dirac delta function. The solution to equation (3.2) may then be
written

f(x) =

∫
G(x, y)g(y)dy (3.4)

The Green’s function for equation (3.2) is given by

Gλ(x, y) = −
1

2
√
λ

[
H(y − x)e−

√
λ(y−x) +H(x− y)e−

√
λ(x−y)

]
, (3.5)

where the branch cut of
√

is taken along the ray (−∞, 0]. For any λ /∈ (−∞, 0],
√
λ will

have positive real part. As a result, the Heaviside functions in equation (3.5) will “turn
on” the exponentials exactly when they are exponentially decaying. Using this information
about Gλ, we may estimate ||f ||L2 = ||Gλ ∗ g||L2 ≤ ||Gλ||L1 ||g||L2 . Thus, f(x) defined via
equation (3.4) will lie in L2 exactly when λ /∈ (−∞, 0].
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Therefore, we have found

ρ(∂2x) = C \ {(−∞, 0]}
σ(∂2x) = {(−∞, 0]} (3.6)

Now that we have computed the spectrum of ∂2x, we will divide it into the point and essential
spectrum. Consider the eigenvalue equation

λf = ∂2xf .

Solutions to this equation are given by f(x) = e±
√
λx, which are bounded only when λ ≤ 0,

but are not in L2 for any value of λ. This shows that σ(∂2x) = σess(∂
2
x).

3.1.2 Behavior of Solutions

Because we are interested in stability, we would like to determine whether or not solutions
to equation (3.1) decay to zero as t → ∞. One can see that this is, in fact, the case, by
solving the heat equation explicitly. One way to do this is to take the Fourier transform of
equation (3.1) to obtain

ût = −k2û. (3.7)

Solving this ODE and taking the inverse Fourier transform, we find that the solution to
equation (3.1) is

u(x, t) =
1√
4πt

∫

R
e−

(x−y)2

4t u0(y)dy. (3.8)

The kernel of the above integral,

G(x, t) =
1√
4πt

e−
x2

4t , (3.9)

is known as the fundamental solution of the heat equation. In addition, using equation
(3.8), a direct calculation shows that

||u(t)||Lp = ||G(t) ∗ u0||Lp ≤ ||G(t)||Lp ||u0||L1 ≤ Cp

t
1
2
− 1

2p

||u0||L1 . (3.10)
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This is already a nice result, but it is not easy to generalize because it is not often the
case that one can explicitly solve a given PDE. Therefore, we would like to understand the
behavior of solutions to (3.1) using the spectral properties of the operator.

Because the spectrum contains both neutral and stable eigenvalues with no spectral
gap, there is no immediate way to determine stability. In particular, we cannot compute a
center manifold associated to equation (3.1). It turns out, however, that solutions to the
heat equation are scale invariant, meaning that the value of the solution at a time t1 > t0
may be found by appropriately scaling both x and the solution itself at time t0 [6]. This
can be seen directly by using equation (3.8). In addition, the fundamental solution to the
heat equation, given in equation (3.9), satisfies this definition of scale invariance. This
property may be exploited using, for example, both renormalization group methods and
scaling variables in order to determine the stability of the zero solution. We will briefly
outline both of these methods, as they will also be used in subsequent examples.

A detailed explanation of the method of renormalization groups in the context of PDEs
can be found in [5] and [6]. The main ideas used in analyzing the heat equation are as
follows. We seek to define a map, known at the renormalization group (RG) map, which
possesses a stable fixed point: the scale invariant solution of the heat equation. Convergence
to the scale invariant solution may then be proven by showing that the large time behavior
of solutions can be found by iterating the RG map.

For notational convenience, take the initial time to be t = 1 and let the initial data be
given by u(x, 1) = u0(x). Fix a number L > 1 and define

uL(x, t) = Lu(Lx,L2t)

(RLu0)(x) = uL(x, 1), (3.11)

where u(Lx,L2t) is the solution to the heat equation. Thus, to iterate this map we solve
the heat equation up to a finite time L2, rescale x and the solution itself, and take the
result to be the new initial data. We remark that the definition of this map, in particular
the choice of powers of the constant L, is motivated by the form of the scale invariant
fundamental solution to the heat equation, given in equation (3.9).

Using the Fourier transform, we may explicitly determine the form of the RG map.
Solving equation (3.7) up to time L2, we find that

R̂Lu0(k) = e−k
2(1−L−2)û0(L

−1k),

which has a line of fixed points given by constant multiples of

û∗(k) ≡ e−k
2
. (3.12)

This corresponds exactly to constant multiples of the scale invariant fundamental solution
for t = 1. We denote by u∗ its inverse Fourier transform.

We must now show that this line of fixed points is stable. Suppose û0(0) = B0. We
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claim that Rn
Lu0 → B0u

∗ in an appropriately defined Banach space (see remark 3.1.1). Let
u0 = B0u

∗ + g, so that ĝ(0) = 0. Define the Banach space

Y = {u : ||u|| = sup(1 + k4)(|û(k)|+ |û′(k)|) <∞}.

Using the fact that if ĝ ∈ C1 then |ĝ( kL)| ≤
|k|
L |ĝ′( kL)|, we may estimate

||RLg|| = sup(1 + k4)(|R̂Lg(k)|+ |(R̂Lg)
′(k)|)

= sup(1 + k4)[|e−k2(1−L−2)ĝ(L−1k)|+ | − 2k(1− L−2)e−k2(1−L−2)ĝ(L−1k)

+ L−1e−k
2(1−L−2)ĝ′(L−1k)|]

≤ sup(1 + k4)

[( |k|
L

+ 2
|k|2(1− L−2)

L
+

1

L

)
e−k

2(1−L−2)|ĝ′(L−1k)|
]

≤ C

L
sup(1 + k4)|ĝ′(k)| ≤ C

L
||g||.

(3.13)

Thus, RL is a contraction and the line of fixed points {B0û∗} is stable.
To see that iterates of the RG map correspond to the evolution of the heat equation,

notice that Rn
L = RLn . This implies that

Rn
Lu0(x) = RLnu0(x) = uLn(x, 1) = Lnu(Lnx, L2n).

If we now set t = L2n, we find that the solution to the heat equation may be written

u(x, t) = L−n(Rn
Lu0)(L

−nx) = t−
1
2 (Rn

Lu0)(t
− 1

2x). (3.14)

Therefore, by iterating the RG map we can determine the long time behavior of solutions
to the heat equation. This proves that, for initial data in the Banach space Y , the large
time behavior of solutions to the heat equation is given by

u(x, t) ∼ t−
1
2B0u

∗(t−
1
2x) =

û0(0)√
4πt

e−
x2

4t . (3.15)

This result is particularly useful because it tells us not only that solutions will decay to
zero, but it also tells us the asymptotic form of solutions as they decay, which can be nice
in applications. In addition, as we will see in chapter 6, this method can be generalized to
include nonlinear equations, as well. Although the zero solution is asymptotically stable, it
is only algebraically stable. This makes intuitive sense - the lack of a spectral gap between
the stable modes and the imaginary axis should prevent exponential decay of solutions.

Remark 3.1.1 The choice of the Banach space Y may seem a bit strange at first. However,
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it is natural for obtaining the contraction estimate (3.13). This is an example of the fact
that, not only can a Banach space be chosen in a way to ensure the stability of a solution,
it can also be chosen in order to make certain estimates relatively straightforward.

We now turn to the analysis of the heat equation using scaling variables, details of which
may be found in [25] and [58]. The main idea is to use the scale invariance of the heat
equation to find a suitable change of variables, known as scaling variables (or a similarity
transformation), under which the dynamics of the equation are easier to analyze. For the
heat equation, the dynamics are already quite easy to understand. One way in which the
analysis could be simplified, for example, is if we changed coordinates so that the resulting
linear operator possessed a spectral gap between its neutral and decaying modes. We will
see that this is, in fact, possible using scaling variables.

Let u(x, t) be the solution to the heat equation and define w(·, ·) by

u(x, t) =
1√
t+ 1

w(
x√
t+ 1

, log(t+ 1))

η =
x√
t+ 1

, τ = log(t+ 1). (3.16)

We may then determine the equation of evolution for w(η, τ):

wτ = wηη +
1

2
ηwη +

1

2
w, (3.17)

where we denote the linear operator on the right hand side of the above equation by
L = ∂2η +

1
2η∂η +

1
2 .

Remark 3.1.2 The reason for choosing the variables η and τ is as follows. The variable η
results from the scale invariance of solutions to the heat equation. In particular, notice that
the quantity xt−

1
2 appears in equation (3.14). The variable τ is chosen because a logarithmic

scale will turn algebraic decay into exponential decay, thus allowing one to separate the rates
of decay that result from elements of σ(∂2x) near λ = 0. The quantity t+ 1, rather than t,
appears in their definitions so that, at the initial time t = 0, η and τ are well defined.

This operator is the generator of a strongly continuous, but not analytic, semigroup on
the algebraically weighted space

L2(m) = {u : (1 + x2)
m
2 u ∈ L2}, (3.18)

for m ≥ 0. To see this, we obtain an explicit formula for the action of the semigroup by
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transforming equation (3.8) using the scaling variables [25]. We find

êtLu0(k) = e−a(τ)k
2
û0(ke

− τ
2 )

etLu0(x) =
e
τ
2√

4πa(τ)

∫
e
− (x−y)2

4a(τ) u0(ye
τ
2 )dy, (3.19)

where a(τ) = 1 − e−τ . To show that the semigroup is strongly continuous, we must show
that ||etLu0 − u0||L2(m) → 0 as t → 0 for each fixed u0 ∈ L2(m). Because of the fact that
a function satisfies w ∈ L2(m) if and only if ŵ ∈ Hm, this is equivalent to showing that

||êtLu0 − û0||Hm → 0 as t→ 0.

We first prove that ||êtLu0 − û0||L2 → 0 as t → 0. Fix ε > 0. We will show that there

exists a τε > 0 such that, for any τ ∈ (0, τε), ||êtLu0 − û0||2L2 ≤ ε. Because û0 ∈ L2, there
exists an Lε such that

∫
|k|>Lε

|û0(k)|2dk ≤ ε/6. Write

||êtLu0 − û0||2L2 =

∫

|k|>Lε

|e−a(τ)k2
û0(ke

− τ
2 )− û0(k)|2dk

+

∫

|k|≤Lε

|e−a(τ)k2
û0(ke

− τ
2 )− û0(k)|2dk.

The first term on the right hand side may be bounded as follows:

∫

|k|>Lε

|e−a(τ)k2
û0(ke

− τ
2 )− û0(k)|2dk = 2

∫

|k|>Lε

e−2a(τ)k
2 |û0(ke−

τ
2 )|2 + |û0(k)|2dk

≤ e
τ
2

∫

|ze
τ
2 |>Lε

|û0(z)|2dz + ε/6

≤ ε/3,

where the last inequality follows by choosing τε < 1, say, and Lε larger if necessary so that
e

1
2

∫
e

1
2 |z|>Lε

|û0(z)|2dz ≤ ε/6.
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To bound the second term, we have

∫

|k|≤Lε

|e−a(τ)k2
û0(ke

− τ
2 )− û0(k)|2dk ≤ 2

∫

|k|≤Lε

|e−a(τ)k2
û0(ke

− τ
2 )− e−a(τ)k2

û0(k)|2dk

+ 2

∫

|k|≤Lε

|e−a(τ)k2
û0(k)− û0(k)|2dk

≤
∫

|k|≤Lε

e−2a(τ)k
2
(
û0(ke

− τ
2 )− û0(k)

)2
dk +

∫

|k|≤Lε

(
e−a(τ)k

2 − 1
)2
|û0(k)|2dk

≤
∫

|k|≤Lε

(
û0(ke

− τ
2 )− û0(k)

)2
dk + sup

|k|≤Lε

(
e−a(τ)k

2 − 1
)2
||û0||2L2

≤ ε/3 + ε/3.

The last inequality follows by applying the dominated convergence theorem to the first

integral and choosing τε sufficiently small. One can show that ||∂mk
(
êtLu0 − û0

)
||2L2 → 0

in a similar manner. Hence, L is the generator of a strongly continuous semigroup on
L2(m).

Despite the lack of analyticity in the semigroup, the operator L is in many ways much
easier to study than the operator ∂2x, due to the spectrum of L.

Proposition 3.1.3 [24], [25] Fix m ≥ 0 and let L be the linear operator in L2(m), defined
on its maximal domain. Then the spectrum of L is

σ(L) =
{
λ ∈ C : Re(λ) ≤ 1− 2m

4

}⋃{
−k
2
: k = 0, 1, 2, . . .

}
.

Moreover, if m > 1
2 and if k = 0, 1, 2, . . . satisfies k + 1

2 < m, then λk = −k
2 is an isolated

eigenvalue with multiplicity 1. (See figure 3·1.)
In addition, the eigenfunctions are explicitly computable.

Proposition 3.1.4 [24], [25] Fix m > 1
2 . Then for k = 0, 1, 2, . . . , k + 1

2 < m, the
eigenfunctions φk associated to the eigenvalues λk are

φ0(η) =
1√
4π
e−

η2

4 , φk(η) = ∂kη (φ0(η)). (3.20)

We now apply the spectral decomposition described in section (2.5) with m = 2, σc =
{0,−1/2}, and σs = σ \ σc. The space Xc is then two dimensional, with a basis given by
the associated eigenfunctions, {φ0, φ1}. Furthermore, elements of Xs decay at a rate given

by O(e− 3
4
τ )). We may then expand w as

w(η, τ) = α(τ)φ0(η) + β(τ)φ1(η) +O(e−
3
4
τ ). (3.21)
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Figure 3·1: A schematic diagram of the spectrum of the operator L, for m = 3.

In order to determine the functions α(τ) and β(τ), plug the above expression into equation
(3.17). To leading order,

ατφ0 + βτφ1 = −
1

2
β(τ)φ1.

Integrating the above equation from η = −∞ to η = +∞, we find that ατ = 0, and
so α(τ) = α0. Similarly, multiply the above equation by η and integrate to find βτ =

−12β, which implies that β(τ) = e−
1
2
τβ0. Note that this is as expected, given σc. To

determine the values of α0 and β0, notice that ∂τ
∫

R w(η, τ)dη = 0 and ∂τ
∫

R ηw(η, τ)dη =
−12
∫

R ηw(η, τ)dη. Therefore, we see that

α(τ) = α0 =

∫

R
w(η, 0)dη, β(τ) = e−

1
2
τ

∫

R
ηw(η, 0)dη. (3.22)

If we translate this result back into the original (x, t) variables, we find

u(x, t) =

(∫

R
u(x, 0)dx

)
1√

4π(t+ 1)
e
− x2

4(t+1)

−
(∫

R
xu(x, 0)dx

)
1√

4π(t+ 1)

(
x

2
√
t+ 1

)
e
− x2

4(t+1) +O((t+ 1)−
3
4 ).

(3.23)

Notice that the first term in equation (3.23) is exactly the leading order behavior that was
obtained using the renormalization group map. The advantage to using scaling variables
for this particular example is that, not only can one easily compute higher order terms in
the expansion, but one can also see the underlying geometric structure that governs the
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behavior of solutions.

3.2 Example 2: ut = uxx + c tanh( c
2
x)ux

This purpose of this example, along with the following two, is to illustrate the role that
advection can play in the behavior of solutions to PDEs. We do not begin the discussion
of advection with the equation

ut = uxx + kux, (3.24)

because by changing to a moving coordinate frame, ξ = x + kt, the above equation can
be transformed into the heat equation. Thus, solutions to equation (3.24) will exhibit
essentially the same behavior as solutions to the heat equation. The only difference will be
that data will be transported either to the left (if k > 0) or to the right (if k < 0) as it
evolves.

Consider the equation

ut = uxx + c tanh(
c

2
x)ux, (3.25)

and note that, using theorem 2.2.10, the linear operator in the above equation is the
generator of an analytic semigroup in L2. Thus, solutions exist for all t ≥ 0. Because
tanh( c2x)→ ±1 as x→ ±∞ exponentially fast, this equation is essentially equation (3.24)
with k = c for x > 0 and equation (3.24) with k = −c for x < 0. As a result, information
will be transported toward x = 0 on both the negative and positive half lines. This behavior
is important, and we will refer to it again below.

Remark 3.2.1 The study of this example was partially motivated by its relationship with
Burgers equation. As will be discussed below, this equation is the integrated form of the
equation studied in section 3.4, which is the equation one obtains after linearizing around
the traveling front (with wavespeed c) in Burgers equation.

3.2.1 Spectral Properties

We begin our investigation of the stability of the zero solution in equation (3.25) by deter-
mining the spectrum of the associated linear operator, A2 = ∂2x + c tanh( c2x)∂x, on L

2(R).
First note that theorem 2.1.3 implies that the boundary of the essential spectrum is given
by {λ = −k2 + ick : k ∈ R}. This is a parabola in the complex plane that can be written
{Re(λ) = − (Im(λ))2 /c2}. (See figure 3·2a.) Next, we consider the equation

(A2 − λ)u = uxx + c tanh(
c

2
x)ux − λu = 0. (3.26)
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Notice that under the transformation u(x) = sech( c2x)w(x), the above equation becomes

wxx − (
c2

4
+ λ)w = 0.

This equation is explicitly solvable, and we find that the complete solution to (3.26) is given
by

uλ(x) = k1sech(
c

2
x) exp[

√
(
c2

4
+ λ)x] + k2sech(

c

2
x) exp[−

√
(
c2

4
+ λ)x], (3.27)

where k1 and k2 are arbitrary constants. Due to the factor sech( c2x), the function uλ(x)

will decay to zero exponentially as x → ±∞ as long as |Re
√

c2

4 + λ| < c
2 . This condition

is satisfied exactly when λ lies to the left of the parabola defining the boundary of the
essential spectrum. (See figure 3·2a.) Therefore, {Re(λ) ≤ − (Im(λ))2 /c2} ⊂ σ(A2).

In order to show that this is all of the spectrum, consider the equation

(A2 − λ1)u = uxx + c tanh(
c

2
x)ux − λu = f . (3.28)

As in the previous example, one can solve this equation using a Green’s function, which is
a function Gλ(x, y) satisfying

(A2,x − λ)Gλ = δ(x− y), (3.29)

where A2,x denotes the operator A2 acting on the x variable. The solution is then given by

u(x) =

∫

R
Gλ(x, y)f(y)dy. (3.30)

A direct calculation shows that the Green’s function is given by

Gλ(x, y) = −
1

2
√

( c
2

4 + λ)
cosh(

c

2
y)sech(

c

2
x) ·

[
H(y − x)e−

√
( c

2

4
+λ)(y−x) +H(x− y)e−

√
( c

2

4
+λ)(x−y)

]
.

(3.31)

In order to understand the behavior of the Green’s function, let’s determine its behavior as
|x|, |y| → ∞ for λ in different regions of the complex plane. First note that the parabola
which determines the location of the essential spectrum is exactly the values of λ for which
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|Re
√

( c
2

4 + λ)| = c
2 . When λ is to the right of this parabola, the real part is larger than

c/2, and for λ to the left of the parabola, the real part is less than c/2.
Next notice that, in the above formula, the factor cosh( c2y)sech(

c
2x) will decay at infinity

whenever |x| > |y| with a rate given by e−
c
2
|ξ| (where ξ = x±y), and it will grow at infinity

with a corresponding rate whenever |y| > |x|. Also, the Heaviside functions “turn on” the
exponentials whenever their behavior is “nice”. Thus, the exponential terms will never
grow at a rate larger than e

c
2
|ξ|, and for λ to the right of the parabola defining the essential

spectrum, they will decay at least as fast as e−(
c
2
+δ)|ξ|, for some δ > 0.

Thus, whenever λ is to the right of this parabola, the Green’s function will decay
at infinity regardless of the behavior of cosh( c2y)sech(

c
2x), because of the fast decay of the

exponentials. However, when λ is to the left of this parabola, the exponentials will be unable
to compensate for any growth in the preceding factor, and so Gλ will grow exponentially
at infinity. Exactly on the parabola, the exponential growth and decay balances, and so
the Green’s function will be bounded at infinity, but not necessarily decay.

This information regarding the Green’s function implies that the spectrum of A2 in-

cludes the parabola {Re(λ) = − (Im(λ))2

c2
} and its interior. The interior is filled with eigen-

values and the parabola is the boundary of the essential spectrum. We know that elements
of the complex plane that lie to the right of the parabola are elements of the resolvent set,
because the Green’s function decays exponentially (in space) there. This implies that u(x),
given by equation (3.30), is in L2. To see this rigorously, we may compute

||u||L2 = ||
∫

R
Gλ(x, y)f(y)dy||L2

=
1

|2
√

c2

4 + λ|
||
∫
H(y − x)e

(
−
√

c2

4
+λ+ c

2

)
(y−x)

e−
c
2
(y−x) cosh(

c

2
y)sech(

c

2
x)f(y)dy

+

∫
H(x− y)e

(
−
√

c2

4
+λ+ c

2
(x−y)

)

e−
c
2
(x−y) cosh(

c

2
y)sech(

c

2
x)f(y)dy||L2

≤ C

|2
√

c2

4 + λ|
||
∫

[H(y − x)e
(
−
√

c2

4
+λ+ c

2

)
(y−x)

+H(x− y)e
(
−
√

c2

4
+λ+ c

2

)
(x−y)

]f(y)dy||L2

=
C

|2
√

c2

4 + λ|
||G̃λ ∗ f ||L2 ≤ C

|2
√

c2

4 + λ|
||G̃λ||L1 ||f ||L2

≤ C

|2
√

c2

4 + λ||
√

c2

4 + λ− c
2 |
||f ||L2 ,
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where

G̃λ(z) = H(−z)e
(
−
√

c2

4
+λ+ c

2

)
(−z)

+H(z)e

(
−
√

c2

4
+λ+ c

2

)
(z)

.

Remark 3.2.2 When λ = − c2

4 the Green’s function has a singularity, because that is the

branch point of the function
√

( c
2

4 + λ). This fact is related to the maximum decay one

can get when considering the operator in an exponentially weighted space. (See equation
(3.34).)

3.2.2 Behavior of Solutions

Using the same change of coordinates that was used to solve the eigenvalue problem, we
may explicitly solve equation (3.25). The semigroup is given by

etA2u0(x) =
1√
4πt

sech(
c

2
x)e−

c2

4
t

∫

R
e−

(x−y)2

4t cosh(
c

2
y)u0(y)dy. (3.32)

At first glance it may seem that this formula implies that solutions will decay exponentially

with a rate given by e−
c2

4
t. However, this is not the case. In fact, exponential decay is

not expected given the lack of a spectral gap between the stable part of the spectrum
and the imaginary axis. If one expands the hyperbolic cosine in the integrand in terms of
exponentials and completes the square in each of the resulting terms, one will see that this
exponential decay term cancels with a similarly growing exponential term. In particular,
we find that

etA2u0(x) =
1√

4πt(1 + e−cx)

∫

R
e−

(x+ct−y)2

4t u0(y)dy

+
1√

4πt(1 + e+cx)

∫

R
e−

(x−ct−y)2

4t u0(y)dy,

(3.33)

and we note that the integration kernels are now exactly those of equation (3.24), with
k = ±c. The first term in the above equation is exponentially small for x < 0, and for
x > 0 it is essentially advection to the left, toward x = 0. The second term is exponentially
small for x > 0, and for x < 0 it is essentially advection to the right, toward x = 0. Thus,
our initial understanding of the role of the advection term was fairly accurate.

We now determine the asymptotic form and temporal decay rate of solutions to equation
(3.25). It was described in chapter 2.4 how one can sometimes affect the stability of the
zero solution by appropriately choosing the Banach space X. We will see that one can do
so for equation (3.44).

Because the spectrum of A2 touches the imaginary axis at the origin, one might try
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to shift it to the left, as in section 2.4, by considering the equation in an exponentially
weighted space. To that end, consider

Z = {u ∈ L2 : cosh( c
2
x)u ∈ L2}.

Studying equation (3.25) in the space Z is equivalent to studying the evolution of v =
cosh( c2x)u in L2. We find that v satisfies

vt = vxx −
c2

4
v.

Note that the spectrum of the linear operator is now given by {−k2− c2

4 for k ∈ R}. Thus,
we expect that solutions will decay like e−

c2

4
t as t→∞. To see that this is the case, notice

that if we further define w = e
c2

4
tv, then w satisfies the heat equation. Thus, the techniques

of the previous section tell us that

w(x, t) ∼ ŵ(0)√
4πt

e−
x2

4t .

As a result, whenever the initial data satisfies u0 ∈ Z, or cosh( c2x)u0 ∈ L2, the solution
will satisfy

u(x, t) ∼
∫
cosh( c2y)u0(y)dy√

4πt
sech(

c

2
x)e−

c2

4
te−

x2

4t . (3.34)

The drawback with this method is that it requires that the initial data lie in Z, which is
a fairly restrictive space. This guarantees that the basin of attraction of the zero solution
includes Z and that solutions originating in Z will exhibit exponential decay. However, it
is possible that the basin of attraction of the zero solution is actually much larger.

Another way in which we can determine the stability and asymptotic form of solution to
equation (3.25) is to exploit this apparent decomposition of the solution given in equation
(3.33). Define the functions u1 and u2 as solutions of

∂tu1 = ∂2xu1 + c∂xu1

∂tu2 = ∂2xu2 − c∂xu2, (3.35)

with initial data satisfying

u1,2(x, 0) = u(x, 0).
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One can directly check that the solution to equation (3.25) is then given by

u(x, t) =
u1(x, t)

1 + e−cx
+
u2(x, t)

1 + ecx
. (3.36)

The functions u1 and u2 represent the behavior of u in the far field near +∞ and −∞,
respectively.

Because the two equations in (3.35) may be transformed into the heat equation, we
may use the scaling variables of section 3.1 to determine their asymptotic expansions. To
do so, define

u1(x, t) =
1√
t+ 1

w1(
x+ c(t+ 1)√

t+ 1
, log(t+ 1))

η1 =
x+ c(t+ 1)√

t+ 1
, τ = log(t+ 1),

u2(x, t) =
1√
t+ 1

w2(
x− c(t+ 1)√

t+ 1
, log(t+ 1)) (3.37)

η2 =
x− c(t+ 1)√

t+ 1
, τ = log(t+ 1).

We then have

∂τw1,2 = Lw1,2, (3.38)

where L = ∂2η + 1
2η∂η +

1
2 . We then obtain (in L2(m) for m = 2, as defined in equation

(3.18))

w1,2(η1,2, τ) = α1,2(τ)φ0(η1,2) + β1,2(τ)φ1(η1,2) +O(e−
3
4
τ ), (3.39)

where

α1,2(τ) =

∫

R
w1,2(η1,2, 0)dη1,2, β1,2(τ) = e−

1
2
τ

∫

R
η1,2w1,2(η1,2, 0)dη1,2. (3.40)
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Writing this result in terms of the original (x, t) variables, we find that

u1(x, t) =

(∫
u1(x, 0)dx

)
1√

4π(t+ 1)
e
− (x+c(t+1))2

4(t+1)

−
(∫

xu1(x, 0)dx

)
x+ c(t+ 1)

2(t+ 1)
3
2

√
4π
e
− (x+c(t+1))2

4(t+1) +O((t+ 1)−
3
4 )

u2(x, t) =

(∫
u2(x, 0)dx

)
1√

4π(t+ 1)
e
− (x−c(t+1))2

4(t+1)

−
(∫

xu2(x, 0)dx

)
x− c(t+ 1)

2(t+ 1)
3
2

√
4π
e
− (x−c(t+1))2

4(t+1) +O((t+ 1)−
3
4 )

(3.41)

Using equation (3.36), we may combine these two results to determine the asymptotic
form of u. In doing so, we find

u(x, t) =

∫
u(x, 0)dx√
4π(t+ 1)

sech(
c

2
x)e−

c2

4
(t+1)e

− x2

4(t+1) +O((t+ 1)−
3
4 ). (3.42)

This result is quite unexpected! The exponential factors in the definitions of u1 and u2 have
combined with the leading order terms in the expansion to result in exponential (temporal)
decay. The higher order corrections in the expansions for u1 and u2 can not be combined
with the exponential factors, as their form is not known. Therefore, they become the new
leading order terms, which decay only algebraically. Recall that these corrections come from
the essential spectrum of the operator L. Because the essential spectrum can be pushed
further away from the imaginary axis by increasing the algebraic weight, i.e. working in
L2(m) for larger m, the leading order algebraic decay rate of u can be increased by working
in appropriately weighted spaces. For example, we have

u(x, t) ∼ O((t+ 1)−
(2m−1)

4 ), (3.43)

if u0 ∈ L2(m). A result of this type was previously known (see for example [35] and [60]),
although a proof of this fact using scaling variables had not previously been given. Not
only does this technique elucidate the geometric structure underlying the asymptotic decay
of solutions, but it illustrates that the essential spectrum can sometimes play an important
role in determining their behavior.

We have seen that, by considering equation (3.25) in an exponentially weighted space,
we obtain exponential decay of solutions, while considering it in an algebraically weighted
space we obtain algebraic decay of solutions. This result has to do with the advection term
tanh( c2x)ux, which transports data in toward zero. A nice intuitive explanation of this result
is given in [60]. Consider an equation for which data flows in toward zero in a weighted
space: ||u||w = ||wu||X , where w = w(x) is an weight function that increases as |x| increases.
Any mass that the solution has near infinity will initially experience a large weight, because
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w(x) is large when |x| is large. As information gets transported in toward zero, the weight
function decreases, thus causing the norm of the solution to decay in the weighted space.
This generally leads to a decay rate given roughly by supxW (|x|)/W (|x|+ ct). Hence,
exponential weights lead to exponential decay, while algebraic weights lead to algebraic
decay.

Another way to connect the two different weighted spaces is to notice that equation
(3.34) is essentially the first term in equation (3.42). By studying the equation in this ex-
ponentially weighted space, we have effectively pushed the essential spectrum of L infinitely
far away from the imaginary axis, thus removing all higher order corrections that decay
only algebraically.
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Figure 3·2: A schematic diagram of the spectrum of the operators A2, A3, and A4 is shown
in figures a), b), and c), respectively. In all three cases, the parabola is given by the set

{Reλ = − (Imλ)2

c2
}.

3.3 Example 3: ut = uxx − c tanh( c
2
x)ux

The key property of the previous example was that data on the positive real line was
transported to the left, and data on the negative real line was transported to the right.
Thus, all information was transported in toward zero. This advective behavior allowed one
to increase the algebraic, temporal decay rate of solutions by requiring that the initial data
lie in an appropriately weighted L2 space.

How will the behavior of solutions change if the direction of advection is reversed, i.e.
if information is transported out toward infinity? This is the question we seek to answer
using the following equation:

ut = uxx − c tanh(
c

2
x)ux. (3.44)

By changing the sign of the advection term, the direction in which data is transported is
reversed.
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3.3.1 Spectral Properties

In order to determine the spectrum of the operator A3 = ∂2x − c tanh( c2x)∂x, we first
note that the essential spectrum is given by the parabola {λ = −k2 + ick : k ∈ R}, or
{Re(λ) = − (Im(λ))2 /c2}. (See figure 3·2b.)

Next, we study the eigenvalue equation

(A3 − λ1)u = uxx − c tanh(
c

2
x)ux − λu = 0. (3.45)

By defining v(x) =
∫ x
−∞ sech2( c2y)u(y)dy, the above equation is transformed into equation

(3.26), for which we have an explicit solution. Transforming back, we find that the solution
to equation (3.45) is given by

uλ(x) = k0

(
− c
2
sinh(

c

2
x) +

√
(
c2

4
+ λ)cosh(

c

2
x)

)
exp[

√
(
c2

4
+ λ)x]

+ k1

(
− c
2
sinh(

c

2
x)−

√
(
c2

4
+ λ)cosh(

c

2
x)

)
exp[−

√
(
c2

4
+ λ)x].

(3.46)

This function will not decay at both ±∞ for any value of λ. In fact, it will grow exponen-
tially at one of, or both, x = ±∞ for all λ except at λ = 0, where it will remain bounded.
Therefore, we have that there are no eigenfunctions (in L2).

Despite this fact, we claim that {Re(λ) ≤ − (Im(λ))2 /c2} ⊂ σ(A3). To see why this is
the case, note that if A∗3 is the adjoint of A3 and λ is an eigenvalue of A∗3, then λ ∈ σ(A3)
[15]. The reason for this is that, suppose A∗3u

∗ = λu∗, where u∗ is a nonzero, bounded
linear functional on L2. For any u ∈ L2 we then have

0 = (A∗3 − λ1)u∗(u) = u∗(A3u)− u∗(λu) = u∗((A3 − λ1)u).

Because this holds for any u ∈ L2, this implies that u∗ vanishes on the range of A3 − λ1.
Because u∗ is nonzero, this implies that there must be elements of L2 that are not in the
range of A3 − λ1. As a result, A3 − λ1 can not be invertible and, hence, λ ∈ σ(A3). Next,
notice that A∗3 = A2. Because every λ such that Re(λ) ≤ − (Im(λ))2 /c2 is an eigenvalue of
A2, these complex numbers are also elements of σ(A3). Hence, {Re(λ) ≤ − (Im(λ))2 /c2} ⊂
σ(A3).

To determine if this is all of the spectrum, consider

(A3 − λ1)u = uxx − c tanh(
c

2
x)ux − λu = f . (3.47)
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The Green’s function, Gλ(x, y), for this equation can be found by solving

(A3,x − λ1)Gλ = δ(x− y)

using the method of variation of parameters. We find that

Gλ(x, y) = −
1

2λ
√

( c
2

4 + λ)
H(y − x)

[
− c
2
sinh(

c

2
x) +

√
(
c2

4
+ λ)cosh(

c

2
x)

]
·

[
c

2
sech(

c

2
y) tanh(

c

2
y) +

√
(
c2

4
+ λ)sech(

c

2
y)

]
· e−

√
( c

2

4
+λ)(y−x) +

− 1

2λ
√

( c
2

4 + λ)
H(x− y)

[
+
c

2
sinh(

c

2
x) +

√
(
c2

4
+ λ)cosh(

c

2
x)

]
·

[
− c
2
sech(

c

2
y) tanh(

c

2
y) +

√
(
c2

4
+ λ)sech(

c

2
y)

]
· e−

√
( c

2

4
+λ)(x−y).

(3.48)

Analysis similar to that of the previous examples can be used to understand the behavior of
this Green’s function. Whenever Re(λ) > − (Im(λ))2 /c2, the Green’s function will decay
exponentially as |x| or |y| → ∞. Hence, these values of λ are contained in the resolvent
set. As a result, {Re(λ) ≤ − (Im(λ))2 /c2} = σ(A3).

Remark 3.3.1 In example 3, both λ = 0 and λ = − c2

4 represent singularities of the

Green’s function: λ = − c2

4 because it is a branch point of the square root function, and
λ = 0 because λ appears in the denominator. Recall remark 3.2.2, which stated that for the
previous example, λ = − c2

4 was the only pole of the Green’s function. For that example, we

could obtain exponential decay at a rate given by e−
c2

4
t by considering the equation in an

exponentially weighted space. Working by analogy, by considering the current example in
an exponentially weighted space, we would expect a decay rate of e−0t = 1. In other words,
we do not expect to be able to obtain an exponential decay rate for solutions to equation
(3.44). We will see below that this is, in fact, the case.



47

3.3.2 Behavior of Solutions

Because equation (3.44) can be transformed into equation (3.25) using the variable v(x, t) =∫ x
−∞ sech2( c2y)u(y, t)dy, we can solve it explicitly. We find that

eA3tu0(x) = −
c
2√
4πt

sinh(
c

2
x)e−

c2

4
t

∫

R
e−

(x−y)2

4t cosh(
c

2
y)v0(y)dy

− 1√
4πt

cosh(
c

2
x)e−

c2

4
t

∫

R

(x− y)
2t

e−
(x−y)2

4t cosh(
c

2
y)v0(y)dy,

(3.49)

where v0(y) =
∫ y
−∞ sech2( c2s)u0(s)ds. Unfortunately, one cannot break the solution into

pieces as in example 2. However, using the relationship between the two equations, the
asymptotic form of solutions to equation (3.25), given in equation (3.42), can be used to
determine the asymptotic form of solutions to equation (3.44). We compute

u(x, t) = cosh2(
c

2
x)∂x

[
u1(x, t)

1 + e−cx
+

u2(x, t)

1 + e+cx

]

= cosh2(
c

2
x)∂x

[
2(α1 + α2)√
4π(t+ 1)

sech(
c

2
x)e

− x2

4(t+1) e−
c2

4
(t+1)

]
+O((t+ 1)−1)

=
2(α1 + α2)√
4π(t+ 1)

cosh(
c

2
x)e

− x2

4(t+1) e−
c2

4
(t+1)

(
− c
2
tanh(

c

2
x)− x

2(t+ 1)

)
+O((t+ 1)−1)

=
(α1 + α2)√
4π(t+ 1)

(
− c
2
tanh(

c

2
x)− x

2(t+ 1)

)(
e
− (x+c(t+1))2

4(t+1) + e
− (x−c(t+1))2

4(t+1)

)

+O((t+ 1)−1).

Notice that the exponentially decaying (in time) terms have been absorbed by the factor
cosh2( c2x). As a result, the leading order term in the expansion for u will decay like 1√

t+1

regardless of in which algebraically weighed space, L2(m), the initial data lies.
We see that, while in example 2 the temporal decay rate could be increased by changing

the algebraic weight of the L2 space, that is not the case for example 3. The reason for
this is the advection term. As explained in the previous section, for so-called “inflowing”
equations, in which data is transported in toward the origin, the temporal decay rate of
solutions can be increased in this manner. On the other hand, for “outflowing” equations
such as example 3, this is not the case. The intuitive reasoning is as follows [60].

Consider an equation for which data flows out away from zero in a weighted space:
||u||w = ||wu||X , where w = w(x) is a weight function that increases as |x| increases.
Suppose the initial data has a some amount of mass near zero, but an arbitrarily small
amount near infinity. As the data gets transported away from zero, the initial mass will
experience an increasing weight, thus causing the norm of the solution to grow, or at best
remain constant (depending on the other dynamics of the PDE), in the weighted space.
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One may think that instead of an increasing weight, a weight that decays to zero at infinity
could be used to increase the temporal decay rate of solutions. Such a technique could
work for linear equations, but will create problems for nonlinear analysis, where any weight
function must be bounded from below in order to perform certain estimates.

Note that this argument applies to exponential weights, as well. This confirms the
suggestion of remark 3.3.1, that one would be unable to to obtain an exponential decay
rate of solutions by using an exponential weight.

3.4 Example 4: ut = uxx + c tanh( c
2
x)ux +

c2

2
sech( c

2
x)u, linear stability of

traveling fronts in Burgers equation

Finally, we consider the linear equation that one obtains from linearizing around the trav-
eling wave in Burgers equation:

ut = uxx + c tanh(
c

2
x)ux +

c2

2
sech(

c

2
x)u. (3.50)

Note that this equation is simply the derivative of equation (3.25). If we define v(x, t) =∫ x
−∞ u(y, t)dy, then v satisfies vt = vxx + c tanh( c2x)vx, which is equation (3.25). As a
result, analysis of this equation follows almost immediately from the results of section 3.2.
The reason why it is included as a separate example is because this equation is exactly the
linear operator one obtains after linearizing around the traveling front (with wavespeed c)
in Burgers equation.

3.4.1 Spectral Properties

Using the results of section 3.2, one can see that the spectrum is identical to that of example
2, with an additional eigenvalue at λ = 0 (see figure 3·2c). The eigenfunction associated to
the zero eigenvalue is given by sech2( c2x). The reason why zero is not an eigenvalue of the
operator A2 is that

∫ x
−∞ sech2( c2y)dy = tanh( c2x) /∈ L2. The relevance of this difference in

spectrum will be further discussed in chapter 6.3 below.

3.4.2 Behavior of Solutions

Again using the results from section 3.2, we see that the asymptotic form of solutions to
equation (3.50) is

u(x, t) ∼ ∂x



∫ (∫ x

−∞ u(y, 0)dy
)
dx

√
4π(t+ 1)

e
− x2

4(t+1) e−
c2

4
(t+1) +O((t+ 1)−

m
2
+ 1

4 )


 , (3.51)
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for initial data satisfying
∫ x
−∞ u(y, 0)dy ∈ L2(m). Thus, as in example 2, the temporal

decay rate of solutions may be increased by requiring that initial data lie in an appropriate
function space. This results from the fact that equation (3.50), like equation (3.25), is an
“inflowing” equation, as a result of the advection term.



Chapter 4

Example: locating the spectrum in a model of

bioremediation

As mentioned in chapter 2, one difficulty that can arise when studying the stability of
stationary solutions to PDEs is that it can be quite difficult simply to calculate the spectrum
of the linearization. In this chapter we focus on such an example, in which the stability of
a traveling wave solution in a model of bioremediation, a process for cleaning contaminated
soil, is analyzed.

The main tool that we will use in the stability analysis of the traveling wave is known
as the Evans function. It is an analytic function D(λ) : Ω ⊂ C → C that is zero exactly
if λ is an eigenvalue of the linearized operator. Although one can always write down an
expression for the Evans function, it is, in general, difficult to determine the zeros of the
function.

As we will see below, the traveling wave solution of the bioremediation model has a
fast-slow structure consisting of multiple time scales. The associated Evans functions will
inherit this structure, and, as a result, we will be able to determine its zeros and the stability
of the wave.

We will begin this chapter with a brief introduction to the Evans function, followed
by an introduction to the bioremediation model. In the third section, geometric singular
perturbation theory will be used to construct the traveling wave solution [3]. The fourth
section contains the construction of the Evans function for the associated stability problem.
In addition, the properties of the wave, found in the previous section, will be used to locate
its zeros and, hence, determine the linear stability of the wave.

4.1 The Evans Function

Consider a general, nonlinear PDE

Ut = AU +N(U),

where U = U(x, t) : R× R+ → Rn is a vector valued function. Suppose that we are inter-
ested in studying the stability of a stationary solution f(x) that exponentially approaches
some constants as x→ ±∞. If we define U(x, t) = f(x) + u(x, t), then the perturbation u

50



51

satisfies

ut = Au+DN(f(x))u+ F (u, x),

where the function F is some nonlinear term. The linear operator for the stability problem
is then given by L = A+DN(f(x)). Although this operator is dependent upon the spatial
variable x, using theorem 2.1.3 one can typically determine its essential spectrum. Let’s
suppose that this is the case and that σess(L) ⊂ {λ ∈ C : Re(λ) ≤ −δ < 0}. In order to
compute the point spectrum of the wave, we must determine if there are any eigenvalues
of L in Ω = {λ ∈ C : Re(λ) > −δ}. Thus, we must study the eigenvalue equation

λu = Au+DN(f(x))u,

which is a nonautonomous ODE.
In order to fix ideas, let’s assume that the operator A is a constant coefficient operator

of the form A = D∂2x + M∂x, where D and M are n × n constant matrices and D is
invertible. The eigenvalue ODE may then be written as a first order system of ODEs

∂x

(
u
v

)
=

(
0 1

D−1 (λ−DN(f(x))) −D−1M

)(
u
v

)
≡ B(x;λ)

(
u
v

)
, (4.1)

where (u, v) ∈ C2n. A element λ ∈ Ω will be an eigenvalue if the corresponding solution
u of the above equation lies in the Banach space X. Although we have not specified what
X is, we note that for most choices of X, e.g. Lp or C0, the function u must at least be
bounded as |x| → ∞. The behavior of (u, v) as |x| → ∞ will be governed by the asymptotic
matrices

B±(λ) = lim
x→±∞

B(x;λ). (4.2)

One can directly check that for λ /∈ σess(L), the matrices B± will both be hyperbolic,
meaning that none of their eigenvalues will have zero real part. As a result, for any value
of λ ∈ Ω, the solution (u, v) to equation (4.1) will either decay exponentially to zero as
|x| → ±∞, or grow exponentially at one, or both, ends. Thus, any value of λ ∈ Ω will
be an eigenvalue of L if and only if the corresponding solution to equation (4.1) decays
exponentially to zero as |x| → ±∞.

Remark 4.1.1 The terminology can sometimes be a bit confusing, because we must refer to
eigenvalues of both the original linear operator L and the matrices B±. In order to clarify
things, the eigenvalues of L are often referred to as temporal eigenvalues (because they
control the behavior of u for large time) and the eigenvalues of B± as spatial eigenvalues
(because they control the behavior of u for large values of the spatial variable |x|). If the
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context is clear, we will refer to both simply as eigenvalues.

The Evans function D(λ) was developed as a tool for determining exactly when such
bounded solutions exist. It is defined in such a way so that D(λ) = 0 if and only if there
exists a solution to equation (4.1) that decays to zero asymptotically in space. It was first
introduced in a series of papers by John Evans [16]-[19] in the 1970s. A concise description
was later given in [53] and [54], and a rigorous development of the Evans function in the
context of geometric singular perturbation theory can be found in [1]. A nice review of the
use of the Evans function to determine the stability of traveling waves is given in [51].

The Evans function is defined as follows. Suppose that, for some λ ∈ Ω, B± have k
eigenvalues with negative real part and 2n − k eigenvalues with positive real part. Note
that, because B± are hyperbolic for λ ∈ Ω, this must be true for all λ ∈ Ω. The unstable
eigenvalues of B− will be denoted by ν−j for j = 1 · · · 2n−k, and the stable eigenvalues of B+

will be denoted by ν+l for l = 1 · · · k. Let {e+1 (λ), . . . , e+k (λ)} be a basis for the k-dimensional
stable subspace of B+, and let {e−1 (λ), . . . , e−2n−k(λ)} be a basis for the 2n− k-dimensional
unstable subspace of B−. Standard results regarding solutions to nonautonomous ODEs
[12] show that there exists a k-dimensional subspace of solutions Φ+(x;λ) and a 2n − k-
dimensional subspace of solutions Φ−(x;λ) to equation (4.1) such that

Φ−(x;λ) = span{φ−1 (x;λ), . . . , φ−2n−k(x;λ)}, φ−j (λ) ∼ e−j (λ)e
ν−j (λ)x as x→ −∞

Φ+(x;λ) = span{φ+1 (x;λ), . . . , φ+k (x;λ)}, φ+l (λ) ∼ e+l (λ)e
ν+
n (λ)x as x→ +∞.

A solution to equation (4.1) that decays to zero at both +∞ and −∞ will lie in the
intersection of these two subspaces. This intersection will be nonempty if the determinant
of the 2n × 2n matrix [Φ−(x;λ),Φ+(x;λ)] is zero. The Evans function is then defined to
be

D(λ) = e−
∫ x
0 TrB(s;λ)dsdet[Φ−(x;λ),Φ+(x;λ)]. (4.3)

One can see from this definition that the Evans function will be zero when an intersection of
the subspaces Φ+ and Φ− exists. Notice that the notation implies that the Evans function
is independent of the spatial variable x. To see that this is the case, one can compute

d

dx
D(λ) = −TrBD(λ) + e−

∫ x
0 TrB(s;λ)ds

(
d

dx
det[Φ−(x;λ),Φ+(x;λ)]

)

= −TrBD(λ) + TrBD(λ)

= 0.

In addition, this calculation demonstrates why there is an exponential factor in the defini-
tion of D(λ) - otherwise the Evans function would be dependent upon the spatial variable.

Remark 4.1.2 There is an alternate way to define the Evans function, in which the sub-
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space Φ− (or Φ+) is defined in terms of solutions to the adjoint equation associated to
equation (4.1). Using this formulation, the exponential factor in equation (4.3) is not
necessary, because the determinant will automatically be independent of x.

As mentioned above, although a formula exists for the Evans function, it is often difficult
to determine the zeros of the function. In some examples, however, the structure of the
PDE provides a mechanism for doing so. One class of equations for which this is the case
is singularly perturbed PDEs, and a specific example is given by the bioremediation model
below. Other examples of singularly perturbed equations in which the Evans function is
used to locate the spectrum of a linear operator include, but are not limited to, [13], [14],
[27], and [33].

4.2 The Bioremediation Model

We now introduced the PDE model of bioremediation, which will serve as an example
illustrating the difficulties that can arise in locating the spectrum of a linear operator.

In situ bioremediation is a promising technique for cleaning contaminated soil (see [43]
and the references therein). The process typically involves an organic pollutant (labeled as
a substrate), a nutrient (labeled as an electron acceptor), and indigenous microorganisms.
Roughly speaking, when both the substrate and acceptor are present, the microorganisms
consume the acceptor and degrade the substrate, decontaminating the soil. Bioremediation
involves complex interactions and has many controlling factors which make it difficult to
understand. Mathematical analysis of simplified models may allow for the identification
of key components which control the behavior of the system, allowing for more effective
implementation.

We study the nondimensional form of the Oya-Valocchi bioremediation model in [43],
[40], and [59]. This is a conceptual model that was developed in order to better identify
key controlling factors, and also to help connect laboratory work with field experiments
[43]. The situation is idealized to be a one-dimensional, semi-infinite soil column with
initial constant background level of substrate and of biomass of the microorganisms, but
no acceptor. Beginning at time t = 0, a constant level of acceptor is injected continuously
at the surface of the soil column. This creates a concentration profile of the acceptor that
is a traveling front propagating down the soil column, connecting the positive (injection)
concentration behind the front and the zero concentration ahead of it. By contrast, the
traveling profile of the substrate concentration connects the zero (completely remediated)
level behind the front to the constant (initial, undisturbed) level ahead of it. Moreover,
the substrate front lags slightly behind that of the acceptor, so that there is a region of
overlap between the fronts. In this region, known as the biologically active zone (BAZ), the
microbial population is highly elevated due to the supply of both nutrient and substrate.
As the fronts move downstream, the location of elevated microbial population moves with
them, and after the fronts pass a given location the biomass population returns to its
equilibrium level. Thus, the biomass concentration exhibits a single bump profile which
travels with the fronts as the reaction progresses down the column. See figure 4·1.

Two structural assumptions are incorporated into the model. First, the microbes are
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attached to particles in the soil and therefore do not move. Second, the acceptor is non-
sorbing, meaning it travels through the column at the pore water velocity (which has been
normalized to be 1), whereas the substrate is sorbing, traveling at the retarded velocity 1

Rd

where the retardation factor satisfies Rd > 1.
Mathematically, we let S = S(x, t), A = A(x, t), and M = M(x, t) denote the concen-

trations of the substrate, acceptor, and microorganisms, respectively. The model equations
we study are

Rd
∂S

∂t
− ∂2S

∂x2
+
∂S

∂x
= −a1fbd(S,A,M)

∂A

∂t
− ∂2A

∂x2
+
∂A

∂x
= −a1a2fbd(S,A,M)

∂M

∂t
= a3fbd(S,A,M)− a4(M − 1) (4.4)

fbd =M

(
S

KS + S

)(
A

KA +A

)
,

for x ∈ R, t > 0, in which the diffusion coefficients have been scaled to 1 (see remark 4.3.3).
Because we are interested in traveling waves, the asymptotic conditions are

S(−∞, t) = 0 A(−∞, t) = 1 M(−∞, t) = 1

S(+∞, t) = 1 A(+∞, t) = 0 M(+∞, t) = 1. (4.5)

The reaction function fbd represents Monod reaction kinetics. The magnitude of this
reaction function is directly proportional to the product of the substrate and acceptor
concentrations. Moreover, there is a saturation effect controlled by the parameters KS

and KA. These are referred to as the relative half-saturation constants for the substrate
and acceptor and indicate the degree to which the presence of each (or lack thereof) may
limit the growth of the microorganisms. For example, if KS ¿ 1, then S

KS+S
≈ 1 and the

substrate has little effect on microbial growth in the reaction zone, except near the trailing
edge of the substrate front where S < KS . However, if KS À 1, then S

KS+S
is small and

everywhere the substrate limits microbial growth. Thus, the magnitudes of these quantities
will be important in determining the dynamics of the reaction.

The parameters ai represent ratios of various timescales of the reaction. As explained
in [43], a1 represents the ratio between the transport timescale and the biodegradation
timescale of substrate. Similarly, the combined parameter a1a2 represents the correspond-
ing ratio for the acceptor. The parameters a3 and a4 are the ratios of the transport timescale
to the maximum cell growth and cell decay of the microorganisms, respectively.

Finally, the asymptotic conditions (4.5) may be explained as follows. The asymptotic
conditions at −∞ represent the fact that, behind the BAZ, the substrate has been com-
pletely degraded, the acceptor level is equal to its injection level, and the microorganism
population has returned to its equilibrium level. At +∞, ahead of the BAZ, the soil remains
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undisturbed and contaminated, and thus the substrate, acceptor, and microorganisms are
all equal to their initial levels.

3520 4400
0

6

S A

Traveling Wave Solution

M

x

M

x=0

continuously
A supplied

BAZ

x

Figure 4·1: A schematic diagram of the soil column and the M component of the traveling
wave is shown on the left. The traveling wave, observed in numerical simulations in [43]
with a1 = 0.011, a2 = 0.345, a3 = 0.0885, a4 = 0.0218, Rd = 3, and KS = KA = 0.3, is
shown on the right. S increases from 0 to 1, while A decreases from 1 to 0.

It is of interest to note that the boundary and initial conditions corresponding to the
soil column experiment (for x ∈ [0,∞) and t > 0) are

(
−∂S
∂x

+ S

)

x=0

= 0

(
−∂A
∂x

+A

)

x=0

= 1

S(x, 0) = 1 A(x, 0) = 0 M(x, 0) = 1, (4.6)

and that one should use these to study the initial formulation of the traveling wave. In this
case, the boundary conditions for S and A at x = 0 represent the fact that a constant level
of acceptor is injected continuously there, while no substrate is added to the system. Here,
as written above, we assume the traveling wave has already formed.

Traveling waves of the type shown in figure 4·1 have been investigated in [36], [40],
[43],and [59]. A dimensional version of (4.4) was developed in [41], [42], and [57], and further
studied in [43], wherein the nondimensional version (4.4) was derived. These authors carried
out an extensive numerical investigation of the model, discovering the traveling wave. In
addition, they investigated the effects of varying the parameters KS and KA, noting that
for some values the traveling wave is stable, while for others there is a stable, time-periodic
traveling wave. In this work, the authors were the first to exploit mathematically traveling
waves in a bioremediation model in order to determine the substrate removal rate.
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Further analysis of the dimensional model was carried out in [40]. In this work, the
authors proved the existence the traveling wave for Rd > 1, and positive values of the
other parameters. Working with an elliptically regularized form of the dimensional model
on a finite domain and using topological degree theory, the authors construct the traveling
wave as the fixed point of an appropriate map. Existence is then proven by extending the
result to the original, non-elliptic model on the infinite line. In the process, bounds on all
three components of the solution are obtained, in particular, an explicit bound on the peak
height of the M pulse in terms of the dimensional parameters.

In [59], the transition between the traveling wave behavior and the time-periodic trav-
eling wave behavior, first discovered in [43], is investigated. The authors study the dimen-
sional model in the absence of diffusion using a relaxation procedure and WKB analysis.
Using a reduced, two-component model, the authors explicitly determine the traveling wave
and show it is stable for certain parameter values, losing stability in an oscillatory fashion.

Ultimately we would like to gain a better mathematical understanding of the mechanism
which causes this loss of stability. A geometric construction of the traveling wave will help
in this understanding. The geometric structures underlying a traveling wave solution, and
how these structures vary with the parameters, provide direct insight into mechanisms
governing its stability.

In section 4.3, we provide a geometric construction of the traveling wave solution for
sufficiently large (relative to a singular perturbation parameter δ) values of the half satu-
ration constants, KS and KA. In this parameter regime it will be shown that the entire
traveling wave lies on a three-dimensional slow manifold within the five-dimensional phase
space of the traveling wave ODE system. Within this slow manifold, the wave will be
constructed in the transverse intersection of appropriate stable and unstable manifolds.

In addition to providing further insight into the bioremediation model, this construction
is mathematically interesting because of the nonlinear reaction term fbd. Two components
of the function, ( S

S+KS
) and ( A

A+KA
), have derivatives which become large as KS and KA

become small. In other words, because the half saturation constants are scaled so that
KS,A → 0 as δ → 0, the reaction term is not uniformly bounded in the C1 topology as
δ → 0. This prevents a direct application of Fenichel theory [20], thus preventing one from
concluding that geometric structures which are present in the phase space of the model in
the asymptotic limit persist. In order to overcome this difficultly, we change coordinates by
compactifying the S and A directions in a manner that naturally reflects the components
of the reaction function.

As mentioned above, this construction is only valid for large values of the half saturation
constants (relative to δ). For small values of the half saturation constants it will be shown
that a different analysis is necessary. As we will see, this is because the geometry of
the phase space changes significantly as the half saturation constants decrease through a
critical scaling with respect to δ. The parameter regime including smaller values of the
half saturation constants is where the bifurcation to a periodic traveling wave has been
observed numerically. Using the moving grid scheme in [4], in section 4.3.4 we will explore
numerically this parameter regime, including the bifurcation, and discuss how the geometry
of the phase space changes in this case.

Section 4.4 will consist of the stability analysis and will use results from the existence
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construction of section 4.3. For sufficiently large values of the half-saturation constants we
will indicate how to show that the wave is (spectrally) stable.

4.3 Construction of Traveling Wave Solution

In this section, we present a construction of the traveling wave using geometric singular
perturbation theory. In order to better understand why the properties of the solution itself
play a key role in determining the properties of the associated linear operator, consider a
general, parabolic PDE:

ut = F(u),

and suppose we are interested in studying the stability of a stationary solution u(x, t) =
ϕ(x), which is a solution to the equation

0 = F(φ). (4.7)

We write u(x, t) = ϕ(x) + v(x, t), where v is assumed to be small, and determine the
equation of evolution for v. We find

vt = DF(ϕ(x))v +N (v, x),

where DF(ϕ(x)) is the linearization of F about the solution of interest, ϕ(x). We see
from this equation that the structure of the linear operator governing the evolution of v is
directly dependent upon the structure of the underlying solution. In particular, consider
the eigenvalue equation associated to the linear stability problem:

λv = DF(ϕ(x))v. (4.8)

Solutions to this equation live in the tangent space of solutions to equation (4.7) and,
hence, the behavior of the stationary solution itself will play a key role in determining the
stability properties of the wave. As a consequence, before analyzing the stability of the
traveling wave solution to the bioremediation model, we present a geometric construction
of the wave. The properties of the solution found in this construction will then be used to
analyze the associated Evans function, thus determining the stability of the wave.

The remainder of this section is organized as follows. In subsection 4.3.1, we reformu-
late the model in terms of a moving coordinate frame which is appropriate to the study of
traveling waves. In addition, we derive scalings of the parameters based on the numerical
values used in [43] in terms of a small quantity δ, placing the problem within the context
of geometric singular perturbation theory. In subsection 4.3.2, we present the geometric
construction of the traveling wave solution for sufficiently large values of the half saturation
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constants. In subsection 4.3.3, we show that the asymptotics for the traveling wave solu-
tion agree with the results obtained from numerical simulations, where we note that the
asymptotics have been carried out to include both the leading order terms and the first-
order corrections. Finally, in subsection 4.3.4, we investigate numerically the bifurcation
the traveling wave undergoes for small values of the half saturation constants.

4.3.1 Scalings for traveling waves

We are interested in traveling wave solutions representing an advancing front for the ac-
ceptor A, a trailing front for the substrate S, and a pulse for the biomass M . Plugging the
Ansatz

s = S(x− ct), a = A(x− ct), m =M(x− ct)

into (4.4), we find that the system becomes

s′′ + (cRd − 1)s′ = a1fbd

a′′ + (c− 1)a′ = a1a2fbd (4.9)

cm′ = a4(m− 1)− a3fbd.

where ′ denotes differentiation with respect to the moving coordinate ξ ≡ x− ct. Note that
c represents the speed of the wave. With respect to this new coordinate, the wave is now
a stationary solution. The asymptotic conditions are

s(−∞) = 0, s(+∞) = 1

a(−∞) = 1, a(+∞) = 0 (4.10)

m(−∞) = 1, m(+∞) = 1.

Note that these conditions also imply that s′(±∞) = a′(±∞) = m′(±∞) = 0.
From the s and a equations in (4.9), one may compute analytically the wave speed c.

To do this, eliminate the term fbd from the equations and integrate once with respect to ξ.
Using the asymptotic conditions, we find

c =
a2 + 1

a2Rd + 1
. (4.11)

As mentioned in [43] and [40], the wave speed depends only on the relative rates of consump-
tion of the substrate and acceptor by the microorganisms (a2), and the amount of sorbtion
of the substrate (Rd). The wave speed is independent of both the microbial parameters (a3
and a4), and also of a1.
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Traveling waves are observed numerically in [43] for the following parameter values:

a1 = 0.011 a2 = 0.3450 a3 = 0.0885 a4 = 0.0218 Rd = 3.0, (4.12)

and a range of values of KS and KA. The differences in magnitudes of these parameters
suggest that we introduce a small parameter δ and scale the parameters in terms of this
quantity. In turn, this will allow us to use singular perturbation theory to determine the
mechanisms which produce the observed traveling wave behavior. Moreover, the above
values suggest rescaling the parameters as

a1 = δ2ã1 a2 = a2 a3 = δã3 a4 = δ2ã4 Rd = Rd. (4.13)

Here ã1, ã3 and ã4 are assumed to be O(1) with respect to δ.
From numerical simulations, we see that the properties of the traveling wave depend

significantly on the half saturation constants KS and KA, and we are interested in a range
of values. Specifically, we scale them as

KS = δκK̃S KA = δκK̃A. (4.14)

Inserting the rescaled quantities into (4.9) and writing the equations as a system of five,
first-order equations, we obtain

s′ = v

v′ = −(cRd − 1)v + δ2ã1fbd

a′ = r (4.15)

r′ = −(c− 1)r + δ2ã1a2fbd

m′ = δ2
ã4
c
(m− 1)− δ ã3

c
fbd.

These are the equations we will analyze throughout the rest of the paper.
We will construct the traveling wave for 0 < κ < 1 in section 4.3.2, examine its prop-

erties in section 4.3.3, and report on numerical simulations in the regime κ ≥ 1, in which
a Hopf bifurcation takes place, in section 4.3.4. The approach in section 4.3.2 can be ex-
tended naturally to include the threshold cases κ = 0 and κ = 1, although certain technical
details are different. In the simulations of [43] the case κ < 0, ie KS , KA À 1, has been
considered briefly. The waves observed in this case can also be constructed using an ana-
lytical approximation procedure, which is in fact more straightforward since the reaction
term is regular (in the C1 topology) as δ → 0. We do not consider this case in any further
detail here.

Remark 4.3.1 We have also explored other scalings, such as setting a2 =
√
δã2 and Rd =
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1√
δ
R̃d, as would be suggested by taking δ = 0.1; however, there are various reasons for

assuming both are O(1). These include keeping the reaction terms in the equations for v
and r in (4.15) of the same order and also keeping the terms (cRd−1) and (c−1) in (4.15)
of the same order. In addition, this allows us to retain as many terms as possible, ie to
find a significant degeneration of the system.

Remark 4.3.2 In both [43] and [40], it was shown that the assumption that the retardation
factor satisfies Rd > 1 is crucial for the existence of traveling waves. Biologically this
can be understood as providing a mechanism to increase the width of the BAZ. Because
the substrate is sorbing, it lags behind after the initial injection of the acceptor before the
substrate front begins moving downstream with that of the acceptor. If the retardation factor
was not present (ie if the substrate was not sorbing) then this lag would not occur and the
BAZ would be too narrow to allow an appreciable amount of substrate to be degraded as the
reaction progressed downstream.
From the above analysis, one can begin to see mathematically why it is necessary that

at least Rd 6= 1. If Rd = 1, then we would have c = 1, and hence the quantities (c− 1) and
(cRd−1) in equation (4.15) would both be 0. Therefore, if the substrate was not sorbing, the
advection terms would effectively drop out, which would dramatically change the following
analysis and also the observed dynamics.

Remark 4.3.3 We have implicitly chosen the diffusion coefficients in system (4.4) to be
equal and scaled them to 1. It may be possible to extend our analysis to the case where the
are not equal. In addition, in both [43] and [40], the dimensional model with zero diffusion
was investigated. It was shown that, in this case, a traveling wave solution still exists. It
is interesting to note that setting the dimensional diffusion coefficient to zero is equivalent
to setting the parameters a1, a3, and a4 equal to zero, while also rescaling space (x) and
time (t). See the transformation between the dimensional and nondimensional coordinates
in [43] for more details.

4.3.2 Geometric construction of the traveling wave

The goal of this section is to prove the following theorem:

Theorem 4.3.4 There exists a δ0 > 0 such that for all δ ∈ (0, δ0), for all κ ∈ (0, 1), and
for all ã1, a2, ã3, ã4, K̃S, K̃A, and Rd O(1) and positive, system (4.15) has a traveling
wave solution, γtw(ξ) = (stw, vtw, atw, rtw,mtw)(ξ), connecting (s, v, a, r,m) = (0, 0, 1, 0, 1)
at −∞ with (s, v, a, r,m) = (1, 0, 0, 0, 1) at +∞. In addition, let

L− = {(s, a,m) = (0, 1,m) | m ∈ [1, 1 + δ−1
ã3(Rd − 1)

ã1(a2 + 1)
]},
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and

I = {(s, a,m) = (s, 1− s, 1 + δ−1
ã3(Rd − 1)

ã1(a2 + 1)
(1− s) | s ∈ [0, 1]}.

Then the s, a, and m components of the traveling wave are O(δ) close to Sδ ≡ L−
⋃ I.

The theorem states that, to leading order, the traveling wave is the union of L− and I.
These two curves can be understood biologically as follows. L− corresponds to the portion
of the traveling wave to the left of the BAZ, where s and a are equal to their asymptotic
values at −∞ and m is slowly decaying to its equilibrium value (as ξ → −∞). Moreover,

the constant 1+ δ−1 ã3(Rd−1)
ã1(a2+1)

is, to leading order, the maximum value of the microorganism
population.

The curve I corresponds to the portion of the traveling wave inside the BAZ, in which
m decays from its maximum value to its asymptotic value at +∞, and s and a transition
from their asymptotic values at −∞ to those at +∞. I also contains the portion of the
wave that lies to the right of the BAZ, namely, the point (1, 0, 1).

As we will see below, these two pieces of the traveling wave correspond to portions
of the wave that evolve on different time scales. The dynamics on I occurs on a slow,
O(δ), timescale, and the dynamics on L− occurs on a super-slow, O(δ2), timescale. This
separation of timescales is due to the fact that the timescale of the reaction, which is
governed by the magnitude of the reaction function δãifbd, is different than the timescale
of the intrinsic dynamics of the microorganisms, given by the parameter δ2ã4.

It will be shown below that there exists both a slow and a super-slow invariant manifold
in the phase space of (4.15). The leading order slow system is integrable, and I corresponds
to one of the integral curves. The leading order super-slow dynamics consist of invariant
lines in the phase space where the only dynamic variable is m. The curve L− is one of
these invariant lines.

The proof of this theorem employs geometric singular perturbation theory to demon-
strate that there is a transverse intersection of invariant manifolds in system (4.15) in which
the traveling wave lies.

Boundedness of the vector field in the C1 topology

The kinetic terms s
KS+s

and a
KA+a

in fbd, with KS,A = δκK̃S,A and κ > 0, are not uniformly

bounded in the C1 topology as δ → 0. More precisely,

d

ds

(
s

δκK̃S + s

)
=

δκK̃S

(s+ δκK̃S)2
→∞ for s¿ O(δκ/2).

Hence, the perturbation terms in (4.15) are not uniformly bounded in the C1 topology,
and some preparation of the equations is required before geometric singular perturbation
theory [20] – [34] can be applied.
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We introduce the new dependent variables

y =
s

KS + s
, w =

a

KA + a
(4.16)

with inverse coordinate change being given by s = yKS/(1 − y) and a = wKA/(1 − w).
This coordinate change compactifies the s and a directions in the phase space in a manner
that naturally reflects the component functions of the reaction function. In terms of these
new variables, system (4.15) becomes

y′ =
v

KS
(1− y)2

v′ = −(cRd − 1)v + δ2ã1myw

w′ =
r

KA
(1− w)2 (4.17)

r′ = −(c− 1)r + δ2ã1a2myw

m′ = δ2
ã4
c
(m− 1)− δ ã3

c
myw.

Numerically, the variables v and r remain small along the traveling wave, while the
height of the peak in m is large. For 0 < κ < 1, these numerics suggest scaling v = δ1+κṽ,
r = δ1+κr̃, and m− 1 = δκ−1m̃ (see remark 4.3.5). Hence, taking into account the scalings
of KS and KA in (4.14), we see that system (4.17) becomes

y′ = δ
ṽ

K̃S

(1− y)2

ṽ′ = −(cRd − 1)ṽ + ã1m̃yw + δ1−κã1yw

w′ = δ
r̃

K̃A

(1− w)2 (4.18)

r̃′ = −(c− 1)r̃ + ã1a2m̃yw + δ1−κã1a2yw

m̃′ = −δ ã3
c
m̃yw − δ2−κ ã3

c
yw + δ2

ã4
c
m̃.

System (4.18) is the fast-slow system that we will use throughout the proof of Theorem
4.3.4. We remark that δ ¿ δ1−κ, because we are assuming 0 < κ < 1. This will be crucial
in the following analysis.

Geometry of the fast-slow system (4.18)

In system (4.18), ṽ and r̃ are fast variables, while the rest are slow. The reduced slow system
is obtained from (4.18) by changing the independent variable to the slow time η = δξ and
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by setting δ = 0,

yη =
ṽ

K̃S

(1− y)2

0 = −(cRd − 1)ṽ + ã1m̃yw

wη =
r̃

K̃A

(1− w)2 (4.19)

0 = −(c− 1)r̃ + ã1a2m̃yw

m̃η = − ã3
c
m̃yw.

The algebraic constraints in (4.19) imply that ṽ = −r̃ = ã1
cRd−1m̃yw, where we note that we

have used the fact that a2(cRd − 1) = −(c− 1). Therefore, system (4.19) has an invariant
manifold given by

M0 = {ṽ = −r̃ = ã1
cRd − 1

m̃yw}, (4.20)

and in this case, since δ = 0, we labelM0 as a critical manifold.
Setting δ = 0 in system (4.18), we see that the reduced fast dynamics are given by

y′ = 0

ṽ′ = −(cRd − 1)ṽ + ã1m̃yw

w′ = 0 (4.21)

r̃′ = −(c− 1)r̃ + ã1a2m̃yw

m̃′ = 0.

Because cRd − 1 > 0 and c − 1 < 0, we see that ṽ is decaying exponentially while r̃ is
growing exponentially. Hence,M0 is normally hyperbolic.

Fenichel theory [20], [21], [34] implies that, for sufficiently small δ, the full system (4.18)
has a locally invariant slow manifold,Mδ, which is C1 O(δ1−κ) close toM0. In addition,
Mδ is the graph of a function, which has a regular perturbation expansion, as follows:

ṽ = h0(m̃, y, w) + δ1−κh1(m̃, y, w) + δh2(m̃, y, w) + h.o.t

r̃ = g0(m̃, y, w) + δ1−κg1(m̃, y, w) + δg2(m̃, y, w) + h.o.t. (4.22)

The functions hi and gi, i = 0, 1, 2, are obtained by computing dṽ/dξ and dr̃/dξ from the
above asymptotic expansion and from system (4.18), respectively, and then by equating
these two expressions, which expresses analytically the invariance ofMδ. By using (4.11),
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at O(1), we find

h0 =
ã1

(cRd − 1)
m̃yw,

g0 = −h0. (4.23)

At O(δ1−κ), we find

h1 =
ã1

(cRd − 1)
yw,

g1 = −h1. (4.24)

Finally, at O(δ)

h2 = −
ã21

(cRd − 1)3
ywm̃

{
m̃w(1− y)2

K̃S

− m̃y(1− w)2
K̃A

− ã3(cRd − 1)

cã1
yw

}
,

g2 =
1

a2
h2. (4.25)

The equations for ṽ and r̃ in (4.21) indicate that if a solution were to leave the slow
manifold it would not return and either ṽ or r̃ would tend to infinity as ξ → ±∞. Therefore,
the entire traveling wave solution must be contained within the slow manifold.

Numerical verification of the asymptotic expansions given in equation (4.22) is shown
in figure 4·2. Note the good agreement as expected for 0 < κ < 1.

552060005360 5760
−0.02−0.01

0.020.01

K       = 0.5S,A K       = 0.3S,A

Figure 4·2: A comparison of ṽ (upper curve) and r̃ (lower curve) as computed numerically
(*) and using the asymptotic expansion (-) given by equation (4.22), for KS,A = 0.5 and
KS,A = 0.3, and the other parameter values as in equation (4.12).

Remark 4.3.5 The reason for choosing the scalings v = δ1+κṽ, r = δ1+κr̃, and m − 1 =
δκ−1m̃ can be seen as follows. First, the numerics indicate that the reaction term balances
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with v and r along the wave for 0 < κ < 1, and under these scalings, it is precisely these
terms that are O(1) in the right members of the equations for ṽ and r̃ in (4.17) when the
above scalings are employed. Second, y′, w′ and m̃′ are of the same order in (4.18), as are
ṽ′ and r̃′. This allows for the reduction to the three dimensional slow manifoldMδ.

Dynamics on the slow manifold Mδ

The dynamics on the slow manifold Mδ are obtained by inserting formulas (4.22) into
system (4.18) and changing the independent variable to the slow time η = δξ,

yη =
(1− y)2
K̃S

[
h0 + δ1−κh1 + δh2 +O(δ2−κ)

]

wη =
(1− w)2
K̃A

[
g0 + δ1−κg1 + δg2 +O(δ2−κ)

]
(4.26)

m̃η = − ã3
c
m̃yw − δ1−κ ã3

c
yw + δ

ã4
c
m̃.

Retaining the O(1) and O(δ1−κ) terms, we have

yη =
ã1

K̃S(cRd − 1)
(1− y)2

[
m̃yw + δ1−κyw

]

wη = −
ã1

K̃A(cRd − 1)
(1− w)2

[
m̃yw + δ1−κyw

]
(4.27)

m̃η = − ã3
c

[
m̃yw + δ1−κyw

]
.

In turn, from (4.27) we see that up to terms of O(δ),

K̃S

(1− y)2 yη = − K̃A

(1− w)2wη = −
cã1

ã3(cRd − 1)
m̃η. (4.28)

Integrating these equalities pairwise, we find that the integral curves of (4.27) are given by

c0 =
K̃S

1− y +
K̃A

1− w ,

m̃ =
ã3(cRd − 1)

cã1

(
K̃A

1− w + c1

)
, (4.29)

m̃ =
ã3(cRd − 1)

cã1

(
− K̃S

1− y + c2

)
,
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where ci, i = 0, 1, 2 are arbitrary constants that determine which integral curve the solution
is on. Moreover, we see that c0 + c1 = c2, by equating the two expressions for m̃. Hence,
(4.28) determines a two-parameter family of independent integral curves.

0
0.2

0.4
0.6

0
0.2

0.4
0.6

0

2

4

6

pk

wy

1
1

m

m

y

m

w

Figure 4·3: On the left is a sketch of an integral curve for system (4.27) near the TW
solution. Here m̃pk is the height of the peak in m̃, as given in equation (4.38). A plot of
the numerically computed traveling wave is shown on the right, for KS,A = 0.3.

To identify the integral curve corresponding to the traveling wave whose existence we
want to establish, we use the full (δ > 0) boundary conditions y(+∞) = 1

1+δκK̃S
and

w(+∞) = 0, as well as y(−∞) = 0 and w(−∞) = 1
1+δκK̃A

. The integral curve which

satisfies these boundary conditions is defined by δκc0 = 1+ δκK̃S + δκK̃A. In other words,
in terms of the y and w variables, the integral curve I, which constitutes part of the
traveling wave, is given up to O(δ) by

δκK̃S

1− y +
δκK̃A

1− w = 1 + δκK̃S + δκK̃A. (4.30)

Similarly, in y and m̃, this integral curve I contains the point ( 1
1+δκK̃S

, 0) and is given by

δκc2 = 1 + δκK̃S . Also, we have δκc1 = −δκK̃A, since c0 + c1 = c2. Therefore, along the
integral curve I, m̃ is given as a function of w, respectively y, by

δκm̃ =
ã3(cRd − 1)

cã1

(
δκK̃A

1− w − δ
κK̃A

)
,

δκm̃ =
ã3(cRd − 1)

cã1

(
−δ

κK̃S

1− y + 1 + δκK̃S

)
. (4.31)
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To complete the construction of the traveling wave up to O(δ), we append to the integral
curve I the line segment L− = {(y, w, m̃)|y = 0, w = 1

1+δκK̃A
, m̃ ∈ [0, m̃pk]}, where m̃pk is

a constant which will be determined explicitly in section 4.3.3. The union

Sδ = I
⋃
L− (4.32)

is the traveling wave to leading order.

Remark 4.3.6 The reason for including the O(δ1−κ) terms when determining the leading
order traveling wave is that the integral curves (4.29) become degenerate as δ → 0.

Completion of the proof of theorem 4.3.4

In this section, we complete the proof of Theorem 4.3.4 by identifying certain submanifolds
of the slow manifold Mδ and by showing that these submanifolds intersect transversely
along a one-dimensional curve that is given by the set Sδ, recall (4.32), up to O(δ). The
traveling wave will be the heteroclinic orbit that lies in this transverse intersection.

First, notice that for the full system (4.18), the manifold Nδ ≡ N−δ
⋃N+

δ = {y = ṽ =
r̃ = 0}⋃{w = r̃ = ṽ = 0} is invariant for all δ ≥ 0. On this manifold, the dynamics of m̃
are given by m̃ξ = δ2 ã4

c m̃, while y, ṽ, w, and r̃ are constant. These dynamics correspond to
the behavior of the microorganisms in the absence of any reaction and occur on the “super-
slow” timescale which is O(δ2). This suggests that we carry out a fast-slow decomposition
of the dynamics withinMδ.

In fact, Nδ is a super-slow manifold for (4.26). To see this, rewrite the system in terms
of the variable ζ = δη so that the derivatives balance with the O(δ) terms on the right
hand sides. In order to observe these super-slow dynamics, we must have h0+ δ1−κh1 = 0.
This is true if either y = 0 or w = 0. Note that these two conditions both imply that
h2 = g2 = 0. Therefore, on Nδ the dynamics are given, to leading order, by

yζ = 0

wζ = 0 (4.33)

m̃ζ =
ã4
c
m̃.

We see that on N−δ , the lines for fixed w are invariant, and m̃ grows exponentially away
from 0. Similarly, on N+

δ the lines for fixed y are invariant and m̃ grows exponentially
away from 0.
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Consider the line segments

L− = {(0, w−, m̃) : w−fixed, m̃ ∈ [0, m̃pk]},

L+ = {(y+, 0, 0) : y+ ∈
(

1

1 + δκK̃S

− ε, 1

1 + δκK̃S

+ ε

)
}, (4.34)

for some ε > 0 and a constant m̃pk which will be defined in section 4.3.3 (see figure 4·4).
Using the integral curves given in (4.29) we will track L− forward and L+ backward to the
plane {y = w} and show they intersect transversely in this plane.

y

m

w

NN δ

w−1

L+

L−

δ
+

−

m pk

y*

m+m pk

m−

m

1

Figure 4·4: On the left is a schematic diagram of the phase space of (4.33), showing
the slow manifold N0 and the lines L±. A sketch of the functions m̃−(y) and m̃+(y)
in the plane {y = w} showing the transverse intersection is shown on the right, where

y∗ = K̃Aw−
K̃A+K̃S−K̃Sw−

.

First, we will track L− forward. Any integral curve which intersects L− must contain a
point of the form (0, w−, m̃). Using this information we can determine the constants c0 and

c1 for the integral curves which determine the evolution of L−. We find that c0 = K̃S+
K̃A

1−w−

and c1 =
cã1

ã3(cRd−1)m̃−
K̃A

(1−w−)
. This implies that in the plane {y = w}, by (4.29), we have

y = w =
K̃Aw−

K̃A + K̃S − K̃Sw−
; m̃− ∈ [0, m̃pk]. (4.35)

We can use a similar procedure to track L+ backward. Any integral curve intersecting

L+ must contain a point of the form (y+, 0, 0), which implies that c0 = K̃A + K̃S

1−y+ and
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c2 =
K̃S

(1−y+) . Hence, on the plane {y = w} we have

m̃+(y) =
K̃Aã3(cRd − 1)

ã1c

(
y

1− y

)
; y ∈

(
1

1 + δκK̃S

− ε, 1

1 + δκK̃S

+ ε

)
. (4.36)

Graphs of m̃−(y) and m̃+(y), which intersect transversely, are shown in figure 4·4. Because
the images of L− and L+ intersect transversely, we know that a trajectory connecting the
point (0, w−, 0) and the line L+ will persist under the addition of the higher order terms
[55].

All that remains to be shown is that if we chose w− = 1
1+δκK̃A

, then y+ = 1
1+δκK̃S

. This

will result from the following argument. Notice that, using (4.17),

a2[v
′ + (cRd − 1)v] = r′ + (c− 1)r.

If we use the fact that y(+∞) = y+, w(−∞) = w−, and y(−∞) = w(+∞) = 0, and
integrate from −∞ to +∞, we see that

a2(cRd − 1)
δκK̃Sy+
1− y+

= −(c− 1)
δκK̃Aw−
1− w−

, (4.37)

and using the fact that a2(cRd−1) = −(c−1) we see that y+ = K̃Aw−
K̃S+(K̃A−K̃S)w−

. Therefore,

if we chose w− = 1
1+δκK̃A

, then we must also have y+ = 1
1+δκK̃S

. The reason for this is that

the boundary conditions are encoded in the wave speed.
The proof of Theorem 4.3.4 is completed by rewriting the expression for I given in

equations (4.30) and (4.31) in terms of the variables s, a, and m.

Remark 4.3.7 We briefly comment on the choice of the lines L±. Because L− is the un-
stable manifold of the point (0, w−, 0) within N−0 , it is natural to track its forward evolution.
Since we are interested in a solution that is asymptotic to a point of the form (y+, 0, 0),
one might initially attempt to track its stable manifold backward. However, this would then
require the transverse intersection of a two-dimensional manifold with a one-dimensional
manifold in a three-dimensional phase space, which is, in general, not generic. Thus, we
track the stable manifold of the line L+ backward, so that both tracked manifolds have
dimension two and their intersection is one-dimensional.

4.3.3 The dependence of the peak height on KS and KA

In this section, we compute the peak height of the m̃ component of the traveling wave first
to leading order and then also up to and including the first-order corrections. First, we
determine the leading order value using equation (4.31). The maximum value of m̃ will be
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attained when y = 0, or equivalently when w = 1
1+δκK̃A

. Thus, we see that the peak height

is defined by

δκm̃pk ≡
ã3(cRd − 1)

cã1
=
ã3(Rd − 1)

ã1(a2 + 1)
, (4.38)

where we have used the value of c given in (4.11).

The value of δκm̃pk to leading order, ã3(Rd−1)
ã1(a2+1)

, is exactly the upper bound on the peak

height obtained in [40]. In other words, we have found that their bound is sharp, up to
higher order effects in δ. Note that the bound in [40] is given in terms of the dimensional
parameters (see [43] for the relationship between the dimensional and nondimensional pa-
rameters).

Remark 4.3.8 In the limit as δ → 0, m̃pk → ∞. This is due to the degenerate nature
of the integral curves in the singular limit. If we were to define a new variable m̂ = δκm̃,
then m̂pk would remain O(1) as δ → 0, and this would suggest working with the variable
m̂ throughout the analysis. However, this prevents one from balancing the derivatives of y
and w with that of m̂ on the slow manifold Mδ. Therefore, we work with the variable m̃
instead.

Numerically, one observes that the height of the peak in the m̃ component increases as
the half saturation constants KS and KA decrease (see figure 4·5), as long as one remains
in the regime where the traveling wave is stable. This increase is confirmed analytically
using the analysis on the slow manifoldMδ, as we show now.

We compute dm̃/dy using (4.26) and the definitions of hi, and gi, i = 0, 1, 2 given in
(4.23), (4.24), and (4.25),

dm̃

dy
= − m̃pkK̃S

(1− y)2
(
1− δf1(y, w, m̃)

1− δf2(y, w, m̃)

)
, (4.39)

where f1 and f2 are given by

f1(y, w, m̃) =
ã4
ã3

(
m̃

m̃yw + δ1−κyw

)

f2(y, w, m̃) =
ã1

(cRd − 1)2

(
m̃

m̃+ δ1−κ

)(
m̃w(1− y)2

K̃S

− m̃y(1− w)2
K̃A

− ã3(cRd − 1)

cã1
yw

)
.

(4.40)

In order that equation given (4.39) depends only on m̃ and y, we eliminate w using the
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Figure 4·5: Plot of the traveling wave, show at successive time steps, for increasing values
of the half saturation constants KS and KA. Note that as the half saturation increase, the
height of the peak decreases.

leading order integral curve w = w(y) given in (4.30). That is,

w =
(1 + δκK̃S)(1− y)− δκK̃S

(1 + δκK̃S + δκK̃A)(1− y)− δκK̃S

.

Inserting the above expression into the functions f1 and f2, we obtain the leading order
differential equation for m̃ in terms of y. Integrating this equation numerically to determine
the height of the peak in m̃, we see (figure 4·6) that mpk decreases as KS and KA increase.
In figure 4·6, we also see that the analytical results agree with the numerical results, except
for some higher-order corrections. This provides further evidence that, for 0 < κ < 1, the
entire traveling wave solution really is contained on the three-dimensional slow manifold
Mδ.

4.3.4 Bifurcation to Periodic Waves

As previously mentioned, the geometry of system (4.17) changes when κ > 1. Most promi-
nently, as κ increases (or KS and KA decrease) the traveling wave loses stability to a
periodic wave. In this section, we demonstrate this behavior by numerically investigating
the bioremediation model.
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S,AK     0.5
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10

0

Height of peak in m

Figure 4·6: Graph of the height of the peak in m versus the half saturation constants KS

and KA (where KS = KA) as computed numerically (*) and as computed using the higher
order corrections on the slow manifoldM(δ) (solid curve), via equation (4.39).

Numerical Methods

In order to integrate system (4.4), we have used a moving grid code which is described
in detail in [4]. Because numerical integration must be performed on a finite domain, the
simulations have been run for x ∈ [0, 10000], and the asymptotic conditions given in (4.10)
have been used as boundary conditions at the endpoints of the spatial interval. This domain
is sufficiently large so that the effects of the finite domain are exponentially small in δ over
all of the intervals of time of the simulations. The initial data used are as follows. The
microorganism concentration, M , was taken to be constant and equal to 1, the substrate
concentration, S, was taken to be 1 everywhere except near the left edge, where it linearly
decreases to 0, and the acceptor concentration, A, was taken to be 0 everywhere except
near the left edge, where it linearly increases to 1.

For all results presented in this section, the parameter values used are

a1 = 0.011 a2 = 0.3450 a3 = 0.0885 a4 = 0.0218 Rd = 3.0, (4.41)

which are the same as those given in section 4.3.1. We remark, however, that the biore-
mediation model has been numerically integrated for other values of these parameters, to
ensure that the traveling wave is not unstable relative to small changes in them.

We are interested in the behavior of system (4.4) for a range of values of the half
saturation constants. In particular, we have run numerical simulations for KS = KA ∈
[0.01, 1]. For this paper we have taken KS = KA to simplify the scope of the numerical
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simulations.

Geometry of the Phase Space

Based upon the preceding existence construction, we see that for 0 < κ < 1, or 0.1 <
KS,A < 1, the entire traveling wave is contained within a three-dimensional slow manifold
within the five-dimensional phase space, given by the asymptotic expansions (4.22). This
was verified numerically in figure 4·2.

Similarly, we can see numerically that this is not the case when κ > 1, or KS,A <
0.1, given the values of the other parameters. In other words, if we plot the asymptotic
expansion in (4.22) for κ > 1 (evaluated using the numerical values of y, w, and m̃) against
the values of ṽ and r̃ as computed numerically, we see that they do not agree (see figure 4·7).
This indicates that the slow manifold Mδ no longer contains the traveling wave solution
for these parameter values. Because the bifurcation to a periodic wave happens for small

S,AK       = 0.035S,A K       = 0.03556165520 56405760

0.08

−0.08

0.08

−0.15

Figure 4·7: A comparison of ṽ and r̃ as computed numerically (*) and using the asymptotic
expansion (-), for KS = KA = 0.035. The figure on the right is a close-up of that on the
left.

values of KS and KA, understanding this change in geometry may provide insight into why
the traveling wave loses stability.

Periodic Waves

As KS and KA decrease further, the traveling wave loses stability to a periodic wave. This
bifurcation happens for KS = KA ≈ 0.032, which corresponds to κ ≈ 3/2, and is shown
in figure 4·8. Each graph shows snapshots of the traveling wave at time intervals of ten
units. For values of KS,A below the bifurcation value, the peak height in the m component
of the wave varies periodically as the wave travels. Notice that the frequency of oscillation
appears to be constant. This suggests that the traveling wave loses stability as the result
of a Hopf bifurcation, where two conjugate eigenvalues cross the imaginary axis.
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Figure 4·8: Each frame shows 33 snapshots of the numerically observed traveling wave
at intervals of 10 time units. Note that the traveling wave appears to lose stability to a
time-periodic wave approximately for a value of KS,A somewhere inside (0.031, 0.033).

If we approximate the period of oscillation using the numerical results shown in figure
4·8, we find that the period is approximately 102.7 nondimensional time units. Conse-
quently, this implies the frequency of oscillation is about 2π/102.7 ≈ 0.061. Therefore,
we expect that the stability analysis will show that two conjugate eigenvalues cross the
imaginary axis with imaginary part near 0.061 as KS,A decrease through 0.032.

In order to verify this numerically observed behavior, stability analysis for the parameter
regime in which we have constructed the traveling wave, 0 < κ < 1, must be performed.
This will be done in section 4.4 below. In addition, construction and stability analysis of
the traveling wave in the regime κ > 1 needs to be carried out in order to investigate the
bifurcation. This is the subject of future work.
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4.4 Linear Stability of the Wave: Locating the Spectrum

In the previous section, the traveling wave for the bioremediation model was constructed
for sufficiently large values of the half saturation constants KS and KA. We now use this
result to determine the linear stability properties of the wave.

Recall that the bioremediation model we are studying is

Rd
∂S

∂t
− ∂2S

∂x2
+
∂S

∂x
= −a1fbd

∂A

∂t
− ∂2A

∂x2
+
∂A

∂x
= −a1a2fbd

∂M

∂t
= a3fbd − a4(M − 1) (4.42)

fbd =M

(
S

KS + S

)(
A

KA +A

)
,

where x ∈ R and t > 0.
We constructed the traveling wave using the variables (Y,W,M), where Y = S

KS+S
and

W = A
KA+A

, and the moving coordinate ξ = x−ct. In addition, the parameters were scaled

as a1 = δ2ã1, a2 = a2, a3 = δã3, a4 = δ2ã4, KS = δκK̃S and KA = δκK̃A. (See equations
(4.13) and (4.14).) In terms of these variables, the governing PDE is

RdYt = Yξξ + (cRd − 1)Yξ +
2Y 2ξ
1− Y − δ

2−κ ã1
K̃S

(1− Y )2YWM

Wt =Wξξ + (c− 1)Wξ +
2W 2

ξ

1−W − δ2−κ ã1a2
K̃A

(1−W )2YWM (4.43)

Mt = cMξ − δ2ã4(M − 1) + δã3YWM .

We denote the traveling wave solution, constructed in the previous section, by (ytw, wtw,mtw).
Let



Y
W
M


 =



ytw
wtw
mtw


+



p
q
u


 ,

substitute into equation (4.43), and retain only the linear terms in (p, q, u)t. The equation
describing the evolution of (p, q, u) is



pt
qt
ut


 = D



pξξ
qξξ
uξξ


+M(ξ)



pξ
qξ
uξ


+N(ξ)



p
q
u


 , (4.44)
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where

D =




1
Rd

0 0

0 1 0
0 0 0


 , M(ξ) =




1
Rd

(cRd − 1) + 1
Rd

4y′

1−y 0 0

0 (c− 1) + 4w′
1−w 0

0 0 c


 , (4.45)

N(ξ) =




2(y′)2

Rd(1−y)2 − δ
2−κ ã1

RdK̃S
F (ξ) −δ2−κ ã1

RdK̃S
(1− y)2ym −δ2−κ ã1

RdK̃S
(1− y)2yw

−δ2−κ ã1a2

K̃A
(1− w)2wm 2(w′)2

(1−w)2 − δ2−κ
ã1a2

K̃A
G(ξ) −δ2−κ ã1a2

K̃A
(1− w)2yw

δã3wm δã3ym −δ2ã4 + δã3yw


 ,

(4.46)

and we have used the fact that

2(s0 + s)2

1− (z0 + z)
=

2s20
1− z0

+
4s0

1− z0
s+

2s20
(1− z0)2

z +O(s2, z2, sz).

Also in the above equation, y = ytw, w = wtw, m = mtw, and

F (ξ) = (1− ytw)2wtwmtw − 2(1− ytw)ytwwtwmtw

G(ξ) = (1− wtw)2ytwmtw − 2(1− wtw)ytwwtwmtw. (4.47)

We will denote the linear operator in (4.44) by

L = D∂2ξ +M(ξ)∂ξ +N(ξ). (4.48)

The spectrum of this operator determines the linearized stability of the traveling wave. In
order to compute the spectrum, we divide it into two pieces: the point spectrum, denoted
by σpt(L), which consists of all isolated eigenvalues of finite multiplicity, and the essential
spectrum, denoted by σess(L), which is the complement of the point spectrum: σess(L) =
σ(L)\σpt(L).

4.4.1 Essential Spectrum

In order to determine the essential spectrum, we use theorem 2.1.3. We remark that,
although the theorem is stated for scalar equations only, it can also be applied to systems
[31]. In addition, the fact that the matrix D defined above is not invertible will not affect
the result [33]. Thus, the essential spectrum of L is determined by its asymptotic limits at
±∞, L± ≡ D∂2ξ +M±∂ξ+N±, where M± and N± are the limits of M and N as ξ → ±∞,
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respectively. Using the fact that

ytw(−∞) = 0 ytw(+∞) =
1

1 + δκK̃S

wtw(−∞) =
1

1 + δκK̃A

wtw(+∞) = 0 (4.49)

mtw(−∞) = 1 mtw(+∞) = 1

y′tw(±∞) = 0 w′tw(±∞) = 0,

we find that the “parabolas” which determine the location of the essential spectrum at −∞
are

λ−1 = −δ2ã4 + ick

λ−2 = −k2 + i(c− 1)k (4.50)

λ−3 = − 1

Rd
k2 − δ2−κ ã1

RdK̃S(1 + δκK̃A)
+ i

cRd − 1

Rd
k,

and those at +∞ are

λ+1 = −δ2ã4 + ick

λ+2 = −k2 − δ2−κ ã1a2

K̃A(1 + δκK̃S)
+ i(c− 1)k (4.51)

λ+3 = − 1

Rd
k2 + i

(cRd − 1)

Rd
k,

where k ∈ R (see figure 4·9). Note that the parabolas given by λ−2 and λ+3 both touch the
imaginary axis at the origin. In addition, in the limit δ → 0, the parabolas λ+2 and λ−3 also
touch the imaginary axis at the origin, and the curves λ±1 coincide with the imaginary axis.

4.4.2 Point Spectrum

In order to determine the location of the point spectrum, we construct the Evans function
associated with equation (4.44). We begin by writing the eigenvalue problem associated
with (4.44) as a system of first order ODEs,

dU

dξ
= A(ξ, λ)U , (4.52)
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Figure 4·9: The parabolas determining the location of the essential spectrum of L. Here
b1 = −δ2ã4, b2 = −δ2−κ ã1

RdK̃S(1+δκK̃A)
, and b3 = −δ2−κ ã1a2

K̃A(1+δκK̃S)
.

where U = (p, b, q, d, u)T , and b and d are defined by the following equations:

p′ = −δ−κ 2vtw(1− ytw)
K̃S

p+ δ−κ
(1− ytw)2

K̃S

b

q′ = −δ−κ 2rtw(1− wtw)
K̃A

q + δ−κ
(1− wtw)2

K̃A

d. (4.53)

Remark 4.4.1 The choice of b and d was determined as follows. Recall that the traveling
wave was constructed in a scaled version of the variables (y, v, w, r,m), where v = sξ and
r = aξ. However, because of the fact that vtw 6= y′tw and rtw 6= w′tw, it does not seem optimal
to choose p′ = b and q′ = d. Instead, the above choice of b and d results from computing
the variational equations for y and w.



79

The fact that stw = KSytw
1−ytw implies vtw = s′tw =

KSy
′
tw

(1−ytw)2 . Similarly, rtw = a′tw =
KAw

′
tw

(1−wtw)2
.

Also recall that, in the existence construction (see the paragraph preceding equation (4.18)),
we scaled the dependent variables as ytw = ytw, vtw = δ1+κṽtw, wtw = wtw, rtw = δ1+κr̃tw,
and mtw = δκ−1m̃tw + 1. Using the fact that

0 = y′′tw + (cRd − 1)y′tw +
2(y′tw)

2

1− ytw
− δ2−κ ã1

K̃S

(1− ytw)2ytwwtwmtw

0 = w′′tw + (c− 1)w′tw +
2(w′tw)

2

1− wtw
− δ2−κ ã1a2

K̃A

(1− wtw)2ytwwtwmtw,

we can write the second order eigenvalue problem, λ(p, q, u)T = L(ξ)(p, q, u)T , as an ODE
of the form (4.52), where

A(ξ, λ) =



−δ 2ṽ(1−y)
K̃S

δ−κ (1−y)
2

K̃S
0 0 0

F1 −(cRd − 1) δ1+κã1yH 0 δ2ã1yw

0 0 −δ 2r̃(1−w)
K̃A

δ−κ (1−w)
2

K̃A
0

δ1+κã1a2wH 0 F2 −(c− 1) δ2ã1a2yw

−δκ ã3
c wH 0 −δκ ã3

c yH 0 λ+δ2ã4
c − δ ã3

c yw




,
(4.54)

and

H = H(m̃) = (m̃+ δ1−κ)

F1 = F1(y, m̃) = δκ
λRdK̃S

(1− y)2 + δ1+κã1H

F2 = F2(w, m̃) = δκ
λK̃A

(1− w)2 + δ1+κã1a2yH.

For ease of notation in the above equation y = ytw, w = wtw, m = mtw, and we will
continue to use this notation in equations below.

Next, we scale b, d, u, and λ as b = δ1+κb̃, d = δ1+κd̃, u = δκ−1ũ, and λ = δλ̃ in order
to illuminate the fast-slow structure that the eigenvalue problem inherits from the wave
itself. Recall that the traveling wave does not depend on the fast variable ξ, but only on
the slow, η = δξ, and super-slow, ζ = δ2ξ, variables. System (4.52) becomes

dŨ

dξ
= Ã(η, λ̃)Ũ , (4.55)
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where Ũ = (p, b̃, q, d̃, ũ)T ,

Ã(η, λ̃) =



−δ 2ṽ(1−y)
K̃S

δ (1−y)
2

K̃S
0 0 0

λ̃RdK̃S

(1−y)2 + ã1wH −(cRd − 1) ã1yH 0 ã1yw

0 0 −δ 2r̃(1−w)
K̃A

δ (1−w)
2

K̃A
0

ã1a2wH 0 λ̃K̃A

(1−w)2 + ã1a2yH −(c− 1) ã1a2yw

−δ ã3
c wH 0 −δ ã3

c yH 0 δ( λ̃c − ã3
c yw) + δ2 ã4

c




,

(4.56)

w = wtw(η), y = ytw(η), ṽ = ṽtw(η), r̃ = r̃tw(η) and H = H(η) ≡ m̃tw(η) + δ1−κ.
We would like to determine if there are any elements of σpt(L) with Reλ > 0. This

is equivalent to determining if there are any bounded solutions to (4.55) for Reλ > 0 (or,
because the asymptotic matrices are hyperbolic for λ /∈ σess, if there are any solutions
which decay to zero exponentially fast at ±∞). Our strategy in making this determination
is as follows. We will exploit the fast-slow structure present in system (4.55) in order to
determine for which values of λ a bounded solution exists.

Notice that in system (4.55) there are two fast variables, b̃ and d̃, and three slow
variables, p, q, and ũ. In addition, the nonautonomous terms in the matrix Ã depend only
on the variables η = δξ and ζ = δη, because the traveling wave only depends on these
variables.

In other words, if we were to append equation (4.52) with the equation dη
dξ = δ, then

the system would be autonomous, with two fast variables (b̃ and d̃) and four slow variables
(p, q, ũ, and η). Hence, we may find an asymptotic expansion for the slow manifold

b̃ = G0(p, q, ũ, η) + δ1−κG1(p, q, ũ, η) + δG2(p, q, ũ, η)

d̃ = H0(p, q, ũ, η) + δ1−κH1(p, q, ũ, η) + δH2(p, q, ũ, η), (4.57)

where

G0 =
1

(cRd − 1)

[(
λ̃RdK̃S

(1− ytw)2
+ ã1wtwm̃tw

)
p+ ã1ytwm̃twq + ã1ytwwtwũ

]

H0 =
1

(c− 1)

[
ã1a2wtwm̃twp+

(
λ̃K̃A

(1− wtw)2
+ ã1a2ytwm̃tw

)
q + ã1a2ytww̃twũ

]

G1 =
1

(cRd − 1)
(ã1wtwp+ ã1ytwq) (4.58)

H1 =
1

(c− 1)
(ã1a2wtwp+ ã1a2ytwq) ,
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and

−(cRd − 1)2G2 =

(
λ̃RdK̃S

(1− ytw)2
+ ã1wtwm̃tw

)(−2ṽtw(1− ytw)
K̃S

p+
(1− ytw)2

K̃S

G0

)

+ ã1ytwm̃tw

(−2r̃tw(1− wtw)
K̃A

q +
(1− wtw)2

K̃A

H0

)

+

(
2λ̃RdK̃S ẏtw
(1− ytw)3

+ ã1ẇtwm̃tw + ã1wtw ˙̃mtw

)
p

+
(
ã1ẏtwm̃tw + ã1ytw ˙̃mtw

)
q

−(1− c)2H2 = ã1a2wtwm̃tw

(−2ṽtw(1− ytw)
K̃S

p+
(1− ytw)2

K̃S

G0

)

+

(
λ̃K̃A

(1− wtw)2
+ ã1a2ytwm̃tw

)(−2r̃tw(1− wtw)
K̃A

q +
(1− wtw)2

K̃A

H0

)

+
(
ã1a2ẇtwm̃tw + ã1a2wtw ˙̃mtw

)
p

+

(
2λ̃K̃Aẇtw
(1− wtw)3

+ ã1a2ẏtwm̃tw + ã1a2ytw ˙̃mtw

)
q.

(4.59)

In the above, ˙= d/dη.
The leading order fast dynamics off the slow manifold is given by

b̃ξ = −(cRd − 1)b̃+

(
λ̃RdK̃S

(1− ytw)2
+ ã1wtwm̃tw

)
p+ ã1ytwm̃twq + ã1ytwwtwũ

d̃ξ = −(c− 1)d̃+ ã1a2wtwm̃twp+

(
λ̃K̃A

(1− wtw)2
+ ã1a2ytwm̃tw

)
q + ã1a2ytwwtwũ, (4.60)
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where we recall that p, q, and ũ are constant to leading order on O(1) intervals in the
variable ξ. The leading order dynamics on the slow manifold are given by

pη =

(
−2ṽtw(1− ytw)

K̃S

+
λ̃Rd

(cRd − 1)

)
p+

ã1(1− ytw)2
K̃S(cRd − 1)

(wtwm̃twp+ ytwm̃twq + ytwwtwũ)

+ δ1−κ
ã1(1− ytw)2
K̃S(cRd − 1)

(wtwp+ ytwq) + δ
(1− ytw)2

K̃S

G2

qη =

(
−2r̃tw(1− wtw)

K̃A

+
λ̃

(c− 1)

)
q +

ã1a2(1− wtw)2
K̃A(c− 1)

(wtwm̃twp+ ytwm̃twq + ytwwtwũ)

(4.61)

+ δ1−κ
ã1a2(1− wtw)2
K̃A(c− 1)

(wtwp+ ytwq) + δ
(1− wtw)2

K̃A

H2

ũη =
λ̃

c
ũ− ã3

c
(wtwm̃twp+ ytwm̃twq + ytwwtwũ)− δ1−κ

ã3
c
(wtwp+ ytwq) + δ

ã4
c
ũ.

Analysis of the fast system

First, we consider equation (4.60). Because (cRd − 1) > 0 and (c − 1) < 0, there is one
expanding and one contracting direction. To leading order, the slow variables, p, q, ũ, and
η are constant. Thus, the invariant slow manifold is normally hyperbolic, and if a solution
leaves this slow manifold, it must become unbounded in either forward or backward time.
Thus, we may conclude that, in order to have a bounded eigenfunction, solutions must not
leave the slow manifold. As a result, we need only study the behavior of solutions to system
(4.61). This fact is somewhat expected, since the traveling wave itself is also restricted to
a slow manifold (recall the discussion after equation (4.25)).

Construction of the Evans Function

We now define the Evans function for the three-dimensional system (4.61). We will denote
this system by

d

dη



p
q
ũ


 = B(η; λ̃)



p
q
ũ


 . (4.62)
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Recall that, up to and including terms of O(δ), as η → ±∞ all three components of the
traveling wave have constant limits. They are given by

ytw(−∞) = 0 ytw(+∞) =
1

1 + δκK̃S

wtw(−∞) =
1

1 + δκK̃A

wtw(+∞) = 0 (4.63)

m̃tw(−∞) = 0 m̃tw(+∞) = 0.

We can use this information to compute the asymptotic matrices associated with system
(4.61). At η = +∞ we find

lim
η→+∞

B(η; λ̃) ≡ B+(λ̃) =




λ̃Rd

(cRd−1) − δ
λ̃2R2

d

(cRd−1)3 0 0

0 − λ̃
a2(cRd−1) − δ

1−κ ã1

K̃A(cRd−1)(1+δκK̃S)
+ δ λ̃2

a3
2(cRd−1)3 0

0 −δ1−κ ã3

c(1+δκK̃S)
λ̃
c


 ,

(4.64)

where we recall (4.11). The eigenvalues of this matrix are given, to O(δ1−κ), by

ν+1 (λ̃) =
λ̃Rd

(cRd − 1)

ν+2 (λ̃) = −
λ̃

a2(cRd − 1)
− δ1−κ ã1

K̃A(cRd − 1)(1 + δκK̃S)
(4.65)

ν+3 (λ̃) =
λ̃

c
,

with eigenvectors

e+1 = (1, 0, 0)t

e+2 = (0, 1, δ1−κ
ã3

c(1 + δκK̃S)(
λ̃
c − ν+2 )

)t (4.66)

e+3 = (0, 0, 1)t.

As a result, when Re(λ̃) > 0 any solution that remains bounded as η → +∞ must be
asymptotic to e+2 . Because this is the unique stable direction, there exists a unique solution
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γ+(η, λ̃) of equation (4.61) satisfying

lim
η→+∞

γ+(η, λ̃) exp(−ν+2 (λ̃)η) = e+2 . (4.67)

Similarly, we compute

lim
η→−∞

B(η; λ̃) ≡ B−(λ̃) =



λ̃Rd

(cRd−1) + δ1−κ ã1

K̃S(cRd−1)(1+δκK̃A)
− δ λ̃2R2

d

(cRd−1)3 0 0

0 − λ̃
a2(cRd−1) + δ λ̃2

a3
2(cRd−1)3 0

−δ1−κ ã3

c(1+δκK̃A)
0 λ̃

c


 .

(4.68)

The eigenvalues of this matrix are, to leading order

ν−1 =
λ̃Rd

(cRd − 1)
+ δ1−κ

ã1

K̃S(cRd − 1)(1 + δκK̃A)

ν−2 = − λ̃

a2(cRd − 1)
(4.69)

ν−3 =
λ̃

c
,

with eigenvectors

e−1 = (1, 0, δ1−κ
ã3

c(1 + δκK̃A)(
λ̃
c − ν−1 )

)t

e−2 = (0, 1, 0)t (4.70)

e−3 = (0, 0, 1)t.

Therefore, for Re(λ̃) > 0, any solution that remains bounded as η → −∞ must be
asymptotic to e−1 or e−3 . It is possible to find two solutions to (4.61), α−(η, λ̃) and β−(η, λ̃),
such that

lim
η→−∞

α−(η) exp(−ν−1 (λ̃)η) = e−1

lim
η→−∞

β−(η) exp(−ν−3 (λ̃)η) = e−3 . (4.71)
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Define the Evans function [1] as

D(λ̃) = e−
∫ η
0 TrB(s;λ̃)ds det[α−(η, λ̃), β−(η, λ̃), γ+(η, λ̃)], (4.72)

where we note that, as explained in section 4.1, D is independent of η. Zeros of the Evans
function correspond to eigenvalues of equation (4.61), and so in order to prove that the
traveling wave is (spectrally) stable we must simply show that D(λ̃) has no zeros in the
right half of the complex plane.

It turns out that the exponential factor in the definition ofD(λ) is explicitly computable.
Up to and including O(1, δ1−κ), we have

TrB(η; λ̃) = −2ṽtw(1− ytw)
K̃S

+
λ̃Rd

(cRd − 1)
+
ã1(1− ytw)2
K̃S(cRd − 1)

wtw(m̃tw + δ1−κ)

− 2r̃tw(1− wtw)
K̃A

+
λ̃

(c− 1)
+
ã1a2(1− wtw)2
K̃A(c− 1)

ytw(m̃tw + δ1−κ)

+
λ̃

c
− ã3

c
ytwwtw

= − 2yη
1− y +

λ̃Rd

(cRd − 1)
+
yη
y
− 2wη

1− w +
λ̃

(c− 1)
+
wη
w

+
λ̃

c
+

m̃η

m̃− δ1−κ ,

where we used (4.27). Therefore, we find that

D(λ̃) =
y(0)(1− y(0))2w(0)(1− w(0))2(m̃(0) + δ1−κ)

(1− y(η))2(1− w(η))2(m̃(η) + δ1−κ)

× det[
e
− λ̃Rd

cRd−1
η

y(η)
α−(η, λ̃), e−

λ̃
c
ηβ−(η, λ̃),

e
λ̃

a2(cRd−1)
η

w(η)
γ+(η, λ̃)].

(4.73)

In the above expression we have chosen to multiply α−, β−, and γ+ by certain terms that
result from the exponential of the trace of the matrix B. The reason for this is as follows.
Because D(λ̃) is independent of η, we may evaluate the right hand side of equation (4.73)
at any value of η that we like. In particular, we can let η → −∞. The reason this is useful
is that

lim
η→−∞

e−ν
−
2 (λ̃)ηγ+(η, λ̃) = t(λ̃)e−2 , (4.74)

where t(λ̃) is known as the transmission function. If, and only if, t(λ̃) is zero, then γ+ → 0
as η → −∞. Hence, λ̃ is an eigenvalue if and only if t(λ̃) = 0. Furthermore, using equation
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(4.27), we see that

y(η) ∼ e
δ1−κ ã1

K̃S(cRd−1)(1+δκK̃A)
η
, as η → −∞.

Thus,

e
− λ̃Rd

cRd−1
η

y(η)
∼ e−ν

−
1 (λ̃)η as η → −∞,

and, if we take the limit as η → −∞ in equation (4.73), we see that

D(λ̃) =
y(0)(1− y(0))2w(0)(1− w(0))2(m̃(0) + δ1−κ)
(1− y(−∞))2(1− w(−∞))2(m̃(−∞) + δ1−κ)

× det[e−1 , e
−
3 ,

t(λ̃)

w(−∞)
e−2 ]

=

[
δ2κ

(1 + δκK̃A)
2(K̃A + K̃S)

3

K̃A(1 + δκK̃S + δκK̃A)5
+O(δ1+2κ)

]
t(λ̃).

(4.75)

Hence, if we determine the zeros of t(λ̃) we determine the zeros of D(λ̃).

Locating the zeros of the transmission function

It turns out that, using the structure of equation (4.61), we will be able to determine an
explicit expression for t(λ̃). Up to and including terms of O(1, δ1−κ), system (4.61) satisfies:

K̃S

(1− y)2

[
pη +

(
2ṽ(1− y)

K̃S

− λ̃Rd

(cRd − 1)

)
p

]

= − K̃A

(1− w)2

[
qη +

(
2r̃(1− w)

K̃A

+
λ̃

a2(cRd − 1)

)
q

]

= − ã1c

ã3(cRd − 1)

[
ũη −

λ̃

c
ũ

]
.
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By simplifying this relationship, we obtain

K̃Se
λ̃Rd

(cRd−1)
η d

dη

[
e
− λ̃Rd

(cRd−1)
η p(η)

(1− y(η))2
]

= −K̃Ae
− λ̃

a2(cRd−1)
η d

dη

[
e

λ̃
a2(cRd−1)

η q(η)

(1− w(η))2
]

= − ã1c

ã3(cRd − 1)
e
λ̃
c
η d

dη

[
e−

λ̃
c
ηũ(η)

]
.

(4.76)

This is a relationship that any solution to (4.61) must satisfy, up to and including terms

of O(1, δ1−κ). If we multiply the relation (4.76) by e
λ̃

a2(cRd−1)
η
, integrate from η0 → η, and

use integration by parts, we obtain

−K̃A

(
e

λ̃
a2(cRd−1)

η q(η)

(1− w(η))2 − e
λ̃

a2(cRd−1)
η0 q(η0)

(1− w(η0))2
)

= − ã1c

ã3(cRd − 1)

(
e

λ̃
a2(cRd−1)

η
ũ(η)− e

λ̃
a2(cRd−1)

η0 ũ(η0)

)

+
ã1c

ã3(cRd − 1)

(
λ̃

a2(cRd − 1)
+
λ̃

c

)∫ η

η0

e
λ̃

a2(cRd−1)
s
ũ(s)ds

= K̃S

(
e

λ̃
a2(cRd−1)

η p(η)

(1− y(η))2 − e
λ̃

a2(cRd−1)
η0 p(η0)

(1− y(η0))2
)

− K̃S

(
λ̃

a2(cRd − 1)
+

λ̃Rd

(cRd − 1)

)∫ η

η0

e
λ̃

a2(cRd−1)
s p(s)

(1− y(s))2 ds.

(4.77)

If we now consider the solution γ+(η, λ̃), we know that

lim
η→+∞

γ+(η, λ̃) exp(−ν+2 (λ̃)η) = e+2

lim
η→−∞

γ+(η, λ̃) exp(−ν−2 (λ̃)η) = t(λ̃)e−2 , (4.78)

where the function t(λ̃) is the transmission function defined in equation (4.74). By sending
η → +∞ and η0 → −∞ in equation (4.77), we find that

t(λ̃) = λ̃

(
δ2κK̃A

(1 + δκK̃A)2

)(
ã1(a2Rd − 1)2

ã3a2(Rd − 1)2

)∫ +∞

−∞
e

λ̃
a2(cRd−1)

s
ũγ(s)ds

= −λ̃
(

δ2κK̃A

(1 + δκK̃A)2

)(
K̃S(a2Rd − 1)2

a2(Rd − 1)

)∫ +∞

−∞
e

λ̃
a2(cRd−1)

s pγ(s)

(1− y(s))2 ds,
(4.79)
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where ũγ and pγ denote the ũ and p components of the solution γ+. Here we have used
the fact that

lim
η→∞

γ+(η)e
λ̃

a2(cRd−1)
η

= lim
η→∞

γ+(η)e

(
λ̃

a2(cRd−1)
+δ1−κ ã1

K̃A(cRd−1)(1+δκK̃S)

)
η
e
−δ1−κ ã1

K̃A(cRd−1)(1+δκK̃S)
η

= e+2 · 0 = 0.

In addition, we may use the relationship (4.76) to write both p and q in terms of ũ. In

particular, for q(η), if we multiply (4.76) by e
λ̃

a2(cRd−1)
η
and integrate from η to η0, we find

that

−K̃A

(
e

λ̃
a2(cRd−1)

η0 q(η0)

(1− w(η0))2
− e

λ̃
a2(cRd−1)

η q(η)

(1− w(η))2
)

= − ã1c

ã3(cRd − 1)

(
e

λ̃
a2(cRd−1)

η0 ũ(η0)− e
λ̃

a2(cRd−1)
η
ũ(η)

)

+
ã1c

ã3(cRd − 1)

(
λ̃

a2(cRd − 1)
+
λ̃

c

)∫ η0

η
e

λ̃
a2(cRd−1)

s
ũ(s)ds.

Taking the limit as η0 →∞ and using (4.78), we find that

qγ(η) =
ã1c

K̃Aã3(cRd − 1)
(1− w(η))2ũγ(η)

+
ã1c

K̃Aã3(cRd − 1)

(
λ̃
[c+ a2(cRd − 1)]

ca2(cRd − 1)

)
×

× (1− w(η))2e−
λ̃

a2(cRd−1)
η
∫ ∞

η
e

λ̃
a2(cRd−1)

s
ũγ(s)ds.

(4.80)

Similarly, we can multiply (4.76) by e
− λ̃Rd

(cRd−1)
η
, integrate from η to η0, and let η0 →∞ to

find that

pγ(η) = −
ã1c

K̃S ã3(cRd − 1)
(1− y(η))2ũγ(η)

+
ã1c

K̃S ã3(cRd − 1)

(
λ̃Rd

(cRd − 1)
− λ̃

c

)
(1− y(η))2e

λ̃Rd
(cRd−1)

η
∫ ∞

η
e
− λ̃Rd

(cRd−1)
s
ũγ(s)ds.

(4.81)

If we now insert expressions (4.80) and (4.81) into equation (4.61), we find that the reduced
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eigenvalue problem is given by

t(λ̃) = λ̃

(
δ2κK̃A

(1 + δκK̃A)2

)(
ã1(a2Rd − 1)2

ã3a2

)∫ +∞

−∞
e

λ̃
a2(cRd−1)

s
ũγ(s)ds

d

dη
ũγ =

(
λ̃

c
+
yη
y

+
wη
w

+
m̃η

m̃+ δ1−κ

)
ũγ

− λ̃

c(cRd − 1)

yη
y
e

λ̃Rd
(cRd−1)

η
∫ ∞

η
e
− λ̃Rd

(cRd−1)
s
ũγ(s)ds

+
λ̃(c+ a2(cRd − 1))

ca2(cRd − 1)

wη
w
e
− λ̃

a2(cRd−1)
η
∫ ∞

η
e

λ̃
a2(cRd−1)

s
ũγ(s)ds.

(4.82)

Here we have used the equations for yη, wη, and m̃η given in equation (4.27) to simplify
the above expression. Note that one could also define the reduced eigenvalue problem in
terms of the p-component of the eigenfunction.

We remark that, using equation (4.82), one can see explicitly that t(0) = 0. This is
due to the fact that λ̃ = 0 is a eigenvalue with eigenfunction given by the derivative of the
traveling wave. Furthermore, one can see that, for λ̃ = 0, the solution ũ(η) to equation
(4.82) is exactly d

dη m̃tw, where
d
dη m̃tw is given in equation (4.27).

We now indicate how equation (4.82) can be used to show that if Re(λ̃) > 0 then
t(λ̃) 6= 0, which implies that the traveling wave is spectrally stable. Define a new variable
z as

z(η) =
e−

λ̃
c
ηũγ(η)

y(η)w(η)(m̃(η) + δ1−κ)
. (4.83)

We then see that

zη = − λ̃

c(cRd − 1)

yηe

(
− λ̃

c
+

λ̃Rd
(cRd−1)

)
η

y2w(m̃+ δ1−κ)

∫ ∞

η
e

(
λ̃
c
− λ̃Rd

(cRd−1)

)
s
yw(m̃+ δ1−κ)z(s)ds

+
λ̃(c+ a2(cRd − 1))

ca2(cRd − 1)

wηe
−
(
λ̃
c
+ λ̃

a2(cRd−1)

)
η

yw2(m̃+ δ1−κ)

∫ ∞

η
e

(
λ̃
c
+ λ̃

a2(cRd−1)

)
s
yw(m̃+ δ1−κ)z(s)ds.

(4.84)

We now argue that on each half line, η ≥ 0 and η ≤ 0, one of the nonlocal terms can be
neglected, to leading order, and we use this fact to show that there can be no eigenvalues
with positive real part. First consider η ≥ 0. Here y = 1−O(δκ), and so (1−y)2 = O(δ2κ).
Therefore, to leading order the nonlocal term with a factor of yη in front of it is small.
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Retaining the other nonlocal term, equation (4.84) for η ≥ 0 may be written

d

dη

[
w

(1− w)2 zηe
(
λ̃
c
+ λ̃

a2(cRd−1)

)
η
]

=
ã1

K̃A(cRd − 1)

λ̃(c+ a2(cRd − 1))

ca2(cRd − 1)
yw(m̃+ δ1−κ)ze

(
λ̃
c
+ λ̃

a2(cRd−1)

)
η
.

(4.85)

By multiplying this equation by z and integrating from 0 to +∞, we obtain

w

(1− w)2 zzηe
(
λ̃
c
+ λ̃

a2(cRd−1)

)
η|∞0 =

∫ ∞

0

w

(1− w)2 z
2
η(η)e

(
λ̃
c
+ λ̃

a2(cRd−1)

)
η
dη

+
ã1

K̃A(cRd − 1)

λ̃(c+ a2(cRd − 1))

ca2(cRd − 1)

∫ ∞

0
yw(m̃+ δ1−κ)z2(η)e

(
λ̃
c
+ λ̃

a2(cRd−1)

)
η
dη.

One can check that the boundary term at η = +∞ must be zero (if z represents an
eigenfunction). Thus, we have that

w(0)

(1− w(0))2 z(0)zη(0) = −
∫ ∞

0

w

(1− w)2 z
2
η(η)e

(
λ̃
c
+ λ̃

a2(cRd−1)

)
η
dη

− ã1

K̃A(cRd − 1)

λ̃(c+ a2(cRd − 1))

ca2(cRd − 1)

∫ ∞

0
yw(m̃+ δ1−κ)z2(η)e

(
λ̃
c
+ λ̃

a2(cRd−1)

)
η
dη.

(4.86)

Hence, unless z ≡ 0, z(0)zη(0) < 0.
Similarly, one can argue that the nonlocal term with a factor of wη in front of it is small

when η ≤ 0, because (1− w)2 = O(δ2κ) there. A similar calculation as above leads to

y

(1− y)2 zzηe
(

λ̃
c
− λ̃Rd

(cRd−1)

)
η
|0−∞ = +

∫ 0

−∞

y

(1− y)2 z
2
η(η)e

(
λ̃
c
− λ̃Rd

(cRd−1)

)
η
dη

+
ã1

K̃S(cRd − 1)

λ̃

c(cRd − 1)

∫ 0

−∞
yw(m̃+ δ1−κ)z2(η)e

(
λ̃
c
− λ̃Rd

(cRd−1)

)
η
dη.

In this case, however, one must be a bit more careful in dealing with the boundary term.
One can explicitly check that, if z corresponds to an eigenfunction that approaches the
strong unstable direction as η → −∞, then the boundary term at −∞ will be zero. If
z corresponds to an eigenfunction that approaches the weak unstable direction, however,
then this boundary term is ill defined.

Suppose for the moment that the eigenfunction approaches the strong unstable direc-
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tion. Then the above equation implies

y(0)

(1− y(0))2 z(0)zη(0) = +

∫ 0

−∞

y

(1− y)2 z
2
η(η)e

(
λ̃
c
− λ̃Rd

(cRd−1)

)
η
dη

+
ã1

K̃S(cRd − 1)

λ̃

c(cRd − 1)

∫ 0

−∞
yw(m̃+ δ1−κ)z2(η)e

(
λ̃
c
− λ̃Rd

(cRd−1)

)
η
dη,

(4.87)

and z(0)zη(0) > 0 unless z ≡ 0, which is a contradiction. Therefore, there can be no eigen-
functions that connect the stable manifold at η = +∞ to the strong unstable manifold at
−∞. Although more work is required to rule out any unstable eigenvalues that correspond
to eigenfunctions connecting the stable manifold at η = +∞ with the weak unstable mani-
fold at −∞, we expect that this can be shown similarly, by utilizing the relationship (4.76)
and the form of the traveling wave itself.

Super-slow dynamics

Finally, we remark on the role of the super-slow dynamics in the stability analysis. Recall
that, in the existence construction, it was shown that the y- and w-components of the trav-
eling wave are independent of the super-slow variable ζ, while the m̃-component depends
on ζ only as ζ → −∞, i.e. near η = −∞. As a result, we expect the p- and q- components
of an eigenfunction to be independent of the super slow variable, while the ũ-component
may depend on ζ near η = −∞.

In the above stability argument, the analysis focused mainly on the ũ-component of the
eigenfunction, and did not involve the super slow dynamics. The leading order, O(1, δ1−κ),
analysis implied that any eigenfunction corresponding to an unstable eigenvalue must be
identically zero, independent of any super-slow behavior. Thus, the super-slow dynamics
do not play a significant role in the analysis.

Because we know that when λ̃ = 0 the corresponding eigenfunction is (p, q, ũ) =
∂η(y, w, m̃), we include the specific analysis of this solution for completeness. When λ̃ = 0,
the relationship (4.76) simplifies, and we can explicitly determine the leading order integral
curves for the eigenfunction:

K̃Sp(η)

(1− y(η))2 +
K̃Aq(η)

(1− w(η))2 = C0

K̃Sp(η)

(1− y(η))2 +
ã1c

ã3(cRd − 1)
ũ(η) = C1 (4.88)

K̃Aq(η)

(1− w(η))2 −
ã1c

ã3(cRd − 1)
ũ(η) = C2.

In the above equation, C0 = C1 + C2. Furthermore, because ∂η(y, w, m̃)→ 0 as η → +∞,
we know that C0 = C1 = C2 = 0.
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For η > 1√
δ
, ie ζ >

√
δ, the super-slow dynamics are given by

δpζ = δ1+κ
ã1K̃S

(cRd − 1)(1 + δκK̃S)3
q +O(δ3)

δqζ = −δ1−κ
ã1

(cRd − 1)K̃A(1 + δκK̃S)
q +O(δ3) (4.89)

δuζ = −δ1−κ
ã3

c(1 + δκK̃S)
q + δ

ã4
c
ũ.

Balancing terms implies that q ≡ 0 here, and the super-slow dynamics are given by

pζ = O(δ2)

ũζ =
ã4
c
ũ.

Hence, p = ũ ≡ 0 here.
When η < − 1√

δ
, ie ζ < −

√
δ, the super-slow dynamics are given by

δpζ =
ã1(m̃(ζ) + δ1−κ)

K̃S(cRd − 1)(1 + δκK̃A)
p−O(δ1−2κ)p

δqζ = −δ2κ
ã1K̃A(m̃(ζ) + δ1−κ)

(cRd − 1)(1 + δκK̃A)3
p+O(δ)p (4.90)

δuζ = −
ã3

c(1 + δκK̃A)
(m̃(ζ) + δ1−κ)p+ δ

ã4
c
ũ.

A balancing argument implies that p ≡ 0 here, and that the super-slow dynamics are given
by

qζ = O(δ2)

ũζ =
ã4
c
ũ.

This, in turn, implies that q ≡ 0 here, but ũ could decay exponentially as ζ → −∞. This
behavior is exactly that of the derivative of the wave.

We remark that, although there is nontrivial super-slow behavior in the ũ component
of the eigenfunction, it does not match in a continuous manner with the leading order slow
behavior of ũ. This is because limη→−∞ ũ(η) = 0, while limζ→0 ũ(ζ) 6= 0. In order to
complete this matching, we would need to include even higher order (¿ O(δ)) terms in the
analysis. Nevertheless, the leading order, slow components of the eigenfunction decay to
zero at η = ±∞, indicating that λ̃ = 0 is indeed an eigenvalue of the linear operator.



Chapter 5

Nonlinear Partial Differential Equations: preliminary

notions

In this chapter we briefly explain results regarding the existence and uniqueness of solutions
to nonlinear PDEs and the existence of invariant manifolds.

5.1 Existence and Uniqueness of Solutions

We saw in chapter 2 that, if the operator associated to a linear PDE is the generator of a
strongly continuous semigroup, then we may use that semigroup to represent solutions to
the PDE. In this chapter, we will see how the semigroup may be used to represent solutions
to nonlinear PDEs, as well.

Because the semigroup representation of solutions to nonlinear PDEs is similar to that
of ODEs, we first recall the corresponding result in finite dimensions. Consider the ODE

ut = Au+N(u), u = u(t) ∈ Rn, u(0) = u0.

The solution to this equation may be represented using the variation of constants formula-
tion of the solution,

u(t) = etAu0 +

∫ t

0
e(t−s)AN(u(s))ds.

It can be proven that, under certain assumptions on the nonlinearity N(u), there exists a
T > 0 such that the above solution exists for all t ∈ [0, T ). Furthermore, if T < ∞, then
|u(t)| → ∞ as t→ T .

It turns out that, if the linear operator is the generator of a strongly continuous semi-
group, we can represent solutions to nonlinear PDEs in an analogous manner. Consider
now the nonlinear PDE

ut = Au+N(u), u = u(t) ∈ X, u(0) = u0, (5.1)

where X is some infinite dimensional Banach space. One key difference between the non-
linear PDE and nonlinear ODE is that, for PDEs, one must be precise about the meaning

93
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of the term “solution.” In fact, there are several types of solutions, two of which are defined
as follows.

Definition 5.1.1 A classical solution to equation (5.1) is a function u : [0, T ]→ X that
is continuous and continuously differentiable on [0, T ], u(t) ∈ D(A) for t ∈ (0, T ), and
satisfies equation (5.1) on [0, T ].

Definition 5.1.2 A mild solution to equation (5.1) is a continuous function u : [0, T ]→
X that satisfies the integral equation

u(t) = etAu0 +

∫ t

0
e(t−s)AN(u(s))ds. (5.2)

A classical solution is what one typically thinks of as a solution, and a mild solution is a
generalization that may have less regularity. One can show that any classical solution also
satisfies the integral equation (5.2). We note that it was not necessary to introduce these
definitions during the discussion of linear PDEs because, if the operator is the generator of
a strongly continuous semigroup, any solution to a linear PDE is a classical solution.

Not surprisingly, the type of solution to equation (5.1) whose existence can be guaran-
teed is dependent upon the properties possessed by the nonlinearity, N . With relatively
weak assumptions on N we obtain mild solutions.

Proposition 5.1.3 [44] Suppose that A is the generator of a strongly continuous semigroup
on X and that N : X → X is locally Lipschitz continuous. Then for every u0 ∈ X there
exists a T ∈ (0,∞] such that the initial value problem (5.1) has a unique mild solution
u : [0, T ) → X. Furthermore, if T < ∞, then ||u(t)||X → ∞ as t → T . If N is uniformly
Lipschitz continuous, then T =∞.
If we place stronger assumptions on the nonlinearity, we obtain classical solutions.

Proposition 5.1.4 [44] Suppose that A is the generator of a strongly continuous semigroup
on X and that N : X → X is continuously differentiable. Then the mild solution of equation
(5.1) with u0 ∈ D(A) is a classical solution.

Typically, when the linear operator is the generator of an analytic semigroup, the so-
lutions will be classical solutions even if the nonlinearity is only Lipschitz. Formulation of
this result requires the use of fractional Banach spaces [31], and so we do not state it in
detail here. The basic idea is to use the linear operator, defined on the Banach space X,
to define the fractional Banach spaces Xα, for α ∈ (0, 1). One is then guaranteed local
existence of solutions if the nonlinearity is Lipschitz as a function from Xα into X. This
is useful because, in general, the space Xα has more regularity than X itself, and, thus,
this Lipschitz condition is easier to verify. In addition, the solutions themselves lie in Xα,
rather than just X, which means they, too, posses more regularity. In chapters 6 and 7 it
will be necessary to use some results that require the use of fractional Banach spaces. For
related details, we refer the reader to the reference [31].
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The above propositions are useful because they apply to general linear operators and
nonlinearities. However, often one can obtain more detailed information by working directly
with the PDE itself, or with the integral formulation of solutions, equation (5.2). We provide
such an example, the viscous Burgers equation:

ut = uxx − uux, u(x, 0) = u0(x). (5.3)

Note that the nonlinearity is not locally Lipschitz as a function on L2, so we can not use the
above propositions to conclude that solutions exist locally in time. It turns out, however,
that the nonlinearity is Lipschitz when considered as a function on an appropriate fractional
Banach space, and so one may use the theory in Henry [31] to conclude that solutions exist
locally in time in Lp, for any 1 ≤ p <∞.

We can see directly that solutions exist globally in time in L2, as well. If we compute
the derivative of the L2 norm of the solution, we find that

d

dt

1

2

∫

R
u2(x, t)dx =

∫

R
u(x, t)ut(x, t)dx = −

∫

R
u2x(x, t)dx−

1

3

∫

R

d

dx
u3(x, t)dx

= −
∫

R
u2x(x, t)dx ≤ 0,

where we have integrated by parts in the first term. Therefore, we find that

||u(t)||L2 ≤ ||u0||L2 ,

and, hence, solutions exist globally in time in L2. In fact, we can get even more information
about solutions. We can represent solutions to Burgers equation as

u(t) = e∂
2
xtu0 −

∫ t

0
e∂

2
x(t−s)u(s)ux(s)ds, (5.4)

where the linear semigroup is given explicitly by

(e∂
2
xtw)(x, t) =

1√
4πt

∫

R
e−

(x−y)2

4t w(y)dy. (5.5)

Using this formula, we may estimate

||e∂2
xtu0||Lp ≤ Cp

t
1
2
− 1

2p

||u0||L1 ,
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and

||e∂2
x(t−s)u(s)ux(s)||Lp ≤ Cp||

z

(t− s) 3
2

e
− z2

4(t−s) ||Lq ||u2(s)||Lr

≤ Cp

(t− s)
p+1
2p

||u(s)||2Lp ,
(5.6)

where we have used the bound ||G∗f ||Lp ≤ ||G||Lq ||f ||Lr if 1p+1 = 1
q +

1
r in both estimates.

Next, define

|||u||| = sup
0≤t≤T

t
1
2
− 1

2p ||u(t)||Lp , (5.7)

where T is the maximal time for which |||u||| ≤ 1
2Cpβ(

p−1
2p

, 1
p
)
, and β is the beta function

defined by

β(x, y) =

∫ 1

0
(1− t)x−1ty−1dt, for x, y > 0.

Using equation (5.4), we may estimate

|||u||| ≤ Cp||u0||L1 + |||u|||2 sup
0≤t≤T

(
t

1
2
− 1

2p

∫ t

0

Cp

(t− s)
p+1
2p s

1− 1
p

ds

)

≤ Cp||u0||L1 + Cp||u|||2
∫ 1

0

1

z
1− 1

p (1− z)
p+1
2p

dz

≤ Cp||u0||L1 + Cpβ(
p− 1

2p
,
1

p
)|||u|||2,

if p > 1. Hence, we can estimate

|||u||| ≤ Cp||u0||L1

1− Cpβ(p−12p , 1p)|||u|||
≤ 2Cp||u0||L1 .

If ||u0||L1 ≤ 1/(4C2pβ(
p−1
2p ,

1
p)), then the bound on |||u||| is independent of T . Hence, the

bound must hold for all time, and we have that

||u(t)||Lp ≤ C

t
1
2
− 1

2p

||u0||L1 (5.8)
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for p > 1 if the initial data is sufficiently small.
This example demonstrates that, in some cases, one can obtain detailed information

about the behavior of solutions by working directly with the integral formulation of solu-
tions and using specific properties of the linear semigroup and nonlinearity. Of particular
importance for this example was the estimate in equation (5.6), which provides information
about how the semigroup interacts with the specific nonlinearity in the equation.

5.2 Invariant Manifolds

In this section, we briefly state some results related to the existence of invariant manifolds
in infinite dimensional Banach spaces. We focus primarily on the case when σu(A) = ∅

and state the theorems related to the existence of a center manifold. The results of this
section follow those of [10]. Other results on center manifolds can be found in, for example,
[2], [9], [23] and [31].

We remark that the center manifold theorem that we will state and discuss in this
section looks quite different than theorem 1.1.3, the center manifold theorem in the ODE
case. The reason for this is the following. There are several versions of the center manifold
theorem for PDEs, all with slightly different assumptions on both the linear operator and
the nonlinearity. The infinite-dimensional center manifold theorems that are most similar to
theorem 1.1.3 (see [9], for example) have relatively stringent assumptions on the nonlinearity
and, as a result, will not be applicable to the examples in chapter 6. In particular, they
require that the nonlinearity be C1 in the Banach space X. We will be interested in
nonlinearities of the form N(u) = u|u|p−1, for example, which are not even continuous as
functions on spaces such as X = L2.

However, we will be able to apply the center manifold theorem given in [10]. The reason
is that this theorem allows one to work with the integral form of solutions given in (5.2). As
we saw in the example in section 5.1, working with the integral form of solutions can allow
one to take advantage of certain properties that the linear semigroup has when interacting
with the nonlinearity. If one works with the equation directly, then the nonlinearity must
satisfy certain assumptions that are independent of its interactions with the linear operator.

In order to state the hypotheses of the theorem, we first state some notation and
definitions. Write the solution given in (5.2) as u(x, t) = Φt(u0), where Φt denotes the flow
acting on the initial data u0. We will refer to Φt : X → X for t ≥ 0 as the semigroup
associated to the full, nonlinear flow. Note that, for any t > 0, it is possible to decompose
the flow as

Φt(u0) = etAu0 +

∫ t

0
e(t−s)AN(u(s))ds

≡ L(u0) +R(u).

(5.9)

Here, L denotes the linear part of the semigroup and R the nonlinear part. Finally, we say
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that a map f : Y → Z is globally Lipschitz if

Lip(f) ≡ sup
y,y′∈Y , y 6=y′

||f(y)− f(y′)||Z
||y − y′||Y

is finite.
Suppose the following hypotheses, which will be explained below, are satisfied [10]:

1. Φt(u0) is continuous in (t, u0) ∈ R+ ×X, and there exists a constant q > 0 such that

sup
0≤t≤q

Lip(Φt) = D <∞.

2. There exists a τ ∈ (0, q] such that Φτ can be decomposed as Φτ = L + R where
L : X → X is a bounded linear operator and R : X → X is a globally Lipschitz map.

3. There are subspaces Xi, i = 1, 2, of X and continuous projections Pi : X → Xi such
that P1+P2 = 1, X = X1⊕X2, L leaves X1 and X2 invariant, and L commutes with
Pi, i = 1, 2. Denote by Li : Xi → Xi the restriction of L to Xi. L1 has a bounded
inverse and there exist constants α1 > α2 ≥ 0, C1 ≥ 1, C2 ≥ 1, such that

||L−k1 P1||X ≤ C1α
−k
1

||Lk2P2||X ≤ C2α
k
2 , (5.10)

where k ≥ 0.

4. L and R satisfy

(
√
C1 +

√
C2)

2

α1 − α2
Lip(R) < 1.

The first hypothesis states that the nonlinear flow is defined for all t ≥ 0 and all
u0 ∈ X, and that it is globally Lipschitz, uniformly in t for 0 ≤ t ≤ q. The second
hypothesis states that, for some fixed t = τ , the flow can be decomposed into a linear
and nonlinear component, so that the linear part is bounded and the nonlinear part is
globally Lipschitz. Thus, we will think of the flow at this fixed τ as a map. As a result, the
third hypothesis states that the linear map L can be used to decompose the space X into
invariant subspaces. If 1 > α1 > α2 ≥ 0 with α1 close to 1, then X1 is the center-unstable
subspace and X2 is the stable subspace. Finally, the fourth hypothesis relates the size of
the spectral gap, α1−α2, to the size of the Lipschitz constant Lip(R) and the constants C1
and C2. If there was no spectral gap, α1 − α2 = 0, then this hypothesis would necessarily
fail.
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These hypothesis imply that one can find γi, i = 1, 2, α2 < γ2 < γ1 < α1, that satisfy
the following. If we define

λ(γ) ≡ C1
α1 − γ

+
C2

α2 − γ
,

for γ ∈ (α1, α2), then Lip(R)λ(γ1) = Lip(R)λ(γ2) = 1 and Lip(R)λ(γ) < 1 for all γ ∈
(γ1, γ2). Here, γ1,2 should be understood as the nonlinear analogues of the linear growth
bounds α1,2. If Lip(R) = 0, we may take γ1,2 = α1,2.

Lastly, for any u0 ∈ X, {Φt(u0)}t≥0 is referred to as the positive semiorbit through
u0, and a function u : (−∞, 0] → X is referred to as a negative semiorbit of {Φt}t≥0 if
Φt(u(s)) = u(t+ s) for any t ≥ 0 and s ≤ −t. The term “semiorbit” refers to the fact that
one may allow time to evolve only in one direction. In general, for a linear operator with
spectrum satisfying inf Reσ = −∞, the associated PDE will have positive semiorbits only,
because solutions may become unbounded in arbitrarily small, negative time. For linear
operators with spectrum satisfying supReσ = +∞, the associated PDE will possess only
negative semiorbits.

We now state the theorem:

Theorem 5.2.1 [10] Suppose that hypotheses 1)-4) are satisfied and R(0) = 0. Then there
is a globally Lipschitz map g : X1 → X2 with g(0) = 0 such that the Lipschitz submanifold

G = {u1 + g(u1) : u1 ∈ X1}

of X satisfies the following properties.

i) (Invariance) The restriction on G of the semiflow {Φt}t≥0 can be extended to a Lips-
chitz flow on G. In particular, ΦtG = G for all t ≥ 0 and for any u0 ∈ G there exists
a unique negative semiorbit {u(t)}t≤0 in G with u(0) = u0.

ii) (Lyapunov exponent) If a negative semiorbit {u(t)}t≤0 is contained in G, then

lim sup
t→−∞

1

|t| log |u(t)| ≤ −
1

τ
log γ1,

where it is understood that log(0) = −∞. Conversely, if a negative semiorbit {u(t)}t≤0 ⊂
X satisfies

lim sup
t→−∞

1

|t| log |u(t)| ≤ −
1

τ
log γ2,

then it lies on G.

iii) (Invariant Foliation) There is a continuous map h : X ×X2 → X1 such that for each
u0 ∈ G, h(u0, P2u0) = P1u0 and the manifoldMu0 = {h(u0, u2)+u2 : u2 ∈ X2} passing



100

through u0 satisfies

Φt(Mu0) ⊂MΦt(u0), t ≥ 0

Mu0 = {w ∈ X : lim sup
t→∞

1

t
log |Φt(w)− Φt(u0)| ≤

1

τ
log γ2}.

Moreover, h : X ×X2 → X1 is uniformly Lipschitz in the X2 direction.

iv) (Smoothness) If the map Φt : X → X in hypothesis 1) is C1, then g : X1 → X2 is C
1.

Furthermore, h : X ×X2 → X1 is C
1 in the X2 direction, which implies that G and

Mu0 are C
1 manifolds for each u0 ∈ G.

Several remarks should be made about the difference between this theorem and that
of the ODE case, theorem 1.1.3. First, i) implies that any solution that lies in G exists
for all t ∈ R, rather than just t ≥ 0. Second, consequence ii) has to do with growth rates
of solutions in backwards time. If a solution lies on the manifold G, then it cannot grow
in backwards time faster than the rate determined by γ1. Similarly, if a solution grows in
backwards time with a rate less than that given by γ2, then it must be in the manifold
G. This is related to the decay rate of solutions that are not in the manifold G. Finally,
consequence iii) gives a foliation for the phase space of solutions. In addition, it implies
that for each initial data not in G, the corresponding solution asymptotically approaches a
solution that lies in G. Hence, the behavior of solutions in the invariant manifold governs
the behavior of all solutions for large time, and, thus, stability may be determined by
considering only those solutions that lie in the invariant manifold.

The main point is that, in many ways, this spectral scenario forA is the same as the ODE
case in which the matrix A possesses eigenvalues with zero real part. Although stability can
not be determined from the linear operator alone, one can construct a center manifold and
compute the flow within it. In this manner, information regarding the nonlinearity is used
to determine the stability of the zero solution. We will see examples of such a calculation
in chapter 6 below. For additional examples, see [9] and [31].



Chapter 6

Examples: effect of the nonlinearity in the absence of a

spectral gap

Due to the results of the previous chapter, we can now determine the stability of the zero
solution to a nonlinear PDE in the following three cases. If σu 6= 0, then the solution
is unstable. If supReσs ≤ −δ < 0 and σu = σc = ∅, then the solution is stable. If
supReσs ≤ −δ < 0, σu = ∅, and there are finitely many elements of σc, then a center
manifold reduction may be used to determine stability. In this case, the nonlinearity plays
an important role in determining the behavior of solutions.

If σu = ∅, supReσs = 0, and either σc = ∅ or σc has finitely many elements, then there
are, in general, no ways to determine the effect of the nonlinearity or the stability of the
zero solution. However, one can make this determination for specific examples. We will
consider three such examples in this chapter.

We remark that, in these examples, one must not only have a detailed understanding
of the linear operator, but also information about how that linear operator interacts with
the specific nonlinearity in each equation. Knowing information about the linear operator
and nonlinearity separately is typically not enough.

6.1 Example 1: ut = uxx − u|u|p−1

In section 3.1, we saw how both the renormalization group method and scaling variables
could be used to analyze the stability of the zero solution to the heat equation, and also
to determine the asymptotic (in time) form of solutions. In this section, we consider the
equation

ut = uxx − u|u|p−1, u(0) = u0, (6.1)

where 2 < p < 4, and use these same two techniques to investigate the effect of adding a
polynomial nonlinearity to the heat equation.

First, we describe how equation (6.1) may be analyzed using the method of renormal-
ization groups. As this analysis is well known, we focus on the main ideas involved. The
presentation follows that of [5] and [6], in which more details may be found.

In order to develop some intuition for the role of the nonlinearity, consider the equation

ut = uxx + F (u, ux, uxx), (6.2)

101
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where F is a general nonlinear term. Recall that, when analyzing the linear heat equation
with the renormalization group method, we looked for an appropriately defined map, RL,
the renormalization group (RG) map, which had as a stable fixed point the scale invariant
solution of the heat equation. For the nonlinear equation the idea is similar. The main
difference results from the fact that equation (6.2) is not necessarily scale invariant. By
this we mean that, if we define

uL(x, t) = Lu(Lx,L2t)

(RL,Fu0)(x) = uL(x, 1) (6.3)

as in the linear case, equation (6.2) is not satisfied by uL. Instead, uL satisfies

∂tuL = ∂2xuL + FL(uL, ∂xuL, ∂
2
xuL),

where FL(a, b, c) = L3F (L−1a, L−2b, L−3c). This suggests that we must look for functions
F ∗ and u∗ so that

FLn → F ∗, RLn,Fu0 → u∗, RL,F ∗u∗ = u∗.

In other words, we need to find functions F ∗ and u∗ so that the behavior of solutions to
equation (6.2) is governed by the scale invariant solution to the equation

ut = uxx + F ∗(u, ux, uxx),

which is given by the function u∗.
Suppose the nonlinearity F is simply the monomial F (a, b, c) = an1bn2cn3 . Then we

have that FL = L3−n1−2n2−3n3F . If 3 − n1 − 2n2 − 3n3 < 0, then, as we iterate the map,
FLn → 0 (because we can chose L > 1). Hence, we expect that F ∗ ≡ 0. This means that
the behavior of solutions to equation (6.2) will be governed by the scale invariant solution
to the heat equation. In other words, their behavior is the same as in the linear case. For
this reason, nonlinearities satisfying 3−n1−2n2−3n3 < 0 are called “irrelevant.” If instead
3− n1 − 2n2 − 3n3 ≥ 0, the nonlinearity will have a nontrivial effect on the asymptotic (in
time) behavior of solutions. If 3 − n1 − 2n2 − 3n3 > 0, the nonlinearity is referred to as
“relevant”, and the borderline case 3− n1 − 2n2 − 3n3 = 0 is called marginal.

Consider now equation (6.1) with 3 < p < 4, which is the case when the nonlinearity
F = up is irrelevant. As in the linear case, take the initial time to be t = 1. Using the
variation of constants formula, we may write the solution to (6.1) as

u(t) = e(t−1)∂
2
xu0 −

∫ t−1

0
e((t−1)−s)∂

2
xu(s)|u(s)|p−1ds. (6.4)
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Working in the same function space used as in the linear case,

Y = {u : ||u|| = sup(1 + k4)(|û(k)|+ |û′(k)|) <∞},

and using techniques similar to those illustrated in section 5.1, one can show that solutions
exist and are bounded in norm for t ∈ [1, L2] for any fixed L > 0, if the initial data is
sufficiently small [6]. In addition, it can be shown that the solution at time t = L2 may be
written as

u(L2) = e(L
2−1)∂2

xu0 + v,

where ||v|| ≤ CL,p||u0||2 (i.e. the constant C depends on the choice of L and p). Now, write
the initial data as

u0 = B0u
∗ + g0,

where B0 = û0(0) and û∗(k) = e−k
2
, the scale invariant solution to the heat equation,

defined in equation (3.12). Because û∗(0) = 1, we have that ĝ0(0) = 0. Also, we have that
||g0|| = ||u0 − û0(0)u∗|| ≤ C||u0||. We may now compute

RL,Fu0 = Lu(L·, L2) = RL,0u0 + Lv(L·, L2) = B1u
∗ + g1,

where RL,0 is the RG map for the linear equation with F = 0, and

B1 = B0 + v̂(0), g1 = RL,0g0 + Lv(L·, L2)− v̂(0)u∗.

This implies that ĝ1(0) = 0 and so, using the fact that ||v|| ≤ CF,L||u0||2 we then may
estimate

|B1 −B0| ≤ CL,F ||u0||2

||Lv(L·, L2)− v̂(0)u∗|| ≤ CL,F ||u0||2.

Here we have used the fact that, as shown in equation (3.13), ||RL,0g0|| ≤ CL−1||g0||.
Therefore, for any fixed δ ∈ (0, 1) we have that

||g1|| ≤ CL−1||g0||+ CL,F ||u0||2 ≤ L−(1−δ)||u0||

if ||u0|| ≤ ε, where L is chosen sufficiently large so that CL−δ ≤ 1/2 and ε is chosen
sufficiently small so that CL,FL

1−δε ≤ 1/2.
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The idea is to now iterate this procedure. Let v0 = v, and define

un = RLn,Fu0 = Bnu
∗ + gn

Bn+1 = Bn + v̂n(0)

gn+1 = RL,0gn + LvnL·, L2 − v̂n(0)u∗.

The argument proceeds by induction. Assume that |Bn| ≤ (C − L−n)||u0|| and ||gn|| ≤
CL−(1−δ)n||u0||, which implies that ||un|| ≤ C||u0||. Using the fact that FL = L−(p−3)F ,
this assumption implies that

||vn|| ≤ CL,FL
−n(p−3)||u0||2

|Bn+1 −Bn| ≤ CL,FL
−n(p−3)||u0||2

||gn+1|| ≤ CL−1||gn||+ CL,FL
−n(p−3)||u0||2.

Because we have assumed that p > 3, these estimates imply convergence of the iteration
scheme. In particular, there exists some B such that Bn → B, and gn → 0. Using the fact
that u(x, t) = t−

1
2 (RLn,Fu0)(xt

− 1
2 ), we then have that

u(x, t) ∼ B√
t
e−

x2

4t . (6.5)

Note the similarity of this equation with equation (3.15). Thus, we see that when the
polynomial nonlinearity is irrelevant, 3 < p < 4, it does not significantly affect the large
time behavior of solutions.

We now turn briefly to the case when the nonlinearity is relevant, 2 < p < 3. We
have already seen, at least on a heuristic level, why the large time asymptotics of solutions
might be different in this case. In order to better understand this phenomenon, notice that

equation (6.1) is invariant under the scaling transformation uL(x, t) = L
2

p−1u(Lx,L2t).
This suggests (see equation (3.14)) that we look for a scale invariant solution u∗ defined by
the equation

u(x, t) = t
− 1

p−1u∗(
x√
t
).

If we insert this expression into equation (6.1), we see that u∗ must satisfy

∂2zu
∗ +

1

2
z∂zu

∗ +
1

p− 1
u∗ − u∗|u∗|p−1 = 0, (6.6)

where z = x√
t
. It turns out that, for 2 < p < 3, this equation has two solutions, which we
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will denote by u∗1 and u
∗
2. It can be shown [6] that u∗1 is everywhere positive and has almost

Gaussian decay at infinity. The function u∗2 can be shown to decay at infinity like |z|−
2

p−1 .
Although the details are a bit more complex in this relevant case, these two functions

can both be viewed as fixed points of an RG map. In addition, both will be stable for certain
types of initial data (i.e. they will have different, nonempty basins of attraction). Because
both u∗1 and u∗2 differ in their behavior from the function û∗(k) = e−k

2
, which governs the

behavior of solutions in the case when p > 3, this result shows that the behavior of solutions
can be affected in a nontrivial way by the nonlinearity. Note, however, that in this case
the zero solution remains stable for any 2 < p < 4, it’s just that the asymptotic (in time)
form of solutions changes.

Finally, we remark that if one considers the equation

ut = uxx + u|u|p−1,

for any p > 1, then there exist solutions that blow up in finite time [22], [38]. In the case
where 2 < p < 3, the zero solution is, in fact, unstable.

We now turn to the analysis of equation (6.1) using invariant manifolds, which was first
presented in [58]. In order to apply the center manifold theorem to the scaled version of
equation (6.1), we will need to use some properties of the original solution, which we now
state.

Proposition 6.1.1 For initial data satisfying u0 ∈ L1 with sufficiently small norm, there
exists a T > 0 such that the corresponding solution to equation (6.1) satisfies

||u(t)||L∞ ≤
C

t
1
2

||u0||L1 (6.7)

for all 0 < t < T . Furthermore, if u0 ∈ L2, then the solution to equation (6.1) satisfies

||u(t)||L2 ≤ ||u0||L2, (6.8)

for all t ≥ 0

Proof Local existence can be obtained by working in fractional Banach spaces Xα, with
X = Lq for 1 ≤ q <∞. To obtain the estimate in equation (6.8), we compute

d

dt

1

2

∫
u2(x, t)dx = −

∫
u2x(x, t)dx−

∫
u2(x, t)|u(x, t)|p−1dx ≤ 0.

We note that the boundary terms that result from integrating by parts vanish because
u(t) ∈ Xα for 0 < α < 1 locally in time and, hence, has the necessary decay at infinity.

To obtain the estimate in equation (6.7), we use the integral formulation of solutions
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to bound

||u(t)||∞ ≤
1√
4πt
||u0||L1 +

∫ t

0
||e∂2

x(t−s)u(s)|u(s)|p−1||∞ds.

If 3 ≤ p < 4, we use the fact that

||e∂2
x(t−s)u(s)|u(s)|p−1||∞ ≤

1√
4π(t− s)

||u(s)|u(s)|p−1||L1

≤ 1√
4π(t− s)

||u(s)||p−2∞ ||u(s)||2L2 .

Define |||u||| = sup0≤t≤T t
1
2 ||u(t)||∞. We then have that

|||u||| ≤ 1√
4π
||u0||L1 + ||u0||2L2 |||u|||p−2

(
sup
0≤t≤T

t
1
2

∫ t

0

1
√

4π(t− s)s p−2
2

ds

)

≤ 1√
4π
||u0||L1 +

1√
4π
||u0||2L2β(

1

2
,
4− p
2

)T
4−p
2 |||u|||p−2

≡ 1√
4π
||u0||L1 +M(T )|||u|||p−2.

Hence, if T is chosen to be the maximal time such that

|||u||| ≤
(

1

2M(T )

) 1
p−3

,

(or T is chosen sufficiently small so that M(T ) ≤ 1/2, if p = 3) then we see that

|||u||| ≤ ||u0||L1

1−M(T )|||u|||p−3 ≤ 2||u0||L1 .

Therefore, if the initial data is sufficiently small, i.e. satisfies ||u0||L1 ≤ √π (1/2M(T ))
1

p−3 ,
then the result holds for all 0 < t < T . The case in which 2 < p < 3 may be proved
similarly by noting that

||e∂2
x(t−s)u(s)|u(s)|p−1||L∞ ≤

C

(t− s) 1
4

||u(s)||p−1L∞ ||u(s)||L2 .

¤
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Define the scaling transformation

u(x, t) = (t+ 1)
− 1

p−1w(
x√
t+ 1

, log(t+ 1))

η =
x√
t+ 1

, τ = log(t+ 1). (6.9)

Inserting this expression into equation (6.1), we see that

∂τw = Lw +

(
3− p

2(p− 1)

)
w − w|w|p−1, (6.10)

where L = ∂2η+
1
2η∂η+

1
2 is the linear operator studied in section 3.1.2. Recall the spectrum

of L, given in proposition 3.1.3. We will choose m = m(p) such that σc = { 3−p
2(p−1)} and

σs = σ(L) \ σc. Note that the additional linear term in equation (6.10) has shifted the
spectrum to the right by the amount 3−p

2(p−1) . Hence, σc is not truly the “center” part of the
spectrum, unless p = 3. However, it is close to the imaginary axis for 2 < p < 4, and so we
will still refer to in this manner.

In order to apply the center manifold theorem, theorem 5.2.1, we will need to verify the
hypotheses 1) - 4) given in section 5.2. To that end, write the solution equation (6.10) as

w(τ) = eLτw0 −
∫ τ

0
eL(τ−s)w(s)|w(s)|p−1ds. (6.11)

In addition, we note that the following proposition regarding the linear semigroup was
proven in [25], proposition A.5.

Proposition 6.1.2 [25] Let 1 ≤ p ≤ q ≤ ∞, m ≥ 0, and T > 0. Then for any α ∈ N

there exists a constant C such that

||bm∂α(eLτf)||Lp ≤ C

a(τ)
1
2
( 1
q
− 1

p
)+α

2

||bmf ||Lq , (6.12)

where b(η) = (1 + η2)
1
2 and a(τ) = 1− e−τ .

We next prove a proposition regarding the nonlinear part of the solution.

Proposition 6.1.3 Fix T > 0 and m. For any w ∈ C0([0, T ], L2(m)), define

R(τ) =

∫ τ

0
eL(τ−s)w(s)|w(s)|p−1ds. (6.13)

Then R(τ) ∈ C0([0, T ], L2(m)) and there exists a C(m, r0, T ) such that, if w1, w2 ∈
C0([0, T ], L2(m)) with sup0≤τ≤T ||wi(τ)||L2(m) ≤ r0 , then the corresponding integral terms
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satisfy

sup
0≤τ≤T

||R1(τ)−R2(τ)||L2(m) ≤ C(m,T, r0) sup
0≤τ≤T

||w1(τ)− w2(τ)||L2(m).

Furthermore, the constant C(m,T, r0)→ 0 as T → 0 and as r0 → 0.

Proof Using the bound given in equation (6.12), we may estimate

||R1(τ)−R2(τ)||L2(m) ≤
∫ τ

0
||eL(τ−s)w(s)|w(s)|p−1||L2(m)ds

≤
∫ τ

0

C

a(τ − s) 1
2
(1− 1

2
)
|||w1(s)|p−1(w1(s)− w2(s))||L1(m)ds

+

∫ τ

0

C

a(τ − s) 1
2
(1− 1

2
)
||w2(s)(|w1(s)|p−1 − |w2(s)|p−1)||L1(m)ds,

where L1(m) = {w : (1 + η2)
m
2 w(η) ∈ L1}. To estimate the first term on the right hand

side, we use the fact that

∫
(1 + η2)

m
2 |w1|p−1|w1 − w2|dη

≤
(∫

(1 + η2)m|w1 − w2|2dη
) 1

2
(∫

(1 + η2)m|w1|2
1

(1 + η2)m
|w1|(2(p−1)−2)dη

) 1
2

≤ ||w1(s)||p−2∞ ||w1(s)||L2(m)||w1(s)− w2(s)||L2(m).

To estimate the second term, we define f(σ) = |σw1 + (1− σ)w2|p−1 to obtain

||w2(s)(|w1(s)|p−1 − |w2(s)|p−1)||L1(m) = ||w2(s)
∫ 1

0
f ′(σ)dσ||L1(m)

≤ C
(
Σp−2
n=0||w1(s)||n∞||w2(s)||p−2−n∞

)
||w2(s)(w1(s)− w2(s))||L1(m)

≤ C
(
Σp−2
n=0||w1(s)||n∞||w2(s)||p−2−n∞

)
||w2(s)||L2(m)||w1(s)− w2(s)||L2(m).

Next, note that the estimate (6.7) can be transformed, when written in terms of the scaling
variables, into a bound for w. For all 0 ≤ τ ≤ T , we have that

||w(τ)|| ≤ C(T )

(eτ − 1)
1
2

||w0||L2(m). (6.14)
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Hence, we have that

sup
0≤τ≤T

||R1(τ)−R2(τ)||L2(m) ≤

C(m, r0, T )

(
sup
0≤τ≤T

∫ τ

0

C

a(τ − s) 1
4 (es − 1)

p−2
2

ds

)
sup
0≤τ≤T

||w1(τ)− w2(τ)||L2(m),

(6.15)

which proves the result. ¤

We note that this proposition may be used to show that R is differentiable at 0, with
DR(0) = 0. To see this, we must show that, given any ε > 0, r0 can be chosen sufficiently
small so that

||R(w(τ))−R(0)−DR(0)||L2(m)

||w(τ)||L2(m)
< ε

uniformly for 0 ≤ τ ≤ T . This can be done using the bound in equation (6.15).
Next, we use proposition 6.1.3 to prove that solutions to equation (6.10) exist for all

τ ≥ 0.

Proposition 6.1.4 Given any sufficiently small w0 ∈ L2(m), there exists a solution to
equation (6.10) satisfying w(τ) ∈ C0([0,∞), L2(m)).

Proof Using the estimate in the above lemma and a fixed point argument, one can show
that solutions exist locally in time. To see that they exist globally, as well, we compute

d

dτ

1

2

∫
η2mw2(η, τ)dη = −

∫
2mη2m−1wηw −

∫
η2mw2η

−
(
2m+ 1

4
− 1

2
− 3− p

2(p− 1)

)∫
η2mw2 −

∫
η2mw2|w|p−1

≤ −
(
2m+ 1

4
− 1

2
− 3− p

2(p− 1)
− ε
)∫

η2mw2 + Cε

∫
w2.

In the last inequality, we have used the fact that

m(2m− 1)

∫
η2m−2w2 ≤ m(2m− 1)

∫ (
εη2mw2 + Cεw

2
)
.

Next, note that the estimate (6.8) implies that

||w(τ)||L2 ≤ e
5−p

4(p−1)
τ ||w0||L2 .
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Hence, we see that

d

dτ

1

2

∫
η2mw2dη ≤ −δ

∫
η2mw2dη + Cεe

5−p
4(p−1)

τ ||w0||L2 ,

where δ > 0, if m is chosen so that 2m+14 − 1
2 −

3−p
2(p−1) > 0. This result shows that, although

||w(τ)||L2(m) may become unbounded as τ → ∞, it cannot do so in finite time. Hence,
solutions exist globally in time. ¤

Proposition 6.1.3 and 6.1.4 can be used to show that hypotheses 1) - 4) of theorem 5.2.1
are satisfied for a slightly modified version of equation (6.10), in which the nonlinearity is
cutoff outside of a small neighborhood of zero in L2(m). This is necessary so that the size
of the Lipschitz constant for the nonlinearity can be made sufficiently small by choosing
this neighborhood to be sufficiently small. To that end, let χr0(w) : L2(m) → R+ be a
smooth function satisfying χr0(w) = 1 if ||w||L2(m) ≤ r0 and χr0(w) = 0 if ||w||L2(m) ≥ 2r0.
We then consider the equation

∂τw = Lw +

(
3− p

2(p− 1)

)
w − χr0(w)w|w|p−1. (6.16)

The previous two propositions can be modified so that they apply to the above equation,
as well. Therefore, we have the following result:

Proposition 6.1.5 Let Φr0
1 be the semiflow associated to equation (6.16) at time τ = 1.

Then, if r0 > 0 is sufficiently small, the semigroup can be decomposed as

Φr0
1 = L+R,

where L is a bounded linear map, and R is a globally Lipschitz map such that Lip(R) ≤
C(r0) where C(r0)→ 0 as r0 → 0. Furthermore, R is C1 with R(0) = DR(0) = 0.

As a result, the hypotheses to theorem 5.2.1 are satisfied for equation (6.16). Hence, we
know that a one dimensional center-unstable manifold exists in the phase space of equation
(6.16). Now we may compute the flow on the center manifold, for 2 < p < 4. This will be
useful because it will provide an alternative perspective to the bifurcation at p = 3 that
was illustrated using the renormalization group method.

We write the solution as w(η, τ) = wc(η, τ) + ws(η, τ). We have that wc(τ, η) =
α(τ)φ0(η), where φ0 is the eigenfunction associated to the zero eigenvalue, given in equa-
tion (3.20). In addition, ws = g(wc) for some function g that defines the center manifold.
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Furthermore, we may decompose equation (6.16) as

∂τwc = Lcwc +
(

3− p
2(p− 1)

)
wc − Pcχr0(wc + ws)(wc + ws)|wc + ws|p−1

∂τws = Lsws +
(

3− p
2(p− 1)

)
ws − Psχr0(wc + ws)(wc + ws)|wc + ws|p−1, (6.17)

where Pc and Ps = 1−Pc are the projection operators associated with the center and stable
subspaces, respectively. For the operator L, these operators have an explicit form. They
are defined in terms of the Hermite polynomials [25]

Hj(η) =
2j

j!
e
η2

4 ∂jη(e
− η2

4 ), (6.18)

which are the eigenfunctions of the adjoint operator L∗ = ∂2η − 1
2η∂η. In general, for any

n < m− 1
2 , the projection onto the first n eigenvalues is given by

(Pnf)(η) =
∑

j≤n

(∫
Hj(ζ)f(ζ)dζ

) 1
2

φj(η).

Hence,

(Pcf)(η) =

(∫
H0(ζ)f(ζ)dζ

) 1
2

φ0(η). (6.19)

We next note that wc(τ, η) = α(τ)φ0(η) for some function α(τ), where Lφ0 = 0. Further-
more, g(wc) = O(α2). This last fact follows from the fact that g is C1, and g′(0) = 0,
which can be seen from the proof of theorem 5.2.1 [10]. We find that the flow on the center
manifold is given by

∂τα =

(
3− p

2(p− 1)

)
α− 1

p
1
2 (4π)

p−1
2

αp +O(αp+1). (6.20)

Remark 6.1.6 Notice that it was not necessary to determine the form of the function g
in order to compute the leading order dynamics on the center manifold. This is due to the
form of the nonlinearity and the fact that g(α) = O(α2).
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If 2 < p < 3, then there are two fixed points to this equation:

α = 0, α = α∗ ≡
√
4πp

1
2(p−1)

(
3− p

2(p− 1)

) 1
p−1

.

One can show that α∗ is stable, and the behavior of solutions will be given by w ∼ α∗φ0 +
g(α∗) as τ →∞. We remark that we technically need to require that p is sufficiently close
to 3 so that the fixed point α∗ lies within the neighborhood in which the center manifold
was defined. If p ≥ 3, then α = 0 is the only fixed point, and it is stable. Since g(0) = 0,

this implies that w ∼ α0e
− (p−3)

2(p−1)
τ
φ0 as τ →∞. Hence, we see that a bifurcation occurs on

the center manifold when p = 3, indicating that the asymptotic form of solutions will also
change.

By transforming back to the original variables, we can use this information to determine
the asymptotic form of u. We find that

u(x, t)





= α∗
√
4π(t+1)

1
p−1

e
− x2

4(t+1) + g(α∗)

(t+1)
1

p−1
+O((t+ 1)

− 1
p−1

− (3−p)
2 ) if 2 < p < 3

∼ 1√
4π(t+1)(

log(t+1)

2π
√

3
+ 1

α2
0
)
e
− x2

4(t+1) if p = 3

= α0√
4π(t+1)

e
− x2

4(t+1) +O((t+ 1)
− p2−3p+2

2(p−1) ) if 3 < p < 4.

(6.21)

Note that, when 3 < p < 4, the leading order behavior is independent of p. This is due to
the irrelevance of the nonlinearity, as explained in the context of the renormalization group
method.

Thus, we see that the method of scaling variables may be used to determine the leading
order asymptotics of solutions to equation (6.1) and to analyze the bifurcation that occurs
for p = 3. In addition, by considering initial data in the weighted space L2(m) for m > 1,
one can determine higher order terms in the asymptotic expansion.

Remark 6.1.7 The fixed point α∗ corresponds to the solution to equation (6.6) denoted by
u∗1. Thus, the above center manifold calculation proves that the basin of attraction of u

∗
1

includes some neighborhood of the origin in L2(m).

6.2 Example 2: ut = uxx + c tanh( c
2
x)ux − u|u|p−1

We now turn to the analysis of the following equation,

ut = uxx + c tanh(
c

2
x)ux − u|u|p−1, u(x, 0) = u0(x). (6.22)
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The linear operator, A2 = ∂2x + c tanh( c2x)∂x, was studied in section 3.2, and we will use
several of the results described in that section in the analysis of this nonlinear equation.
As remarked in that section, this linear operator is related to that which is obtained by
linearizing around the traveling front in Burgers equation. The nonlinear stability of the
front in Burgers equation will be studied in section 6.3 below. We focus on equation (6.22)
first because an understanding of the role that the nonlinearity up plays in the behavior of
solutions will help us better understand the nonlinearity associated to the stability of the
front.

In order to study this equation, we use the scaling variables and decomposition of the
solution that was introduced in section 3.2. The key difference between the analysis of
the linear equation (3.25) and the nonlinear equation (6.22) is that the nonlinearity will
create some coupling between the two terms in the decomposition defined in equation
(3.36). In order to deal with this coupling, we will define an additional component of the
decomposition, which will be denoted by u3. It is important that the structure of the linear
operator in the equations for u1 and u2 be preserved, so that we may analyze them using
scaling variables. Therefore, all of the coupled terms involving combinations of u1, u2, and
u3 will be placed into the equation of evolution for u3.

Let u1, u2, and u3 be solutions of

∂tu1 = ∂2xu1 + c∂xu1 −
u1|u1|p−1

(1 + e−cx)p−1
, (6.23)

∂tu2 = ∂2xu2 − c∂xu2 −
u2|u2|p−1

(1 + e+cx)p−1
, (6.24)

∂tu3 = L3u3 −N3(u3)− F3(x, t), (6.25)

where

L3u3 +N3(u3) + F3(x, t) = ∂2xu3 + c tanh(
c

2
x)∂xu3

−
(

u1
1 + e−cx

+
u2

1 + e+cx
+ u3

)
| u1
1 + e−cx

+
u2

1 + e+cx
+ u3|p−1

+

(
u1

1 + e−cx

)
| u1
1 + e−cx

|p−1 +
(

u1
1 + e−cx

)
| u1
1 + e−cx

|p−1,
(6.26)

and with initial data

u1,2(x, 0) = u(x, 0)− sech(
c

2
x)u(x, 0)

u3(x, 0) = sech(
c

2
x)u(x, 0). (6.27)
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We then see that

u(x, t) =
u1(x, t)

1 + e−cx
+
u2(x, t)

1 + ecx
+ u3(x, t) (6.28)

is a solution to equation (6.22). Our ultimate goal is to understand the asymptotic behavior
of u, and we will do so by determining the asymptotic behavior of u1, u2, and u3. We first
focus on the behavior of u1 and u2 and return to the analysis of u3 below.

We state the details for u1 only. Those of u2 are similar. Define the scaling variables
(η, τ) and the function w1 in a manner similar to section 3.2:

u1(x, t) =
1

(t+ 1)
1

(p−1)

w1(
x+ c(t+ 1)√

t+ 1
, log(t+ 1))

η =
x+ c(t+ 1)√

t+ 1
, τ = log(t+ 1), (6.29)

Inserting these into equation (6.23), we obtain

∂τw1 = Lw1 +
(

3− p
2(p− 1)

)
w1 −

w1|w1|p−1

(1 + e−c(ηe
τ
2−ceτ ))p−1

(6.30)

where L = ∂2η +
1
2η∂η +

1
2 .

The analysis of equation (6.30) will be similar to that of equation (6.10) in section 6.1.
We would like to apply the center manifold theorem 5.2.1, however we cannot do so directly
because equation (6.30) is nonautonomous. Therefore, define

τ = ln

(
2− ζ
ζ

)
. (6.31)

Equation (6.30) may then be written as

∂τw1 = Lw1 +
(

3− p
2(p− 1)

)
w1 −

wp
1

(1 + e−cγ(η,ζ))p−1

∂τζ = −ζ + 1

2
ζ2, (6.32)

where γ(η, ζ) = ηe
τ(ζ)

2 − ceτ(ζ). Since ζ = 0, which corresponds to τ = ∞, is stable, we
study the evolution of this system near (0, 0) ∈ L2(m) × [0, 1]. Using methods analogous
to those of section 6.1, we can show that theorem 5.2.1 can be applied to the integral form
of solutions to equation (6.32), after cutting off the nonlinear term outside a sufficiently
small neighborhood of the origin in L2(m). Thus, we may conclude that there exists a one-
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dimensional center-unstable manifold in the phase space, and we may represent solutions on
this manifold as (w1(η, τ), ζ(τ)) = α(τ)φ0(η)+g1(α). The dynamics on the center manifold
are given by

α̇ =
3− p

2(p− 1)
α−B1αp +O(αp−1), (6.33)

where B1 = Pc

(
φp0

(1+e−cγ(η,ζ(α)))p−1

)
> 0. As in the previous section, we see that for p > 3

the fixed point α = 0 is stable, while for p < 3 the fixed point α∗ =
(

3−p
2(p−1)B1

) 1
p−1

is stable.

Hence, the asymptotics of w1 are the same as in the previous section, with a bifurcation
occurring at p = 3. A similar result holds for w2, the scaled version of u2. Thus, in some
sense the “relevance” of the polynomial nonlinearity, u|u|p−1, for the linear operator in
equation (6.22) seems to be the same as that of equation (6.1).

However, recall that we are ultimately interested in the asymptotic behavior of u1 and
u2 in terms of the original, unscaled variables. If, for example, we use the above result to
determine this behavior for u1 with 3 < p < 4, we obtain

u1(x, t)

1 + e−cx
=

α0√
4π(t+ 1)(1 + e−cx)

e
− (x+c(t+1))2

4(t+1) +O((t+ 1)−
2m+1

4 )

=
α0√

4π(t+ 1)
sech(

c

2
x)e−

c2

4
(t+1)e

− x2

4(t+1) +O((t+ 1)−
2m+1

4 ).

(6.34)

Notice that the Gaussian, when written in terms of the (x, t) variables, actually decays
exponentially in time. Thus, it is the seemingly higher order terms that control the temporal
decay of u1. As a result of the above analysis, w1 and w2 exhibit Gaussian-like decay for
all 2 < p < 4, and so the large time asymptotics of both u1 and u2 for all 2 < p < 4 will be
governed by the algebraic decay that results from the location of the essential spectrum of
the linear operator in equation (6.30). Therefore, in some sense the nonlinearity u|u|p−1 is
irrelevant for all 2 < p < 4, and the algebraic temporal decay that results from the linear
operator controls the dynamics for all values of p.

We now turn to the study of the behavior of u3. Note that the spectrum of the linear
operator associated with the evolution of u3 has essential spectrum that touches the imag-
inary axis at the origin. This might cause some difficulty in the analysis of the behavior
of solutions. To overcome this issue, we will study the evolution of u3 in an exponentially
weighted space, as in [52]. This will push the essential spectrum off the imaginary axis.

Remark 6.2.1 Note that, by studying the evolution of u3 is an exponentially weighted
space, we are not restricting the form of the initial data for the original u variable. This is
because

u(x, t) =
1

(1 + e−cx)
u1(x, t) +

1

(1 + e+cx)
u2(x, t) + u3(x, t),
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and, even though each component is effectively analyzed in some exponentially weighted
space, their sum will still lie in L2, for example. Intuitively, one can think of u1 as repre-
senting the far field behavior of u near x = +∞, of u2 as representing the far field behavior
of u near x = −∞, and of u3 as representing the near field behavior of u near x = 0.

In order to simplify the analysis, we present the details only for the specific case in
which p = 3. Define w3(x, τ) = cosh( c2x)u3(x). We see that the evolution of w3 is given by

∂tw3 = L̃3w3 + Ñ3(w3, x) + F̃3(x, t), (6.35)

where

L̃3w3 = ∂2xw3 −
c2

4
w3 − 3

(
u1

1 + e−cx
+

u2
1 + e+cx

)2
w3

Ñ3(w3, x) = −3sech(
c

2
x)

(
u1

1 + e−cx
+

u2
1 + e+cx

)
w23 − sech2(

c

2
x)w33 (6.36)

F̃3(x, t) = −3 cosh(
c

2
x)

(
u1

1 + e−cx

)(
u2

1 + e+cx

)(
u1

1 + e−cx
+

u2
1 + e+cx

)
. (6.37)

In order to analyze this equation, we will split the linear operator up according to

L̃3w3 = ∂2xw3 −
c2

4
w3 +A(t)w3

A(t)w3 = −3
(

u1
1 + e−cx

+
u2

1 + e+cx

)2
w3. (6.38)

Consider the integral form of solutions to equation (6.35), which can be written

w3(t) = e(∂
2
x− c2

4
)tw3(0) +

∫ t

0
e(∂

2
x− c2

4
)(t−s)A(s)w3(s)ds+

∫ t

0
e(∂

2
x− c2

4
)(t−s)Ñ3(w3(s))ds

+

∫ t

0
e(∂

2
x− c2

4
)(t−s)F̃3(s)ds.

(6.39)

Using the above expression and a fixed point argument, one can show that solutions to
equation (6.35) exist locally in time in L2. (For the details of such an argument, see the
proof of proposition 6.3.6 in section 6.3.)

We are interested in the asymptotic behavior of solutions to equation (6.35). The semi-

group associated to the linear operator ∂2x− c2

4 decays exponentially in time, which implies
that the first three terms on the right hand side of equation (6.39) will decay exponentially
in time, as well. The last term, however, which results from the inhomogeneity, will only
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decay as fast as u1 and u2. As a result, the asymptotic behavior of w3 will be the same as
that of u1 and u2. This can be shown rigorously, as in proposition 6.3.7.

This result implies that it is really the far-field behavior of the solution to equation
(6.22) that governs its large time asymptotics. We saw above that, for any 2 < p < 4, the
far-field components of the solution decay algebraically at a rate that is determined by the
location of the essential spectrum of the linear operator L = ∂2η +

1
2η∂η +

1
2 . Thus, we have

that the solution to equation (6.22) satisfies

||u(t)||L2 ≤ C

(t+ 1)
2m+1

4

, (6.40)

if u(0) ∈ L2(m) and is sufficiently small.

6.3 Example 3: ut = uxx+ c tanh( c
2
x)ux+

c2

2
sech( c

2
x)u− 2uux, (local) stability

of traveling fronts in Burgers equation

The example studied in this section is the equation that determines the stability of the
traveling front in Burgers equation. It is the example that motivated much of the preceding
analysis and, along with chapter 4, it is the focus of the original research contained in this
dissertation. Because of this fact, we present its derivation in detail.

Burgers equation is given by

∂tU = ∂2yU − ∂y(U2), (6.41)

where U = U(y, t), y ∈ R, t > 0, and U(y, 0) = U0(y). Burgers equation was originally
introduced in the late 1930’s by J. M. Burgers to model turbulent flows [7], [8]. Recently, it
has been extensively studied as a prototypical model in the context of stability analysis with
weighted norms [52], the application of the renormalization group method to fronts (i.e.
non-Gaussian fixed points) [6], and the analysis of scalar conservation laws (see example
8.6 of [60]). Our main motivation for studying the stability of the traveling front solution to
Burgers equation was to determine if the method of scaling variables, illustrated in section
3.1, could be applied to linear operators other than the Laplacian.

In order to study traveling wave solutions to equation (6.41), we define the moving
coordinate x = y− ct, where c > 0 is the speed of the wave. We then look for a solution of
the form ϕ(y, t) = ϕ(y − ct) = ϕc(x). This solution must satisfy

−cϕ′c = ϕ′′c − 2ϕcϕ
′
c. (6.42)

By integrating this equation once with respect to x, we see that the traveling wave (that
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approaches zero as x→∞) is given by

ϕc(x) =
c

1 + ecx
. (6.43)

We note that this traveling wave is a stationary solution of equation (6.41), written in the
moving coordinate frame (x, t). To study the stability of the wave, we define U(y, t) =
ϕ(x) + u(x, t) and determine the equation of evolution for u:

ut = uxx + c tanh(
c

2
x)ux +

c2

2
sech(

c

2
x)u− 2uux. (6.44)

By understanding the stability of the zero solution to this equation, we may determine the
stability properties of the traveling wave.

Several remarks should now be made regarding the definition of “stability” for the trav-
eling wave, ϕc. Notice that any translate of the wave, ϕc(x+γ) for γ ∈ R, is also a solution
to equation (6.42). This is due to the fact that Burgers equation is translation invariant,
i.e. the coefficients of equation (6.41) do not depend on the spatial variable. Thus, we
cannot expect that perturbations of the wave will all converge to the same translate. The
best we can hope for is referred to as orbital stability, and is defined as follows.

Definition 6.3.1 The traveling wave ϕc is said to be asymptotically orbitally stable
in the Banach space X if there exists a δ > 0 such that for any initial data satisfying
||u0(x)− ϕc(x)||X ≤ δ there exists a γ ∈ R for which

lim
t→∞

||u(x, t)− ϕc(x+ γ)||X = 0.

Typically, orbital stability manifests itself in the presence of a one-dimensional set of sta-
tionary solutions to the equation of evolution of the perturbation, in this case equation
(6.44). These stationary solutions each correspond to a translate of the wave. This one-
dimensional set will lead to a one-dimensional center manifold in the phase space of equation
(6.44), which will be filled with fixed points. As a result, we cannot expect the zero solution
of equation (6.44) to be stable, but we can expect the one-dimensional center manifold to be
stable. In other words, if we can show that any solution to equation (6.44) with sufficiently
small initial data converges to a point on the one-dimensional center manifold, then the
one-dimensional family of translates of the wave will be stable.

Notice that the linear operator in equation (6.44) is the operator that was studied in
section 3.4. In the analysis of this operator, it was useful to study its integrated form. We
use the same technique here and define

v(x, t) =

∫ x

−∞
u(z, t)dz. (6.45)
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The equation of evolution for v is given by

vt = vxx + c tanh(
c

2
x)vx − (vx)

2, (6.46)

and it is on this equation that we will now focus.
We have not yet specified the Banach space in which we will work. However, most

standard choices (e.g. L2(m) or H1) require that solutions decay to zero at x = ±∞.
Because of the definition of v in equation (6.45), even if u ∈ L2, for example, v will not
necessarily decay as x → ∞. Therefore, analyzing equation (6.46) in L2 would seem to
place some restriction of the allowable functions u. This issue can be resolved through the
following observations.

First, notice that for any solution to equation (6.44), ∂t
∫
u(x, t)dx = 0. Hence,∫

u(x, t)dx =
∫
u0(x)dx. Next, suppose that

∫
u0(x)dx =

∫
(U(x, 0) − ϕ(x))dx = M 6=

0. If we were to instead study the stability of the translated wave ϕc(x + δ), where∫
(ϕc(x+ δ)− ϕc(x)) dx =M , the new initial data ũ0 would then satisfy

∫
ũ0(x)dx =

∫
(U(x, t)− ϕc(x+ δ)) dx

=

∫
(U(x, 0)− ϕc(x)) dx−

∫
(ϕc(x+ δ)− ϕc(x)) dx

=M −M = 0.

Therefore, we may assume without loss of generality that
∫
u0(x)dx = 0.

Effectively what this assumption does is to fix a particular translate of the wave. Thus,
we no longer expect to find a one-dimensional center manifold of stationary solutions in
the phase space of equation (6.46). The transformation (6.45) has effectively turned orbital
stability into “regular” stability. Evidence of this fact can be seen in the spectral pictures
of the two linear operators shown in figure 3·2 a) and c). The integrated operator A2
has no eigenvalue at λ = 0, while the original operator A4 does. One can directly check
that the eigenvector associated to this zero eigenvalue of A4 is the derivative of the wave,
ϕ′c(x) = − c2

4 sech
2( c2x). It’s integral,

∫ x
−∞ ϕ′c(z)dz = ϕc(x), is not in L

2 and, therefore, not
an eigenfunction for A2.

In order to determine the asymptotic behavior of solutions to equation (6.46), we first
state some properties of solutions.

Proposition 6.3.2 There exists a constant C such that, given any sufficiently small initial
data in H1, the corresponding solution of equation (6.46) satisfies ||v(t)||H1 ≤ C||v0||H1 for
all t ≥ 0.

Proof First, using the theory of fractional Banach spaces [31], one can show that solutions
to equation (6.46) exist locally in time in Xα, for X = L2. Because the domain of the linear
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operator is given by H2, the embedding theorem 1.6.1 in [31], with α ∈ (3/4, 1), implies

Xα ⊂ Hs, for s < 2α

Xα ⊂ Cν , for 0 ≤ ν < 2α− 1/2. (6.47)

Thus, there exists a T > 0 such that, for all 0 ≤ t < T , v(t) ∈ H1. Furthermore, if T <∞,
then as t→ T , ||v(t)||α →∞.

We now use the fact that ||v||2 ≡
(∫

v2 +A
∫
v2x
)
is equivalent to the H1 norm. The

solution to equation (6.46) satisfies

d

dt

1

2

(∫
v2(x, t)dx+A

∫
v2x(x, t)dx

)

= −
∫
v2x(x, t)−

c2

4

∫
sech2(

c

2
x)v2(x, t)dx−

∫
v(x, t)v2x(x, t)dx

−A
∫
v2xx(x, t) +A

c2

4

∫
sech2(

c

2
x)v2x(x, t)dx+A

∫
vxx(x, t)v

2
x(x, t)dx

≤ −(1−Ac
2

4
− ||v(t)||∞)

∫
v2x(x, t)dx.

We remark that the second nonlinear term can be shown to be zero by integrating by
parts and noting that the solution has sufficient regularity so that the boundary term
vanishes. If we now pick A so that A < 4

c2
and T to be the maximal time such that

sup0≤t≤T ||v(t)|| < 1−A c2

4 , then we see that

d

dt

1

2

(∫
v2(x, t)dx+A

∫
v2x(x, t)dx

)
≤ 0

Hence, if the initial data is such that ||v(0)||H1 ≤ 1−A c2

4 , the above bound must hold for
all t > 0. ¤

We now use the decomposition of solutions that was given in in section 6.2 to determine
the asymptotic behavior of solutions to equation (6.46). Define v1, v2, and v3 to be solutions
of

∂tv1 = ∂2xv1 + c∂xv1 −
[(1 + e−cx)∂xv1 + ce−cxv1]2

(1 + e−cx)3
, (6.48)

∂tv2 = ∂2xv2 − c∂xv2 −
[(1 + e+cx)∂xv2 − ce+cxv2]2

(1 + e+cx)3
, (6.49)

∂tv3 = L3v3 −N3(v3)− F3(x, t), (6.50)
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with initial data given by

v1,2(x, 0) = v(x, 0)− sech(
c

2
x)v(x, 0)

v3(x, 0) = sech(
c

2
x)v(x, 0). (6.51)

In the above equations,

L3v3 = ∂2xv3 +
[
c tanh(

c

2
x)− 2 (a(x, t) + b(x, t))

]
∂xv3

N3(v3) = (∂xv3)
2

F3(x, t) = 2a(x, t)b(x, t) (6.52)

a(x, t) =
∂xv1(x, t)

(1 + e−cx)
+

ce−cx

(1 + e−cx)2
v1(x, t)

b(x, t) =
∂xv2(x, t)

(1 + e+cx)
− ce+cx

(1 + e+cx)2
v2(x, t).

Notice that

v(x, t) =
1

(1 + e−cx)
v1(x, t) +

1

(1 + e+cx)
v2(x, t) + v3(x, t) (6.53)

is the solution to equation (6.46). (See remark 6.2.1.) We will determine the asymptotic
(in time) behavior of v by determining that of v1, v2, and v3. As in section 6.2, we first
study the evolution of v1 and v2 using scaling variables. We state the results for v1. Those
for v2 are similar.

Define the scaling transformation

v1(x, t) =
1

(t+ 1)
w1(

x+ c(t+ 1)√
t+ 1

, log(t+ 1))

η =
x+ c(t+ 1)√

t+ 1
, τ = log(t+ 1). (6.54)

The equation of evolution for w1 is given by

∂τw1 = Lw1 +
1

2
w1 −N(η, τ, w1), (6.55)
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where Lw1 = ∂2ηw1 +
1
2η∂ηw1 +

1
2w1 and

N(η, τ, w1) =
e−τ

(1 + e−cγ(η,τ))
(∂ηw1)

2 +
2ce−

1
2
τe−cγ(η,τ)

(1 + e−cγ(η,τ))2
w1∂ηw1

+
c2e−2cγ(η,τ)

(1 + e−cγ(η,τ))3
w21,

(6.56)

with γ(η, τ) = ηe
τ
2 − ceτ .

In order to apply the center manifold theorem to equation (6.55), we will use the variable
ζ defined via equation (6.31) in section 6.2. We may then write equation (6.55) as

∂τw1 = Lw1 +
1

2
w1 −N(w1, η, ζ)

∂τζ = = −ζ + 1

2
ζ2. (6.57)

Notice that ζ = 0 is stable, and so this additional equation will simply contribute to the
stable manifold. Furthermore, notice that, in the equation for w1, the largest eigenvalue
is now λ0 = 1/2, due to the additional linear term. Thus, to obtain the leading order
asymptotics, we would like to apply the center manifold theorem, theorem 5.2.1, to equation
(6.57) with σc = {1/2} and σs = σ(L) \ σc.

To do so, we must show that the hypothesis 1) - 4) of theorem 5.2.1 are satisfied. Due
to the form of the nonlinearity in (6.57), we will need to work in X = H1(m), where
H1(m) = {u : u, ∂ηu ∈ L2(m)}, rather than L2(m). Although this requires more regularity
in the initial data, this is somewhat natural, as we are working with the integrated form of
equation (6.44).

Proposition 6.3.3 Fix T > 0 and m. For any w1 ∈ C0([0, T ], H1(m)), define

R(τ) =

∫ τ

0
eL(τ−s)N(w1(s))ds. (6.58)

Then R(τ) ∈ C0([0, T ], H1(m)), and there exists a C(m, r0, T ) such that, if w1, w̃1 ∈
C0([0, T ], H1(m)) with sup0≤τ≤T ||w1(τ)||H1(m) ≤ r0 and sup0≤τ≤T ||w̃1(τ)||H1(m) ≤ r0,
then the corresponding integral terms satisfy

sup
0≤τ≤T

||R(τ)− R̃(τ)||H1(m) ≤ C(m,T, r0) sup
0≤τ≤T

||w1(τ)− w̃1(τ)||H1(m).

Furthermore, the constant C(m,T, r0)→ 0 as T → 0 and as r0 → 0.

Proof The proof of this proposition is similar to that of proposition 6.1.3. Note that the
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nonlinearity in the w1 component of equation (6.57) may be written

N(w1, η, ζ) = b1(η, ζ)(∂ηw1)
2 + b2(η, ζ)w1∂ηw1 + b3(η, ζ)w

2
1,

where bi(η, ζ), i = 1, 2, 3, are smooth, bounded functions. Using the bound on the semi-
group given in equation (6.12), we have that

∫ τ

0
||eL(τ−s)(N(w1(s))−N(w̃1(s)))||L2(m)ds

≤
∫ τ

0

C

(a(τ − s)) 1
2
(1− 1

2
)
||(∂ηw1(s))2 − (∂ηw̃1(s))

2||L1(m)ds

+

∫ τ

0

C

(a(τ − s)) 1
2
(1− 1

2
)
||w1(s)∂ηw1(s)− w̃1(s)∂ηw̃1(s)||L1(m)ds

+

∫ τ

0

C

(a(τ − s)) 1
2
(1− 1

2
)
||w21(s)− w̃21(s)||L1(m)ds

≤
∫ τ

0

C

(a(τ − s)) 1
2
(1− 1

2
)

(
||w1(s)||H1(m) + ||w̃1(s)||H1(m)

)
||w1(s)− w̃1(s)||H1(m)ds

≤
(

sup
0≤τ≤T

∫ τ

0

C

(a(τ − s)) 1
2
(1− 1

2
)
ds

)(
sup
0≤τ≤T

||w1(τ)||H1(m) + sup
0≤τ≤T

||w̃1(τ)||H1(m)

)

×
(

sup
0≤τ≤T

||w1(τ)− w̃1(τ)||H1(m)

)
.

The term

∫ τ

0
||∂ηeL(τ−s)(N(w1(s))−N(w̃1(s)))||L2(m)ds

may be bounded similarly, using the estimate in equation (6.12) with α = 1. ¤

Write equation (6.57) as

∂tW = ΛW +N (W, η), (6.59)

where

W =

(
w1
ζ

)
, Λ =

(
L 0
0 −1

)
, N (W, η) =

(
1
2w1 −N(w1, η, ζ)

1
2ζ
2

)
. (6.60)

As in sections 6.1 and 6.2 we will need to cutoff the nonlinearity outside of a neighborhood
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of the origin in H1(m). Let χr0(w1) : H1(m) → R+ be a smooth function satisfying
χr0(w1) = 1 if ||w1||H1(m) ≤ r0, and χr0(w1) = 0 if ||w1||H1(m) ≥ 2r0. We will construct a
center-unstable manifold for the following equation:

∂tW = ΛW +Nr0(W, η), (6.61)

where

Nr0(W, η) =
(
1
2w1 − χr0(w1)N(w1, η, ζ)

1
2ζ
2

)
. (6.62)

Proposition 6.3.4 Given any sufficiently small r0 and sufficiently small w0 ∈ H1(m),
there exists a solution to equation (6.61) satisfying w(τ) ∈ C0([0,∞), H1(m)).

Proof Due to the instability of the spectrum, i.e. the eigenvalue at λ = 1/2, we cannot
expect the solutions to the equation to be bounded for all time. However, they will turn
out to exist for all time, meaning that their H1(m) norm does not become unbounded in
finite time. To see this, we utilize the fact that the nonlinearity has been cutoff outside of
a neighborhood of the origin. Local existence for the nonlinear equation can be obtained
using proposition 6.3.3 and a fixed point argument. On the other hand, solutions to the
linear equation exist globally in time. Therefore, if a solution to the nonlinear equation was
to leave the ball of radius 2r0 in H1(m), then the nonlinearity will become zero, leaving
only the linear evolution. As a result, solutions cannot become unbounded in finite time.
¤

We can now use propositions 6.3.4 and 6.3.3 to show that the hypotheses to theorem
5.2.1 are satisfied. In particular, we have the following result.

Proposition 6.3.5 Let Φr0
1 be the semiflow associated to equation (6.61) at time τ = 1.

Then, if r0 > 0 is sufficiently small, the semigroup can be decomposed as

Φr0
1 = L+R,

where L is a bounded linear map, and R is a globally Lipschitz map such that Lip(R) ≤
C(r0) where C(r0)→ 0 as r0 → 0. Furthermore, R is C1 with R(0) = DR(0) = 0.

Hence, we know that there exists a one-dimensional center-unstable manifold in the
phase space of equation (6.61). Any solution on this manifold can be written (w1(η, τ), ζ(τ)) =
α(τ)φ0(η) + g1(α), where φ0 is the eigenfunction of L associated to the zero eigenvalue,
given in proposition 3.1.4, and g1(α) = O(α2). Therefore, we find that the dynamics on
the center manifold are given by

α̇ =
1

2
α− Pc [χr0N(αφ0 + g1(α), η, ζ)] , (6.63)



125

where Pc is the projection operator associated to the zero eigenvalue of L, given in equation
(6.19). Due to the explicit dependence of the nonlinearity, N , on both η and ζ, it is difficult
to compute the coefficient of the nonlinearity in equation (6.63) explicitly. However, because
the coefficients of N are smooth and bounded, one can show that equation (6.63) must have
the form

α̇ =
1

2
α−B1α2 +O(α3), (6.64)

for some constant B1 > 0. We assume that B1 is sufficiently large so that the fixed
point 1

2B1
lies within the domain in which the center manifold was constructed. Therefore,

α(τ) = 1
2B1

+ O(e− τ
2 ), and w1(η, τ) = 1

2B1
φ0 + g1(

1
2B1

) + O(e− τ
2 ). Transforming back to

the original (x, t) variables, we find that the asymptotic form of v1 is given by

v1(x, t) =
1

2B1
√
4π(t+ 1)

e
− (x+c(t+1))2

4(t+1) +
g1(

1
2B1

)

t+ 1
+O((t+ 1)−

3
2 ). (6.65)

Note that the presence of the term
g1(

1
2B1

)

t+1 implies that solutions have to a nontrivial, self-
similar form that is, in general, not strictly a Gaussian. However, we will assume that the
form of g1(1/2B1) is Gaussian-like. This assumption is motivated by the fact that the self-
similar solutions to equation (6.6) are Gaussian-like for 1 < p < 3, and the most relevant
component of the nonlinearity in equation (6.55) is given by w21. Similarly, one can show
that

v2(x, t) =
1

2B2
√
4π(t+ 1)

e
− (x−c(t+1))2

4(t+1) +
g2(

1
2B2

)

t+ 1
+O((t+ 1)−

3
2 ), (6.66)

where g2(1/2B2) is again Gaussian-like.
This calculation suggests that the relevance of nonlinearities containing derivatives is

different for the linear operator in equation (6.44) than for that of equation (6.1). In
particular, due to the structure of the decomposition in equation (6.53), when a derivative
gets applied to v, terms result in which the derivative gets applied only to the exponential
prefactors, rather than the component functions themselves. Therefore, in some sense the
derivative is no less relevant than the function itself, when it appears in a polynomial
nonlinearity.

On the other hand, the Gaussian and Gaussian-like terms in the expansions for v1 and
v2 actually decay exponentially in time in the original (x, t) variables. When combined
with the exponential prefactors in the decomposition of solutions given in equation (6.53),
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we see that

e
− (x+c(t+1))2

4(t+1)

1 + e−cx
= sech(

c

2
x)e−

c2

4
(t+1)e

− x2

4(t+1) . (6.67)

This implies that the temporal decay of v1
1+e−cx and v2

1+e−cx will actually be governed by
the seemingly higher order terms in equations (6.65) and (6.65). If the initial data lies in
L2(m), we have that

v1(x, t)

1 + e−cx
+

v2(x, t)

1 + e+cx
= O((t+ 1)−

2m+1
4 ). (6.68)

As a result, the nonlinearity in equation (6.46) does not play a key role in determining the
asymptotic dynamics of solutions. Hence, one could argue that it is, in fact, irrelevant.

We remark that an intuitive explanation for this behavior is as follows. Recall that
in section 3.2 the relationship between the inflowing nature of the linear operator ∂2x +
tanh( c2x)∂x and the decay rate of solutions was discussed. It is the asymptotic (in space)
structure of the linear operator that determines if it is inflowing or outflowing. In turn, the
asymptotic structure of the operator is directly related to its essential spectrum. Therefore,
it makes sense that it should be the location of essential spectrum that governs the large
time behavior of solutions.

We must now determine the dynamics of v3. We will analyze this equation using an
exponential weight, as in section 6.2. This technique was introduced in [52] to push the
essential spectrum of the linear operator off the imaginary axis, which allows for more
control of the behavior of solutions. Note that this will not impose any exponential decay
requirements on the initial data for v. (See remark 6.2.1.) Define w3 ≡ cosh( c2x)v3. The
equation of evolution for w3 is given by

∂tw3 = L̃3w3 − Ñ3(w3, x)− F̃3(x, t), (6.69)

where

L̃3w3 = ∂2xw3 − 2(a(x, t) + b(x, t))∂xw3 −
(
c2

4
− c tanh( c

2
x)(a(x, t) + b(x, t))

)
w3

Ñ3(w3, x) = sech(
c

2
x)
(
− c
2
tanh(

c

2
x)w3 + ∂xw3

)2
(6.70)

F̃3(x, t) = cosh(
c

2
x)F3(x, t).
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In order to analyze the evolution of w3, we will split up the linear operator as

L̃3w3 = (∂2x −
c2

4
)w +B(t)w

B(t)w3 = −2(a(x, t) + b(x, t))∂xw3 + c tanh(
c

2
x)(a(x, t) + b(x, t))w3 (6.71)

and study the following integral form of the solution:

w3(t) = e(∂
2
x− c2

4
)tw3(0)−

∫ t

0
e(∂

2
x− c2

4
)(t−s)B(s)w3(s)ds−

∫ t

0
e(∂

2
x− c2

4
)(t−s)Ñ3(w3(s))ds

−
∫ t

0
e(∂

2
x− c2

4
)(t−s)F̃3(s)ds.

(6.72)

Intuitively, one can see that the large time evolution of w3 should be governed by the
last term on the right hand side of the above equation. This is because the semigroup

e(∂
2
x− c2

4
)t decays exponentially in time, and so the first three terms on the right hand side

of equation (6.72) will, as well. Therefore, the behavior of solutions will be governed by
the inhomogeneity, F̃3.

To see this rigorously, we first must prove some existence results for equation (6.69).

Proposition 6.3.6 Given any sufficiently small initial data in H1, there exists a T > 0
and a solution to equation (6.72) satisfying w3(t) ∈ C0([0, T ), H1).

Proof Consider the Banach space Y = {w(t) ∈ C0([0, T ), H1) such that w(0) = w3(0)},
equipped with the norm ||w||Y = sup0≤t≤T ||w(t)||H1 , and let Yr(w3(0)) be the ball of radius
r in Y centered at w3(0). Define the map

G(w)(t) = e(∂
2
x− c2

4
)tw3(0)−

∫ t

0
e(∂

2
x− c2

4
)(t−s)B(s)w(s)ds−

∫ t

0
e(∂

2
x− c2

4
)(t−s)Ñ3(w(s))ds

−
∫ t

0
e(∂

2
x− c2

4
)(t−s)F̃3(s)ds.

Local existence of solutions will follow if we can show that G : Yr → Yr and is a contraction
there. To see this, first note that

||e(∂2
x− c2

4
)tu||H1 ≤ Ce−

c2

4
tmax

(
1

t
1
4

,
1

t
3
4

)
||u||L1 .
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Next, we may bound

||B(s)(w(s)− w̃(s)||L1 ≤ C(||v1(s)||H1 + ||v2(s)||H1)||w(s)− w̃(s)||H1

||Ñ3(w(s))− Ñ3(w̃(s))||L1 ≤ C(||w(s)||H1 + ||w̃(s)||H1)||w(s)− w̃(s)||H1 (6.73)

||F̃3(s)||L1 ≤ C(||v1(s)||H1 + ||v2(s)||H1).

In addition, from the expansions of v1 and v2 given in equations (6.65) and (6.66), we have
that

||vi(t)||H1 ≤ C. (6.74)

We now show that G : Yr → Yr and is continuous.

||G(w(t))− w3(0)||H1 ≤ ||e(∂2
x− c2

4
)tw(t)− w3(0)||H1

+

∫ t

0

Ce−
c2

4
t

(t− s) 3
4

(||v1(s)||H1 + ||v2(s)||H1)||w(s)||H1ds+

∫ t

0

Ce−
c2

4
t

(t− s) 3
4

||w(s)||2H1ds

+

∫ t

0

Ce−
c2

4
t

(t− s) 3
4

(||v1(s)||H1 + ||v2(s)||H1)ds.

To bound the first term, recall that e(∂
2
x− c2

4
)t generates an analytic semigroup on L2, and

is therefore pointwise continuous there. As a result, we may bound

||e(∂2
x− c2

4
)tw(t)− w3(0)||2H1 ≤ ||e(∂2

x− c2

4
)tw(t)− w3(0)||2L2

+ ||e(∂2
x− c2

4
)t∂xw(t)− ∂xw3(0)||2L2

≤ C(T )

where C(T )→ 0 as T → 0.
To bound the remaining three terms, use equation (6.74) and the fact that

∫ t

0

Ce−
c2

4
t

(t− s) 3
4

ds ≤ CT
1
4

for all 0 ≤ t ≤ T .
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To see that G is a contraction, we compute

||G(w)(t)−G(w̃(t))||H1 ≤
∫ t

0

Ce−
c2

4
t

(t− s) 3
4

C(||v1(s)||H1 + ||v2(s)||H1)||w(s)− w̃(s)||H1

+

∫ t

0

Ce−
c2

4
t

(t− s) 3
4

C(||w(s)||H1 + ||w̃(s)||H1)||w(s)− w̃(s)||H1 .

Hence,

sup
0≤t≤T

||G(w)(t)−G(w̃(t))||H1 ≤ C(T, r0) sup
0≤t≤T

||w(s)− w̃(s)||H1 ,

which proves the result. ¤

We now show that the inhomogeneity governs the large time behavior of w3. Recall the
asymptotic expansions of v1 and v2, given in equations (6.65) and (6.66). The Gaussian-like
leading order terms actually decay exponentially in the (x, t) variables, and, as a result, the
temporal decay rate of the solution will be governed by the seemingly higher order terms.

If one works in the space H1(m), these terms decay at a rate given by e−
2m+1

4
τ . Therefore,

we have

||v1,2(t)||H1 ≤ C(v1,2(0))

(t+ 1)
2m+1

4

, (6.75)

where C(v1,2(0))→ 0 as ||v1,2(0)||H1(m) → 0. Note that this estimate is in terms of the H1

norm because ||v1,2(t)||H1 ≤ C||w1,2(τ)||H1(m), and the asymptotic expansions for w1,2 were

carried out in the space H1(m). The main idea is to show that ||w3(t)|| ≤ C(t + 1)−
2m+1

4

for t ≥ 0, as well.

Proposition 6.3.7 Let v1,2 ∈ C0([0,∞), H1(m)) be the solutions to equations (6.48) and
(6.49) with initial data v1,2(0) ∈ H1(m). Let w3 ∈ C0([0, T ), H1) be the solution to equation
(6.69) with initial data w3(0) ∈ H1. Then w3 ∈ C0([0,∞), H1) and satisfies

||w3(t)||H1 ≤ C

(t+ 1)
2m+1

4

.

Proof Using the integral form of the solution given in equation (6.72), the fact that

||e(∂2
x− c2

4
)tu||H1 ≤ Ce−

c2

4
t||u||H1 , and the bounds given in equation (6.73), we may esti-
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mate

||w3(t)||H1 ≤ Ce−
c2

4
t||w3(0)||H1 + C

∫ t

0

e−
c2

4
(t−s)

(t− s)β (||v1(s)||H1 + ||v2(s)||H1)||w(s)||H1ds

+ C

∫ t

0

e−
c2

4
(t−s)

(t− s)β ||w(s)||
2
H1ds

+ C

∫ t

0

e−
c2

4
(t−s)

(t− s)β (||v1(s)||H1 + ||v2(s)||H1)ds,

where 0 < β < 1. Define |||w3||| = sup0≤t≤T (t+ 1)
2m+1

4 ||w3(t)||H1 . We then have

|||w3||| ≤ C sup
0≤t≤T

(t+ 1)
2m+1

4 e−
c2

4
t||w3(0)||H1

+ C(v1,2(0)) sup
0≤t≤T

(t+ 1)
2m+1

4

∫ t

0

e−
c2

4
(t−s)

(t− s)β
1

(s+ 1)
2m+1

2

ds|||w3|||

+ C sup
0≤t≤T

(t+ 1)
2m+1

4

∫ t

0

e−
c2

4
(t−s)

(t− s)β
1

(s+ 1)
2m+1

2

ds|||w3|||2

+ C(v1,2(0)) sup
0≤t≤T

(t+ 1)
2m+1

4

∫ t

0

e−
c2

4
(t−s)

(t− s)β
1

(s+ 1)
2m+1

4

ds.

Therefore, we see that

|||w3||| (1− C(v1,2(0))−M1|||w3|||) ≤M2||w3(0)||H1 + C(v1,2(0)).

If v1,2(0) are chosen sufficiently small inH1(m) so that 1/2−C(v1,2(0)) > 0 and C(v1,2(0)) ≤
[1/2 − C(v1,2(0))]/(4M1), and T is chosen to be the maximal time such that |||w3||| ≤
[1/2− C(v1,2(0))]/M1, then we have that

|||w3||| ≤ 2M2||w3(0)||H1 + 2C(v1,2(0)).

Therefore, if ||w3(0)||H1 ≤ (1/2 − C(v1,2(0)))/(4M1M2), then the bound must hold for all
t ≥ 0. ¤

We may now combine the asymptotic results for v1, v2, and v3, to obtain

Theorem 6.3.8 Suppose that v(x, 0) ∈ H1(m) is sufficiently small. Then the correspond-
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ing solution to equation (6.46) satisfies v ∈ C0([0,∞), H1) with

||v(t)||H1 ≤ C

(t+ 1)
2m+1

4

. (6.76)

We note that this result and the method used to obtain it are related to the results
of [35] and [60], respectively. In [35] it was shown the the traveling wave solution to
Burgers equation is stable in algebraically weighted L∞ spaces, with an algebraic decay
rate similar to the one in equation (6.76). The main advantage to using the decomposition
of the solution, outlined above, is that it provides additional information on the underlying
structure that governs the decay of perturbations.

Results of a slightly different type were given in [60]. In this paper, the authors provided
an explicit condition for the nonlinear stability of the wave, which was obtained using
detailed bounds on the Green’s function associated to the resolvent operator. These bounds
were proved by decomposing the Green’s functions using its scattering structure. One
similarity between the approach considered here and that in [60] is that in both cases a
more detailed view of the asymptotics is obtained by decomposing the evolution of the
perturbation into “near-filed” and “far-field” components.



Chapter 7

Global Stability

In this chapter the global stability of solutions to PDEs is discussed. First, we present an
introduction to Lyapunov functionals and LaSalle’s Invariance Principle. Next, those ideas
are used to demonstrate that the traveling front in Burgers equation is globally stable.

7.1 Lyapunov Functionals and LaSalle’s Invariance Principle

In this section a brief introduction to Lyapunov functionals and LaSalle’s Invariance Prin-
ciple is given. The presentation follows that of [31]. Although the results are stated for
Banach spaces, we remark that one could work in any complete metric space. Throughout
this discussion, the semiflow generated by a nonlinear PDE will be referred to as a dynam-
ical system and be denoted by {S(t)}t≥0. In other words, if u(x, t) is the solution to a
nonlinear PDE with initial data u0, then we denote it by u(t) = S(t)u0. We use the notion
S(t), rather than T (t), to distinguish it from the flow generated by the linear semigroup.
We begin with some definitions.

Definition 7.1.1 Let {S(t)}t≥0 be a dynamical system on a Banach space X. For any
u ∈ X, the orbit through u is given by

γ(u) = {S(t)u, t ≥ 0}.

We say that u is an equilibrium point (or stationary solution) if γ(u) = u. It is stable
if for any ε > 0 there exists a δ = δ(ε) > 0 such that for all t ≥ 0

||u− v||X < δ ⇒ ||S(t)v − u||X < ε.

It is asymptotically stable if δ can be chosen so that ||S(t)v − u||X → 0 as t→∞.

Next, we define a Lyapunov functional.

Definition 7.1.2 A Lyapunov functional is a continuous function V : X → R such
that

V̇ (u) = lim sup
t→0+

1

t
(V (S(t)u)− V (u)) ≤ 0,

for all u ∈ X.

132
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The standard theorem relating Lyapunov functionals to the stability of an equilibrium point
is as follows.

Theorem 7.1.3 [31] Suppose u ≡ 0 is an equilibrium solution of a dynamical system
{S(t)}t≥0 on X. In addition, suppose there exists a continuous, strictly increasing function
c1 : R → R satisfying c1(0) = 0 and c1(r) > 0 if r > 0 such that V (0) = 0 and V (u) ≥
c1(||u||X). Then u ≡ 0 is stable. Furthermore, if V̇ (u) ≤ −c2(||u||), where c2 is also
continuous, increasing, and positive with c2(0) = 0, then u ≡ 0 is asymptotically stable.

Although it is not explicitly stated, this theorem implies that the basin of attraction of
u ≡ 0 includes any subset of X for which the assumptions hold. Hence, if the assumptions
hold for all u ∈ X, then 0 is globally stable.

Although this result is quite nice, it is typically difficult to find a Lyapunov functional
satisfying the additional assumptions stated in the above theorem. As a result, we often
work instead with a result known as LaSalle’s Invariance Principle, as it has less stringent
assumptions. In order to state the theorem, we’ll need the following definitions.

Definition 7.1.4 A set K ⊂ X is invariant with respect to the dynamical system {S(t)}t≥0
if for any u0 ∈ K there exists a continuous curve u : R→ K such that u(0) = u0 and

S(t)u(τ) = u(t+ τ), for τ ∈ R and t ≥ 0.

Definition 7.1.5 The omega limit set, or ω-limit set, of u is defined to be

ω(u) = {v ∈ X : ∃tn →∞ such that S(tn)u→ v}.

Theorem 7.1.6 LaSalle’s Invariance Principle [31] Suppose V is a Lyapunov func-
tional on X. Let E = {u ∈ X : V̇ (u) = 0} and M be the maximal invariant subset of E. If
u0 is any initial data whose orbit is contained in a compact subset of X, then S(t)u0 →M
as t→∞.

Therefore, if one can prove that all solutions to a given nonlinear PDE with initial data
in X have orbits that are contained in a compact subset of X, then the set M is globally
stable.

As mentioned above in section 6.3, when studying the stability of traveling waves one
is often interested in the orbital stability of the wave. Thus, stability of the wave means
that solutions converges to some translate of the wave. This family of translates of the
wave manifests itself as a center manifold of stationary solutions in the phase space of
perturbations of the wave. Thus, perturbations typically approach some member of this
set of stationary solutions, which, in the context of Burgers equation, will be represented
by the set M in the above theorem.

The compactness assumption is necessary to insure that trajectories have a limit point
and don’t “run off to infinity.” Roughly speaking, this is due to the fact that any continuous,
decreasing function that is defined on a compact set must have a limit point.
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7.2 Global Stability of the Traveling Front in Burgers Equation

We are interested in studying the global stability of traveling fronts in Burgers Equation.
Local stability of these solutions was studied in section 6.3, and for convenience we restate
here those results that will be relevant for the global stability argument.

Burgers equation is given by

∂tU(y, t) = ∂2yU(y, t)− ∂y(U2(y, t)), (7.1)

and the traveling front, which is a stationary solution with respect to the moving coordinate
x = y − ct, is given by

ϕc(x) =
c

1 + ecx
. (7.2)

Recall that, in order to study stability, we define U(y, t) = ϕ(x) + u(x, t) and study the
evolution of u, which is given by the equation

ut = uxx + ctanh(
c

2
x)ux +

c2

2
sech2(

c

2
x)u− 2uux. (7.3)

7.2.1 Definition of the Lyapunov Functional

One tool that can be used in studying Burgers equation is the Cole-Hopf transformation,
which turns the nonlinear Burgers equation into the linear heat equation. Because equa-
tion (7.3) is related to Burgers equation, one might think that applying the Cole-Hopf
transformation to it would be useful, as well. To do so, define

w(x, t) = u(x, t)exp[−
∫ x

−∞
u(z, t)dz], (7.4)

and apply this transformation to (7.3). We find that

wt = wxx + ctanh(
c

2
x)wx +

c2

2
sech2(

c

2
x)w. (7.5)

Note that the Cole-Hopf transformation has simply removed the nonlinear term from equa-
tion (7.3). This is extremely useful because equation (7.5) is a Fokker-Plank equation, i.e.
an equation of the form

wt = ∂x
(
wx +W ′(x)w

)
, (7.6)
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where the function W (x) is known as the potential function. For equation (7.5), we have
that W (x) = 2log

[
cosh( c2x)

]
.

It is known that for equation (7.6) there is a one parameter family of stationary solutions,
w∞(x) = αe−W (x), for α ∈ R. These solutions can be shown to be globally stable by
considering the Lyapunov functional defined by

H[w](t) =

∫ +∞

−∞
w(x, t) log[

w(x, t)

e−W (x)
]dx. (7.7)

For global stability arguments regarding linear Fokker-Plank equations, see, for example,
[39] and [56]. This leads one to guess that a Lyapunov functional for (7.3) would be given
by

E [u](t) =
∫ +∞

−∞
u(x, t)e−

∫ x
−∞ u(z,t)dz log

[
u(x, t)e−

∫ x
−∞ u(z,t)dz

e−W (x)

]
dx, (7.8)

with W (x) = 2log
[
cosh( c2x)

]
. If we formally differentiate E , we obtain

Ė(t) = −
∫ +∞

−∞
u(x, t)e−

∫ x
−∞ u(z,t)dz

(
∂x log

[
u(x, t)e−

∫ x
−∞ u(z,t)dz

e−W (x)

])2
dx. (7.9)

This will be negative as long as u(x, t) ≥ 0. (It turns out that this requirement is not
necessary for the proof of global stability, as we will see below.) Therefore, we see that E
is, in fact, a Lyapunov functional for equation (7.3).

To make this argument rigorous, we will apply LaSalle’s Invariance principle, theorem
7.1.6. The maximal invariant set, M , in the statement of the theorem will be the one-
parameter family of translates of the wave. We note that the following argument is similar
to that of [26], in which the global stability of vortex solutions of the two-dimensional
Navier-Stokes equations was studied.

7.2.2 Properties of Solutions in L1(R)

First, we study the equation (7.3) in L1(R). Properties of the solution in this space will be
used to remove the positivity requirement in equation (7.9).

The linear operator, A = ∂2x+ctanh(
c
2x)∂x+

c2

2 sech
2( c2x), is the generator of an analytic

semigroup in L1. By using the theory of fractional Banach spaces in [31], we may conclude
that solutions to equation (7.3) exist at least locally in time in L1. To see that solutions
exist globally as well, we will show that ||u(t)||L1 is decreasing in time. Before doing so, we
will need the following proposition about the positivity of solutions:
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Lemma 7.2.1 Given initial data u0 ∈ X such that u0(x) ≥ 0, the corresponding solution
to equation (7.3) satisfies u(x, t) > 0 for all x ∈ R and t > 0.

Proof The statement follows by applying the maximum principle, theorem 7 in chapter
3, section 3 of [46], to equation (7.5) and noting that the Cole-Hopf transformation (7.4)
preserves positivity. We remark that the maximum principle could also be directly applied
to equation (7.3), due to the fact that the nonlinearity is a perfect derivative and, hence,
will vanish at any maximum point. ¤

Consider the function Φ : L1(R)→ R+ defined by

Φ(u) =

∫
|u(ξ)|dξ (7.10)

and define

Σ =

{
u ∈ L1(R) :

∫
|u(ξ)|dξ = |

∫
u(ξ)dξ|

}
, (7.11)

the set of all functions that are almost everywhere of the same sign. Note that, by lemma
7.2.1, this set is positively invariant under the flow of (7.3). We also note that for any
initial data in L1,

∫

R
u(ξ, t)dξ =

∫

R
u(ξ, 0)dξ. (7.12)

Proposition 7.2.2 Let u0 ∈ L1(R). The corresponding solution to equation (7.3) satisfies
u ∈ C0([0,∞), L1(R)). In addition, Φ[u](t) ≤ Φ[u0] for all t ≥ 0, and Φ[u](t) = Φ[u0] for
all t ≥ 0 if and only if u0 ∈ Σ.

Proof The proof is similar to that of Lemma 3.1 in [26]. If u0 ∈ Σ, then u(t) ∈ Σ for all
t ≥ 0. Thus we have

Φ(u(t)) =

∣∣∣∣
∫

R
u(ξ, t)dξ

∣∣∣∣ =
∣∣∣∣
∫

R
u(ξ, 0)dξ

∣∣∣∣ = Φ(u0).

Suppose now that u0 /∈ Σ. Then u0 = u+0 − u−0 , where

u+0 (ξ) = max(u0(ξ), 0) ≥ 0, u−0 (ξ) = −min(u0(ξ), 0) ≥ 0.

By assumption, both u+0 and u−0 are positive on a set of positive Lebesgue measure. Let
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u1 and u2 be solutions of

∂tu1 = Au1 − 2u1∂ξu1,

∂tu2 = Au2 + 2u2∂ξu2 − 2∂ξ(u1u2)

for t ≥ 0 and with initial data u1(ξ, 0) = u+0 and u2(ξ, 0) = u−0 . We see that

∫

R
u1(ξ, t)dξ =

∫

R
u+0 (ξ)dξ,

∫

R
u2(ξ, t)dξ =

∫

R
u−0 (ξ)dξ,

for all t ≥ 0. Moreover, by a maximum principle argument similar to that of lemma 7.2.1,
we have u1(ξ, t) > 0 and u2(ξ, t) > 0 for all ξ ∈ R and t > 0. Thus, one can verify that u1,
u2 ∈ C0([0,∞), L1).

By construction, u = u1 − u2, and so

|u(ξ, t)| = |u1(ξ, t)− u2(ξ, t)| < u1(ξ, t) + u2(ξ, t),

for all ξ ∈ R and t > 0. Thus, we have that

∫

R
|u(ξ, t)|dξ <

∫

R
(u1(ξ, t) + u2(ξ, t))dξ

=

∫

R
u+0 (ξ) + u−0 (ξ)dξ =

∫

R
|u(ξ, 0)|dξ,

for all t ≥ 0. Therefore, Φ(u(t)) < Φ(u(0)) for all t ≥ 0. ¤

This argument shows that Φ, which is just the L1 norm of solutions, is a Lyapunov
functional for equation (7.3). We next prove a result regarding the compactness of the
omega limit sets of solutions.

Proposition 7.2.3 Let u0 ∈ L1, and suppose u ∈ C0([0,∞), L1(R) is the corresponding
solution of equation (7.3). Then the trajectory {u(t)}t≥0 is relatively compact in L1.

ProofWe will apply the Riesz criterion ([47], Theorem XIII.66) first to equation (7.5), and
then show how the result can be extended to equation (7.3). In order to conclude that the
trajectory {w(t)}t≥0, corresponding to equation (7.5), is relatively compact in L1, we must
show

1. For any ε > 0 there exists a K ⊂ R such that

∫

R\K
|w(x, t)|dx ≤ ε for all t ≥ 0,



138

2. For any ε > 0 there exists a δ > 0 such that if |z| < δ then

∫

R
|w(x− z, t)− w(x, t)|dx ≤ ε for all t ≥ 0. (7.13)

The solution to equation (7.5) can be written as

w(x, t) = ∂x

(
2

1 + e−cx
1√
4πt

∫
e−

(y−(x+ct))2

4t

∫ y

−∞
w0(s)dsdy

)

+ ∂x

(
2

1 + e+cx
1√
4πt

∫
e−

(y−(x−ct))2

4t

∫ y

−∞
w0(s)dsdy

)

=

(
2

1 + e−cx
1√
4πt

∫
e−

(y−(x+ct))2

4t w0(y)dy +
2

1 + e+cx
1√
4πt

∫
e−

(y−(x−ct))2

4t w0(y)dy

)

+
c

2
sech2(

c

2
x)

1√
4πt

∫ (∫ y

−∞
e−

(z−(x+ct))2

4t dz

)
w0(y)dy

− c

2
sech2(

c

2
x)

1√
4πt

∫ (∫ y

−∞
e−

(z−(x−ct))2

4t dz

)
w0(y)dy.

The terms involving a hyperbolic secant may be bounded by

||w0||L1

∫

R\K
sech2(

c

2
x)dx ≤ ε(K)||w0||L1 .

To deal with the remaining two terms, we will recombine them using the exponential factors,
and then split up the integral:

∫

R\K
| 1√

4πt
sech(

c

2
x)e−

c2

4
t

∫

|y|≥R
e−

(x−y)2

4t cosh(
c

2
y)w0(y)dy|

+

∫

R\K
| 1√

4πt
sech(

c

2
x)e−

c2

4
t

∫

|y|≤R
e−

(x−y)2

4t cosh(
c

2
y)w0(y)dy|dx.

In the first term, we will again split the integrand into two terms, which gives us

∫

R\K

2

1 + e−cx
1√
4πt

∫

|y|≥R
e−

(y−(x+ct))2

4t w0(y)dy

+

∫

R\K

2

1 + e+cx
1√
4πt

∫

|y|≥R
e−

(y−(x−ct))2

4t w0(y)dy

≤ C

∫

|y|≥R
w0(y)dy ≤ ε(R),
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where we have used Fubini’s theorem to first integrate the Gaussian with respect to x. If
we now chose K = {|x| ≤ 2R}, we may bound the integrals involving |y| ≤ R using the
fact that

|x− y| ≥ |x| − |y| ≥ |x|
2
, if |x| ≥ 2R and |y| ≤ R.

In addition, when |x| ≥ 2R and |y| ≤ R, the term sech( c2x) cosh(
c
2y) may be bounded

independent of R. Hence, we have that

∫

R\K
| 1√

4πt
sech(

c

2
x)e−

c2

4
t

∫

|y|≤R
e−

(x−y)2

4t cosh(
c

2
y)w0(y)dy|dx

≤
∫

|x|≥2R

∫

|y|≤R
| 1√

4πt
e−

c2

4
te−

x2

16tw0(y)|dydx

≤ ||w0||L1

e−
c2

4
t

√
4πt

∫

|x|≥2R
e−

x2

16tdx ≤ ε(R).

The final inequality follows by choosing R sufficiently large so that, for 0 < t ≤ T , the

integral of the Gaussian is sufficiently small, while for t > T , the exponential factor e−
c2

4
t

is sufficiently small. Hence, we have proven item 1) of the Riesz criterion.
To prove item 2) of the Riesz criterion, we note that one can explicitly check that

|∂xw(x, t)| ≤ K||w0||L1 for all t ≥ 0. Therefore, we have that, if δ < 1 is sufficiently small,

∫

|x|≥R
|w(x− z, t)− w(x, t)|dx ≤

∫

|x|≥R
|w(x− z, t)|+

∫

|x|≥R
|w(x, t)|dx

≤ 2

∫
|x| ≥ R− 1|w(x, t)|dx

≤ 2

∫
|x| ≥ R− 1|w(x, 0)|dx

≤ 2ε

3
.

In addition,

∫

|x|≤R
|w(x− z, t)− w(x, t)|dx ≤ 2R sup

|x|≤R
|w(x− z, t)− w(x, t)|

≤ 2R|z| sup
|x|≤R−1

|wx(x, t)|

≤ K(R, δ, ||w0||L1)

≤ ε

3
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This proves item 2) of the Riesz criterion, and we see that the trajectory {w(t)}t≥0, corre-
sponding to equation (7.5), is relatively compact in L1. To extend this result to {u(t)}t≥0,
corresponding to equation (7.3), note that by inverting equation (7.4) we have

u(x, t) =
w(x, t)

1−
∫ x
−∞w(s, t)ds

.

As a result, item 1) of the Riesz criterion can be written

∫

R\K
|u(x, t)|dx ≤ 1

e−
∫
|u(x,t)|

∫

R\K
|w(x, t)|dx.

Similarly, item 2) can be written

∫

R
|u(x− z, t)− u(x, t)|dx ≤ C

e−
∫
|u(x,t)|

∫

R
|w(x− z, t)− w(x, t)|dx.

Therefore, {u(t)}t≥0 is also relatively compact in L1, which proves the proposition. ¤

We may now apply LaSalle’s Invariance Principle (see theorem 7.1.6) to conclude that,
if u0 ∈ L1, then u(t) is asymptotically contained in the set E, the maximal invariant set
such that Φ̇ = 0. This is given exactly by E = Σ, and, thus, Σ is globally attracting. This
is important because it allows us to remove the positivity requirement from equation (7.9)
in the following manner.

Suppose we take u0 ∈ L1. By the preceding argument, the omega limit set of u0 is
contained in Σ, which means that any element of the omega limit set must be, almost
everywhere, positive or negative. Consider now an element of the omega limit set. If
u(x) ≥ 0 almost everywhere, then the function E , given in equation (7.8), can be used to
show that the solution must approach a translate of the traveling wave. Suppose instead
that u(x) ≤ 0 almost everywhere. Then one must simply define v = −u and consider the
Lyapunov functional

E [v](t) =
∫ +∞

−∞
v(x, t)e

∫ x
−∞ v(z,t)dz log

[
v(x, t)e

∫ x
−∞ v(z,t)dz

e−W (x)

]
dx.

One can then show that

Ė(t) = −
∫ +∞

−∞
v(x, t)e

∫ x
−∞ v(z,t)dz

(
∂x log

[
v(x, t)e

∫ x
−∞ v(z,t)dz

e−W (x)

])2
dx,

which concludes the argument.



141

7.2.3 Global Stability of the traveling front

In order to complete the global stability argument, we must show that E , given in equation
(7.8), is a Lyapunov functional for equation (7.3) in an appropriately defined Banach space
whose maximal invariant set is given by the family of translates of the traveling wave.

From equation (7.9) we see formally that the set of solutions for which Ė = 0 is given
by the set of solutions that satisfy

0 = ux + ctanh(
c

2
x)u− u2. (7.14)

This family of solutions is given by

uK∞(x) =
c
2sech

2( c2x)

K − tanh( c2x)
; |K| > 1, (7.15)

which corresponds exactly to the family of translates of the wave. To see this, notice that

ϕ(x) + uK∞(x) =
c

1 + ecx
+

c
2sech

2( c2x)

K − tanh( c2x)

=
c
2e
− c

2
xsech( c2x)

(
K − tanh( c2x)

)
+ c
2sech

2( c2x)

K − tanh( c2x)

=
c
2e
− c

2
x
(
K − tanh( c2x)

)
+ c
2sech(

c
2x)

K cosh( c2x)− sinh( c2x)

=
c
2e
− c

2
x
(
K − tanh( c2x)

)
+ c
2sech(

c
2x)

1
2(K + 1)e−

c
2
x
(
1 + ec(δ+x)

)

=
c

1 + ec(δ+x)
,

where δ = 1
c log(

K−1
K+1). Note also that

∫
R u

K
∞(x)dξ = log(K+1K−1).

The difficulty now lies in choosing the appropriate Banach space within which to work.
In such a space, solutions to equation (7.3) must exist globally in time with relatively
compact trajectories, and the function E must be continuous. Although the arguments of
section 7.2.2 suggest that L1 is a natural choice, it is difficult to prove continuity of E there.
On the other hand, it is not too difficult to show that E is continuous in the algebraically
weighted spaces L2(m), defined in equation (3.18), for m ≥ 3. However, these spaces do not

seem natural for the semigroup generated by the operator ∂2x+ c∂xtanh(
c
2x)+

c2

2 sech
2( c2x).

The completion of this argument is the subject of current work. We note that this problem
illustrates an important point: sometimes one can find relatively strong evidence suggesting
a certain result, but rigorously justifying it can be quite difficult!



Bibliography

[1] J. Alexander, Robert A. Gardner, and Christopher K. R. T. Jones. A topological
invariant arising in the stability analysis of travelling waves. J. Reine Angew. Math.,
410:167–212, 1990.

[2] Peter W. Bates and Christopher K. R. T. Jones. Invariant manifolds for semilinear
partial differential equations. In Dynamics reported, Vol. 2, volume 2 of Dynam.
Report. Ser. Dynam. Systems Appl., pages 1–38. Wiley, Chichester, 1989.

[3] Margaret Beck, Arjen Doelman, and Tasso J. Kaper. A geometric construction of
traveling waves in a bioremediation model. J. Nonlinear Sci., To Appear.

[4] Joke G. Blom and Paul A. Zegeling. Algorithm 731: A moving grid interface for sys-
tems of one-dimensional time-dependent partial differential equations. ACM Transac-
tions on Mathematical Software, 20(2):194–214, 1994.

[5] Jean Bricmont and Antti Kupiainen. Renormalizing partial differential equations. In
Constructive physics (Palaiseau, 1994), volume 446 of Lecture Notes in Phys., pages
83–115. Springer, Berlin, 1995.

[6] Jean Bricmont, Antti Kupiainen, and G. Lin. Renormalization group and asymptotics
of solutions of nonlinear parabolic equations. Comm. Pure Appl. Math., 47(6):893–922,
1994.

[7] Johannes M. Burgers. Application of a model system to illustrate some points on the
statistical theory of free turbulence. Proc. Kon. Ned. Akad. Wet., 43(1):2–12, 1940.

[8] Johannes M. Burgers. A mathematical model illustrating the theory of turbulence.
Advances in Applied Mechanics, 1:171–199, 1948.

[9] Jack Carr. Applications of centre manifold theory, volume 35 of Applied Mathematical
Sciences. Springer-Verlag, New York, 1981.

[10] Xu-Yan Chen, Jack K. Hale, and Bin Tan. Invariant foliations for C1 semigroups in
Banach spaces. J. Differential Equations, 139(2):283–318, 1997.

[11] Carmen Chicone and Yuri Latushkin. Evolution semigroups in dynamical systems and
differential equations, volume 70 of Mathematical Surveys and Monographs. American
Mathematical Society, Providence, RI, 1999.

[12] Earl A. Coddington and Norman Levinson. Theory of ordinary differential equations.
McGraw-Hill Book Company, Inc., New York-Toronto-London, 1955.

142



143

[13] Arjen Doelman, Robert A. Gardner, and Tasso J. Kaper. Large stable pulse solutions
in reaction-diffusion equations. IU Math. J., 50(1):443–507, 2001.

[14] Arjen Doelman, Robert A. Gardner, and Tasso J. Kaper. A stability index analysis of
1-d patterns of the Gray-Scott model. Memoirs of the American Mathematical Society,
155(737):1–64, January 2002.

[15] Klaus-Jochen Engel and Rainer Nagel. One-parameter semigroups for linear evolution
equations, volume 194 of Graduate Texts in Mathematics. Springer-Verlag, New York,
2000. With contributions by S. Brendle, M. Campiti, T. Hahn, G. Metafune, G. Nickel,
D. Pallara, C. Perazzoli, A. Rhandi, S. Romanelli and R. Schnaubelt.

[16] John W. Evans. Nerve axon equations. I. Linear approximations. Indiana Univ. Math.
J., 21:877–885, 1971/72.

[17] John W. Evans. Nerve axon equations. II. Stability at rest. Indiana Univ. Math. J.,
22:75–90, 1972/73.

[18] John W. Evans. Nerve axon equations. III. Stability of the nerve impulse. Indiana
Univ. Math. J., 22:577–593, 1972/73.

[19] John W. Evans. Nerve axon equations. IV. The stable and the unstable impulse.
Indiana Univ. Math. J., 24(12):1169–1190, 1974/75.

[20] Neil Fenichel. Persistence and smoothness of invariant manifolds for flows. Indiana
Univ. Math. J., 21:193–226, 1971/1972.

[21] Neil Fenichel. Geometric singular perturbation theory for ordinary differential equa-
tions. J. Differential Equations, 31(1):53–98, 1979.

[22] Hiroshi Fujita. On the blowing up of solutions of the Cauchy problem for ut = ∆u+
u1+α. J. Fac. Sci. Univ. Tokyo Sect. I, 13:109–124 (1966), 1966.

[23] Thierry Gallay. A center-stable manifold theorem for differential equations in Banach
spaces. Comm. Math. Phys., 152(2):249–268, 1993.
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