Abstract—Gene expression (microarray) data have been used widely in bioinformatics. The expression data of a large number of genes from small numbers of subjects are used to identify informative biomarkers that may predict or help in diagnosing some disorders. More recently, increasing amounts of information from underlying relationships of the expressed genes have become available, and workers have started to investigate algorithms which can use such a priori information to improve classification or regression based on gene expression. In this paper, we describe three novel machine learning algorithms for regularizing (smoothing) microarray expression values defined on gene sets with known prior network or metric structures, and which exploit this gene interaction information. These regularized expression values can be used with any machine classifier with the goal of better classification. In this paper, we investigate algorithms which can use such a priori information to improve classification or regression based on gene expression feature vectors using distance measures defined by biological networks. Such a priori smoothing (denoising) of the feature vectors using metrics on the index space (here the space of genes) yields better signal to noise ratios in the data. When tested on two breast cancer datasets, support vector machine classifiers trained on the smoothed expression values obtain better areas under ROC curves in two cancer datasets.
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I. INTRODUCTION

In computational biology, genome-wide microarray expression profiles have proved to be informative for phenotype classifications, for example classifications involving disease diagnosis, prognosis, and etiology [1], [2], [3]. Some technical challenges in the use of such information include problems related to feature selection and noise reduction. Feature selection, in the context of phenotype classification, aims to select a small group of features (e.g. genes) as biomarkers which can help eliminate irrelevant information by restricting to these most informative features (e.g. highly differentially expressed genes), in addition to triggering further biological/clinical investigation of the disorder mechanism [4], [5], [6], [7], [8]. Nevertheless, the tremendous amount of noise residing in the expression profiles limits the performance of classification. This is due to the randomized character of the microarray tissue selection and hybridization process, as well as measurement noise and other factors. In addition, because a biological disorder is usually caused by a smaller number of genes, irrelevant genetic correlations due to the dynamics of biological processes mask the disease-related biomarkers under a huge amount of information (the problem of too many genes), with limited improvement through the use of regular feature selection methods.

Recently, methods for denoising gene expression data have drawn attention from researchers. In addition to methods using posterior information (which is internal to the data), some techniques take into account prior information (external to data) involving previously known genetic relationships. Of particular interest are metric-type or ‘distance’ relationships among genes. Such prior relationships are usually represented in the form of networks or graphs to indicate similarity among genes based on gene ontology annotations [9], biological pathways [10], membership in protein modules [11], etc. Gene expression patterns can then be denoised by imposing expression similarity on groups of highly related genes. Along this approach, different methods have been used to obtain denoised expression features [12], [13], [14], [15], [16]. Techniques involving adaptations of more functional and numerical analytic approaches have involved spectral decompositions of gene expression functions [17] and graph wavelet-based denoising of gene expression functions [18].

In this paper we advocate a multifaceted approach which adapts various denoising methods used in statistics (e.g., [19]) and numerical analysis [20]. The denoised feature vectors can help the later implementation of machine learning algorithms and improve the classification/regression performance. In particular, we focus on representing the expression feature vector \( z = (z_1, \ldots, z_n) \) as a function \( f(v) \) over a space \( V \) consisting of genes or their indices. We then adapt analytic smoothing techniques to functions on \( V \), for example, by defining on \( V \) a global metric based on network information from the graph \( G = (V, E) \) [21], [22]. We apply analogs of the above-mentioned analytic tools, e.g., locally constant regularization [23], kernel smoothing [24], and support
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vector regression smoothing [25] to denoising microarray expression features, to illustrate a more general regularization method for feature vectors in machine learning (ML). The regularized (pre-processed) expression features can then be used in training and prediction in standard ML algorithms. As an application we use this method to pre-process expression feature vectors used in support vector machine (SVM) classification of two breast cancer datasets [6], [26] involving prediction of cancer metastasis. Comparing this to the same classifiers using raw (unregularized) expression features, the SVM using denoised expression can improve the area under the prediction ROC curve by 19.6 and 8.6 percentage points, respectively, on the two metastasis datasets.

In contrast to other microarray denoising methods (e.g., PAM [27]), such algorithms use prior knowledge on gene-gene relationships (in a gene space $P$) to smooth the values of their expression feature vectors, while most previous methods have used information from the expression feature space $Z$ itself. More importantly, by considering $Z$ as a function space on $V$, this approach to ‘smoothing’ of expression feature vectors (in $Z$) using network relationships enables adaption to the gene space $V$ and more generally to any space which is the index set $\Omega$ of ML feature vectors of various smoothing/denoising techniques which have been successul in Euclidean spaces. Among these methods, some kernel-based methods (kernel smoothing and support vector regression) can also be shown to be scalable, in that multiple prior networks can be integrated transparently. Though here we use a single network (based on protein-protein interactions) to demonstrate the idea and its implementation, the method can be expanded to multiple networks using standard machine learning kernel combination methods.

II. Method

A. Overview of the Methodologies

We assume our biological machine learning (ML) problem is to estimate the conditional probability $P(Y = 1|z)$, given the observed expression feature vector $z = (z_1, \ldots, z_n)$. Here $Y = 1$ or $-1$ indicates, e.g., disease or normal (or case and control) phenotypes, respectively. We remark that our focus is on the unsupervised denoising of expression feature vectors $z$ (i.e., without reference or knowledge of the label $Y$), rather than on the classification problem, which is downstream from our unsupervised procedure. Depending upon the selection of subsequent ML classification algorithms, this approach can be used to pre-process feature vectors for various ML tasks, including multi-class classifiers and regression predictors.

Our model assumes the observed expression value $z_j$ of gene $v_j$ consists of signal plus noise, i.e.,

$$z_j = f(v_j) + \epsilon_j$$

where $f(\cdot)$ is the underlying target (e.g. gene expression) function to be approximated, while $\epsilon_j$ represents noise, i.e., any additional signal. We assume the $\epsilon_j$ are independent and identically distributed (iid).

Formulating the recovery of $f$ as a regression-like problem requires an analog of a distance metric on the underlying (gene) space $V$, characterizing relationships of genes $v_j$ in $V$. In this paper, we will use the above-mentioned $a$ priori network relationships to derive a prior distance metric on the underlying space $V$ (the index set of genes on which the features are defined) independently of the feature vectors $z$ defined on it. In particular, we use the network structure $G = (V,E)$, where the vertices $v_j \in V$ are genes (or their protein products) and edges $e_j \in E$ (edges) are a set of interactions between genes (or proteins). Examples of such networks are protein-protein interaction (PPI) networks [11], metabolic pathways [10], transcriptomes [28], and any gene co-expression networks [30]. Under a distance metric derived from such a graph $G$, strongly connected gene pairs (usually connected through multiple network routes) will be closer to each other than weakly connected genes. The biological content of such a distance metric can include measurement of functional similarity, membership in a metabolic process or regulatory module, co-expression in other experiments, and other network-derived information. The denoising of observed expression feature vector is based on the intuition that $f(v_i)$ is similar to $f(v_j)$ if $v_i$ and $v_j$ are close to each other. More generally, such a regularization can also be done on any index set $V$ of the feature vectors in an ML algorithm, assuming $V$ admits some a priori (network or metric distance) relations on it.

B. Methodologies

This section presents mathematical details from the previous section, (and is separate from the biological/machine learning content of this paper). We want first to derive a metric (distance measure) among genes in the space $V$, from the network relationship. One intuitive metric is the geodesic distance on the graph $G$ (i.e., the length of the shortest path connecting two vertices). With such a distance $d$ defined on the gene space $V$, we can group genes into disjoint clusters $V_k$ ($1 \leq k \leq K$) with similarity in clusters corresponding, e.g., to functional or regulatory modules or other characteristics contained in the network $G$. Each cluster defines a neighborhood, while the total number of clusters $K$ controls the sizes of neighborhoods. An expression feature vector $f(v)$ can then be regularized using local averaging. Thus $f(v)$ (viewed as a function on $V$) is projected onto constants (i.e., averaged) within each cluster to obtain a local cluster activity, defined by $f_k = |V_k|^{-1} \sum_{j:v_j \in V_k} z_j$. The expectation is that this locally smoothed (flattened) version of $f(v)$ can eliminate a good deal of random measurement and other error in order to improve ML inferences based on the feature vector $f = (f_1, \ldots, f_k)$. 


With the definition of such a distance metric \(d\) and corresponding neighborhoods on \(V\), we can alternatively also adopt kernel smoothing [24] techniques from Euclidean space for a function \(f\) on \(V\). Specifically, unlike the above clustering-based smoothing using equal weights and common neighborhoods, each gene now has its own set of neighborhoods, each gene now has its own set of \(k\) neighbors (varying with the gene), with a weight given to each neighbor determined by its distance to the center gene and a kernel function \(K(v_i, v_j) = k(d_{ij}/\sigma)\). The resulting smoothed approximation is

\[
f(v_j) = \frac{\sum_i K(v_i, v_j) z_i}{\sum_i K(v_i, v_j)}
\]

To avoid computation of the distance metric \(d\), we can also test graph diffusion kernels [32] and support vector regression [25] to approximate the underlying expression function \(f(v)\), globally or locally within a gene cluster. In particular, we have approximated the expression function for each coexpression cluster [29] \(V_k\) by a function from the family

\[
f_k(v_j) = \sum_{i: v_i \in V_k} \alpha_{ki} K(v_i, v_j) z_i + b_k
\]

and optimized the objective function

\[
\sum_j C \cdot L(f_k(v_j), z_j) + \|f\|^2_K,
\]

where \(\|f\|^2_K\) represents the norm in the reproducing kernel Hilbert space with graph diffusion kernel \(K\). \(L(f_k(v_j), z_j) = (|f_k(v_j) - z_j|^2 - v_j)\) is the loss function and \(C\) is a regularization parameter balancing the weights between prediction accuracy and smoothness \(f\). Though it is similar to the second approach mentioned in the form of the function \(f\) (weighted average of neighboring expression values \(z_j\)), this approach does not explicitly use the distance metric \(d\) in its computation. Similarly, the distance metric induced from the graph diffusion kernel \(K\) measures the connectivity between two vertices (genes).

These three approaches have their own advantages.

1) **Control of over-denoising**: The clustering-based smoother controls over-denoising with the number of clusters \(k\). This parameter is more understandable than the bandwidth \(\sigma\) or functional complexity \(\|f\|_K\) used in the other two methods.

2) **Ease of computation**: Though in practice the computation of distance metrics can be very expensive, all three of the above methods can be computed without explicit calculation of the metric. In particular, for clustering-based smoothers, a graph clustering algorithm [31] is used to approximate the best clustering quickly. And diffusion kernels [32] can also be calculated for the kernel-based methods without solving for the distance metric. Beyond that, however, support vector regression is more computationally expensive.

3) **Flexibility of approximation**: Note that support vector regression is more flexible than the averaging-based methods, since it uses a family of functions to approximate locally the expression function \(f\) for each patient. When noise is low along with the risk of over-fitting, the support vector regression estimate is able to capture more of the signal structure.

### III. Application

The best way to test the effectiveness of the above denoising is to train a fixed classification algorithm on the original and denoised expression feature vectors, in order to compare the algorithm performances. We expect that using regularized feature vectors improves classification performance comparing to using raw feature vectors. We used two breast cancer datasets from high-throughput gene expression studies by Wang, et al. [6] and van de Vijver, et al. [26], together with outcome information on metastasis. Because the computational cost to derive the geodesic distance is significantly large, we only assessed the clustering-based smoothing (Approach 1) and support vector regression (Approach 3) to demonstrate the concepts of our methods. A protein-protein interaction network \(G\) compiled from multiple databases [11], [33] was used to provide a priori information of functional relationship for the construction of the denoising operators discussed above. The total number of genes in the raw datasets contains more than 5000+ genes.

We tried different numbers of clusters for the clustering-based smoother above. As expected, the performance on both datasets first improves as cluster size decreases, and then deteriorates as \(k\) increases (this non-monotonicity property of denoising accuracy is studied mathematically in [21]). Three measurements of performance used. AUROC and AUPRC are defined as areas under the ROC curve and the precision-recall curve, respectively. They assess the performance by measuring both power and prediction errors. ACC90 measures the prediction accuracy when the cut-off obtains 90% sensitivity. It is a common statistic used in disease prognosis. The best SVM classifier used on clustering-smoothed expression data is more accurate than SVM using raw gene expression features. For example, the area under the ROC curve is improved by clustering smoothing from 53.4% to 73.0% and from 66.0% to 71.2% for Wang’s dataset and van de Vijver’s dataset, respectively. Details are listed in Table I.

We tested support vector regression on the same datasets with the assistance of the LIBSVM [34] package (\(\epsilon\)-SVR). To limit over-denoising, we controlled for low local complexity of the estimated expression function \(f\). We also defined coexpression sub-clusters [29] to control the requirement that the complexity needed within each cluster be low. For the Wang dataset, the performance of SVR was comparable to cluster smoothing. In the van de Vijver dataset,
SVR further improved the area under the ROC curve from 71.2% to 74.6% (See Table II). Even though SV regression fits a better local expression function than averaging, it needs more data points for training. That explains why the optimal number of clusters for SVR method is smaller than for cluster-based smoothing.

<table>
<thead>
<tr>
<th>No. Clusters</th>
<th>Wang AUROC</th>
<th>Wang AUPRC</th>
<th>Wang ACC90</th>
<th>van de Vrij AUROC</th>
<th>van de Vrij AUPRC</th>
<th>van de Vrij ACC90</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>0.658</td>
<td>0.450</td>
<td>0.470</td>
<td>0.687</td>
<td>0.371</td>
<td>0.472</td>
</tr>
<tr>
<td></td>
<td>(0.014)</td>
<td>(0.019)</td>
<td>(0.027)</td>
<td>(0.014)</td>
<td>(0.015)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>128</td>
<td>0.680</td>
<td>0.462</td>
<td>0.477</td>
<td>0.705</td>
<td>0.399</td>
<td>0.520</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.021)</td>
<td>(0.023)</td>
<td>(0.013)</td>
<td>(0.019)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>256</td>
<td>0.692</td>
<td>0.475</td>
<td>0.526</td>
<td>0.689</td>
<td>0.398</td>
<td>0.490</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.026)</td>
<td>(0.029)</td>
<td>(0.016)</td>
<td>(0.022)</td>
<td>(0.030)</td>
</tr>
<tr>
<td>512</td>
<td>0.684</td>
<td>0.487</td>
<td>0.502</td>
<td>0.686</td>
<td>0.375</td>
<td>0.489</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.031)</td>
<td>(0.029)</td>
<td>(0.021)</td>
<td>(0.023)</td>
<td>(0.038)</td>
</tr>
<tr>
<td>1024</td>
<td>0.708</td>
<td>0.500</td>
<td>0.527</td>
<td>0.712</td>
<td>0.403</td>
<td>0.520</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.032)</td>
<td>(0.029)</td>
<td>(0.019)</td>
<td>(0.026)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>2048</td>
<td>0.730</td>
<td>0.522</td>
<td>0.567</td>
<td>0.500</td>
<td>0.270</td>
<td>0.311</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.029)</td>
<td>(0.024)</td>
<td>(0.038)</td>
<td>(0.026)</td>
<td>(0.026)</td>
</tr>
<tr>
<td>RAW</td>
<td>0.534</td>
<td>0.352</td>
<td>0.430</td>
<td>0.660</td>
<td>0.346</td>
<td>0.535</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td>(0.032)</td>
<td>(0.035)</td>
<td>(0.027)</td>
<td>(0.028)</td>
<td>(0.020)</td>
</tr>
</tbody>
</table>

Table I

**PERFORMANCE OF CLUSTERING-BASED SMOOTHING ON WANG AND VAN DE Vlijver BREAST CANCER DATASETS. NUMBERS WITHOUT PARENTHESES ARE MEAN VALUES OF THE PERFORMANCE MEASURES OVER 200 5-FOLD CROSS VALIDATIONS. NUMBERS IN PARENTHESES ARE STANDARD DEVIATIONS OF THE PERFORMANCE MEASURES.**

**AUROC AND AUPRC ARE AREAS UNDER ROC CURVE AND PRECISION-RECALL CURVE, RESPECTIVELY. THEY ASSESS THE PERFORMANCE BY BOTH POWER AND PREDICTION ERRORS. ACC90 MEASURES THE PREDICTION ACCURACY WHEN THE CUT-OFF OBTAINS 90% SENSITIVITY. IT IS A COMMON STATISTIC USED IN DISEASE PROGNOSIS. THE ROW INDICATED BY RAW REPRESENTS THE SVM TRAINED ON UNADJUSTED EXPRESSION FEATURE VECTORS. FOR ALL VALUES OF k TESTED, THE DATA SMOOTHED BY ALGORITHM 1 IMPROVES THE PERFORMANCE OF THE CLASSIFIER.**

### IV. Conclusion

In this paper we have presented outlines of three new algorithms for smoothing (denoising) high throughput microarray expression data, all based on the principle of unsupervised regularization (preprocessing of feature vectors) using *a priori* information (in this case from biological networks). The conversion of network information into distance metrics in gene space has also allowed further study of more advanced smoothing/denoising techniques on expression data. When applied on two breast cancer datasets in predicting metastasis, the machine classifiers trained with such denoised expression features achieved better performances than those trained with raw expression features. In particular, areas under ROC curves were improved by 19.6 and 8.6 percentage points in two data sets using denoised expression features.

Conventional classification analyses effectively assume that gene expressions are independent, and treat them as individual features for building classification or regression models. Network information allows introduction of inter-gene metrics into consideration, which more generally encourages a search for modularized sets of biomarkers to supplement or replace individual gene biomarkers. Because genes in the same functional modules have similar denoised expression values, feature selection will be more likely to identify groups of genes in the same modules as a result. In addition, derived distance metrics on gene space can also be useful in quantifying gene interactions. Other statistical principles, such as canonical correlations and principal component analysis, are also good candidates for extension into gene space; such additional work could lead to the development of more advanced modular biomarker identification algorithms.
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