On the formation of gamma-coherent cell assemblies by oriens lacunosum-moleculare interneurons in the hippocampus
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Gamma frequency (30–80 Hz) network oscillations have been observed in the hippocampus during several behavioral paradigms in which they are often modulated by a theta frequency (4–12 Hz) oscillation. Interneurons of the hippocampus have been shown to be crucially involved in rhythms generation, and several subtypes with distinct anatomy and physiology have been described. In particular, the oriens lacunosum-moleculare (O-LM) interneurons were shown to synapse on distal apical dendrites of pyramidal cells and to spike preferentially at theta frequency, even in the presence of gamma-field oscillations. O-LM cells have also recently been shown to present higher axonal ramification in the longitudinal axis of the hippocampus. By using a hippocampal network model composed of pyramidal cells and two types of interneurons (O-LM and basket cells), we show here that the O-LM interneurons lead to gamma coherence between anatomically distinct cell modules. We thus propose that this could be a mechanism for coupling longitudinally distant cells excited by entorhinal cortex inputs into gamma-coherent assemblies.
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Oscillations in cortical structures have been observed in many species (1–3), and among them gamma oscillations (30–80 Hz) have received special attention because of their supposed role in complex functions as sensory binding (2, 3), attention selection (4, 5), and conscious experience (6, 7). Gamma oscillations are prominent in the hippocampus and entorhinal cortex (EC), frequently nested within a theta rhythm (4–12 Hz), and they are thought to be involved in transient neuronal assembly formation (8, 9) and information transmission and storage (10–12). There is compelling evidence that hippocampal interneurons have a pivotal role in driving gamma- and theta-frequency network oscillations (13–20). GABAergic interneurons present a large morphological and functional heterogeneity in the hippocampal subfields (20–22). Inhibitory interneurons that control the firing of principal cells include the perisomatic-targeting interneurons (e.g., fast-spiking basket cells) and dendrite-targeting interneurons (20–22). Orients lacunosum-moleculare (O-LM) interneurons belong to the latter group and are characterized by the cell body and dendritic trees lying horizontally in the stratum oriens, whereas the axon innervates the stratum lacunosum-moleculare (23). The outputs of these cells are projected as slow inhibitory postsynaptic potentials (IPSPs) onto the distal apical dendrites of pyramidal neurons (24). Recently, it was shown that in the CA3 region O-LM interneurons arborize most extensively in the longitudinal axis of the hippocampus (18).

Gamma oscillations in the hippocampus can be modulated by theta frequency rhythms both in vivo (25–27) as well as in vitro (28). This phenomenon may reflect a division of function among interneurons, with the two frequencies generated by distinct subcategories of interneurons. During the gamma rhythm, Gloveli et al. (19) reported that O-LM cells fire at theta frequencies (every 4–5 gamma periods), whereas basket cells tend to fire at each gamma period. In the present work, we use a biophysical hippocampal network model to show that O-LM cells are able to create gamma-coherent cell assemblies among subsets of distant CA3 transversal cell modules.

Results

O-LM Cells Present Higher Axonal Projections in the Longitudinal Axis of the Hippocampus. Biocytin-labeled O-LM interneurons displayed a previously described horizontal organization of dendritic tree and axonal termination in the stratum oriens and lacunosum-moleculare (Fig. 1). These cells arborized most extensively in the longitudinal plane (the maximal axonal spread was 1,300 μm and 1,200 μm in two cells) than in the transverse direction (223.7 ± 12.2 μm, n = 6). This result confirmed our previous findings and, moreover, showed that the longitudinal projection of CA3 O-LM cells is wider than that of CA1 O-LM neurons described in ref. 29.
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The present data were obtained from the mouse hippocampus, which is significantly smaller than the rat hippocampus. We note that the mechanisms of rhythms generations in the mouse and in the rat hippocampus have been described as similar (30).

**O-LM Cells Can Coordinate Multiple Cell Assemblies.** In Fig. 2 we show the results obtained for a network composed of four modules, which was simulated under two regimes: (i) with the E cells of each module spiking sparsely and randomly and (ii) after exciting a subset of E cells inside each module (see the Fig. 2 legend). We observed that O–E synapses are able to make modules synchronize in both regimes. We also found that O–E connections allow the coexistence of multiple gamma-cell assemblies (each assembly being formed by subsets of cells having similar drive/frequency) as well as the coexistence of active cell assemblies and nonexcited modules (Figs. 2 and 3C).

**Gamma Oscillations Are Nested in Theta Frequency Oscillations in Simple Module Networks.** Due to computational time constraints and for clarity of understanding, further detailed characterization of the O–E-induced gamma synchrony reported here was performed in networks composed of simple modules. The module synchronization phenomena we demonstrate do not require more than one E cell per module; the more complicated simulations of Fig. 2 show that the cell assembly phenomena still exists even when the E cells in each module are not synchronous. In Fig. 3A we show the most common dynamics of such networks. Note that O–E synapses are able to induce gamma synchrony between modules in these simpler networks; again, these connections permit the coexistence of multiple gamma frequencies in this type of network (Fig. 3C). Within each module, the E and I cells interact with each other, generating a pyramidal–interneuronal gamma (PING) rhythm in this subnetwork (see ref. 5 for a short review), whereas O cells tend to fire in clusters at theta frequency. The local field potential (LFP) exhibits a mixed rhythm, which is more evident in the apical dendrites, and the theta power magnitude diminishes from the distal apical dendrites to the soma. Similar results were obtained in a network composed of just one simple module [see supporting information (SI) Fig. 6]; this behavior was very robust to change in parameters, and it was not dependent on the number of each interneuron cell type in the network (data not shown).

**Theta Rhythm Is Not Necessary for O–E-Induced Gamma Synchrony.** When working with simple module networks, we often observed the O cells firing in clusters at theta frequency within a module, and, moreover, these theta clusters were commonly synchronous among modules (Fig. 3A and SI Figs. 6 and 7). However, this latter result was not universal, and we also observed gamma synchrony without theta synchrony among modules. More rarely, there were also cases in which the O cells fired asynchronously.
within a module, with the corresponding model LFP exhibiting a great decrease or even disappearance of the theta peak. Even in these cases, however, O–E synapses always induced gamma synchrony among modules (see Fig. 3B).

**O–E Connections Induce Gamma Synchrony Even in the Presence of Conduction Delays and Low Synaptic Strength.** The O–E-induced gamma synchrony was robust to a wide range of changes in parameters (see further results) and also to conduction delay times for O–E synapses between modules up to 8–9 ms (Fig. 4B and SI Fig. 7). Moreover, even values of O–E conductance ($G_{OE}$) between modules as low as 35% (compared with the value of this conductance within a module) were able to synchronize the modules at gamma frequency (Fig. 4A and SI Fig. 7). Increasing the number of modules in the network makes this $G_{OE}$ cutoff percentage even smaller (see SI Fig. 7; note, however, that this conductance is only normalized by the number of O cells inside a module and not by the number of modules in the network).

**O–E-Induced Gamma Synchrony Persists with Weighted Delay and Weighted Synaptic Strength.** O–E connections are still able to induce gamma synchrony in a network composed of 10 modules when conduction delays and synaptic strength are weighted among modules by length between modules. By studying networks with restricted O–E axonal projections among modules (i.e., non-all-to-all O–E connections among modules), we observed both cases of gamma synchrony between nondirectly connected modules, as well as cases of formation of distinct assemblies with the same gamma frequency, depending on whether there existed a polysynaptic path among the excited modules. Details about these sets of simulations and the corresponding results can be found in SI Fig. 8.

**PING Is Required for O–E-Induced Gamma Synchrony Among Modules.** By changing the drive to the pyramidal cell population (Fig. 5), we observed that synchrony among modules is only possible when both modules are exhibiting a PING rhythm, i.e., a minimal level of E drive is required for gamma synchrony, and this level coincides with the value at which the E cell frequency reaches the I cell frequency (Fig. 5B). Qualitatively similar results were obtained for several changes in the values of parameters, including the level of white noise, delay time, and O–E conductance between modules (data not shown). Note that Fig. 5B also shows that the frequencies of gamma (I cell) and theta (O cell) covary as the level of E drive is increased.

**Mutual Inhibition Among Basket Cells Is Necessary for Robustness of O–E-Induced Gamma Synchrony.** We found that a minimal level of I–I conductance ($G_{II}$) is necessary for synchronization between modules using the current parameters values (see SI Fig. 9). Without this synapse, I cells spike at a very high frequency driven by E cell excitation. However, if $G_{II}$ is too high, the I cells start firing at a lower frequency than the E cells. At this point, PING is broken, and gamma synchrony between modules is lost (SI Fig. 9). By increasing the strength of E–I synapses, PING and gamma synchrony between modules are restored (data not shown). By lowering the strength of E–I synapses, we found that O–E synapses are able to induce gamma synchrony in the absence of I–I connections but only in a very small range of parameter values and not for all initial conditions (data not shown).
Distinct Levels of Pyramidal Cell Drive or Intramodule Mutual Inhibition Lead to Gamma Phase-Locking with Nonzero Lag. Network of modules presenting distinct levels of pyramidal cell drive can create a nonzero phase-lag (SI Fig. 10). We observed that, in comparison with a module of fixed E drive, lower E drive leads to gamma phase-delay, whereas higher E drive leads to gamma phase-advance (SI Fig. 10). We also observed that lower \( G_{II} \) values lead to gamma phase-advance, and higher values lead to gamma phase-delay in relation to a module with fixed \( G_{II} \) (SI Fig. 11). Note, however, that if \( G_{II} \) inside one module is high enough, PING in this module is broken, and gamma synchrony between modules is lost (SI Fig. 11), in agreement with the results presented above.

Distal Apical Dendrite Location of O–E Synapses and Drive Current Produces More Robust Gamma Synchrony/Phase-Locking Among Modules Than the Somatic Location of Both Drive and Synapses. To understand whether the distal location of EC inputs and O-LM synapses are important, we modified the network architecture by changing both E drive and O–E synapse locations to the soma compartment and compared the network behavior with the usual network architecture. Gamma synchrony between modules induced by the distal location of inputs was much more robust than the somatic location, because it persisted with levels of \( G_{OE} \) between modules as low as 35% compared with 70% for the somatic location (see SI Fig. 12). The same qualitative results were obtained for other baseline E drives, delay times, white noise level, and number of modules in the network (data not shown). We also found that the gamma synchrony/phase-locking induced by the distal location of O–E synapse and E drive tolerates much bigger drive differences between modules than the somatic location (see SI Fig. 10). Depending on the network parameters, E drive percentage difference between two modules leading to gamma phase-locking is usually 12–20%, compared with 2–6% for the soma mode.

Discussion
Motivated by recent experimental findings (16, 18, 19), we have constructed a biophysical CA3 model network taking into account the anatomical and physiological properties of the O-LM interneuron. The results presented here are in agreement with experimental findings showing coexistence of gamma and theta rhythms in the hippocampus. The main result suggested by our computational model is that O-LM interneurons are able to bring about gamma synchrony among cells within transverse CA3 modules located anatomically distant along the longitudinal axis of the hippocampus. These cells could thus be involved in the formation of dynamic CA3 cell assemblies associated with EC excitatory inputs. Indeed, the synchrony could provide a substrate for Hebbian or heterosynaptic plasticity for later recall.

It is known that the theta rhythm is coherent over larger distances than the gamma rhythm (ref. 31, but see also ref. 25). The use of the theta-producing O-LM cells to create cell assemblies temporally organized at the gamma rhythm raises the question of whether this is compatible with the more local coherence of gamma. We note that CA3 is known to produce gamma as an interaction of pyramidal cells and proximal basket cells (27); this rhythm is likely to be the major contributor to the measured gamma rhythm. Thus, the latter may be only locally coherent, although there could exist cell assemblies including subsets of pyramidal cells more globally dispersed along the longitudinal axis.

The O–E-induced gamma synchrony tolerates high values of delay time (up to 8–9 ms; Fig. 4B). The mechanism here may be related to a previous mechanism for gamma synchrony over a long distance by using timing of basket cell doublets (32). In the current case, the pyramidal cells receive inhibition from both local O-LM cells and the O-LM cells of at least one other module; this gives rise to a pair of inhibitory postsynaptic potentials (IPSPs) in the pyramidal cells whose relative timing may play the same role as the relative timing of the inhibitory doublets. We have found that the synchronization does not require the long IPSPs of O-LM cells, nor special currents in either the pyramidal or O-LM cells (data not shown). However, it does require that the pyramidal cell population fires at gamma frequencies; the synchronization breaks down when the pyramidal cells fire too slowly. Thus, the mechanism is not the same as that in ref. 15 in which long-range inhibition produces synchrony in a completely inhibitory network. Also, the synchrony in the current work is not produced just from common inhibition because, in the presence of graded delays, different pyramidal cells receive inhibition at different times.

In our model, the E/I subnetwork generates the gamma rhythm inside each cell module, whereas the E cells also drive the O cells to generate the theta rhythm. Because the pyramidal cells provide both inhibitory types with excitatory inputs, both theta and gamma frequencies change together; note that the ratio of the frequencies remains roughly constant (Fig. 5B), in agreement with experimental results (25). Our results showed that an excitation-dependent gamma (PING) inside modules is necessary for the formation of cell assemblies, i.e., the pyramidal cells as a population should fire at a frequency no less than the basket cells (Fig. 5 and SI Figs. 9 and 11), and, moreover, they should drive these cells. This phenomenon requires a minimal excitatory drive to pyramidal cells for the formation of cell assemblies, which could be due to direct excitation by the EC and/or pyramidal cell mutual excitation. We observed that the higher the \( I_h \) conductance (or the positive shift in its activation curve) the higher the E cell frequency (data not shown). Hence, activation of this current could also be a mechanism leading to PING generation and subsequent formation of cell assemblies.

We often observed that the O-LM cells within a module (and also among modules) tend to fire in clusters at theta frequency (Fig. 3A and SI Figs. 6 and 7), in agreement with previous work in vitro showing the existence of an intrahippocampal mechanism of theta generation (16, 18, 19, 28). The O-LM cells were still able to lead to gamma synchrony among modules even for the cases in which they were not firing in clusters within a module and also when the clusters were asynchronous among modules (see Fig. 3B). Thus, O-LM interneurons could lead to higher gamma coherence among cell modules even in the absence of a perceptible theta rhythm in the field potential.
We observed two situations in which gamma phase-advance or delay occurred between a module and another taken as the reference gamma rhythm: we showed that distinct E drive as well as distinct level of mutual I–I inhibition could lead to gamma phase-locking with nonzero lags (SI Figs. 10 and 11). These two cases probably share a common mechanism, because increasing I–I conductance inside a module diminishes its network gamma frequency and vice versa, as is the case for less and more levels of E drive respectively. Thus, the nonzero phase lags are probably a reflection of the generic property of paired oscillators that the faster oscillator leads the slower one (33).

On the basis of known anatomy, we worked mainly with the E drive (and O–E synapses) located at the distal apical dendrites of pyramidal cells, intended to represent the EC input into the CA3 region. We found that this configuration was more robust in leading to assembly formation than when both the E drive and the O–E synapses were located at the soma (SI Figs. 10 and 12): we showed that the gamma phase-locking induced by distal inputs tolerates much bigger E drive differences between modules than that induced by somatic inputs (SI Fig. 10). This result probably reflects the differences in the $f - I_{\text{app}}$ curves associated with these compartments and may thus be related to distinct synaptic integration properties of the dendritic tree and the soma. Our results suggested that $I_A$ has an important role in making the dendritic $f - I_{\text{app}}$ curve flatter than the somatic $f - I_{\text{app}}$ curve (data not shown), in agreement with previous studies reporting the role of this current in controlling dendritic excitability (34). We also found that the gamma phase-locking induced by the somatic inputs is much more sensitive to low levels of O–E synaptic conductances between modules than the locking induced by distal inputs (SI Fig. 12).

The network architecture used here is general enough to represent other hippocampal regions, notably the dentate. Sik et al. (35) described hilar interneurons densely innervating the outer molecular layer, i.e., with perforant pathway-associated axon terminals (HIPP cells). Because these cells also presented large septo-temporal projections (35), we postulate that they could serve the same function in the dentate as O-LM cells in CA3. Noteworthy, Bragin et al. (25) described high levels of gamma coherence along the longitudinal axis of the hilar region in vivo. In the CA1 region, dendritic targeting interneurons with longer longitudinal projections have yet to be described. Long-range GABAergic cells synapsing on interneurons have been described in the hippocampus, and they most likely are also involved in bringing higher rhythms coherence among distant regions (15). However, the fact that they don’t synapse on excitatory cells together with perforant path inputs suggests that these cells might have different functions than those of dendritic targeting interneurons.

Theta and gamma oscillations have been shown to be important for cognitive processes, especially for circumstances involving active exploration (25). Ketamine, an NMDA blocker known to cause amnesia and other cognitive disorders, was recently shown to cause reduction of theta power in the hippocampus in vivo, in agreement with the Gillies et al. (16) study reporting reduction of theta power by NMDA antagonists in vitro. Hajo et al. (30) have recently shown that O-LM interneurons possess physiologically important NMDA receptors, which are effectively blocked by ketamine. Although NMDA receptors were not explicitly modeled in our work, their contribution was implicitly accounted for by the external current applied to the O-LM cells. By proposing a central role of the O-LM interneurons for the formation of cell assemblies, our model suggests that ketamine can cause cognitive disorders by lowering the activity of O-LM cells, with consequent loss of theta oscillations and reduction of gamma coordination in the hippocampus.

The main experimental prediction derived from the present work concerns the critical role played by the O-LM interneurons in the ability to form spatially dispersed coherent cell assemblies. In vivo, such cell assemblies might consist of cells sparsely arrayed along the longitudinal axis and might not show up in the LFP. In vitro, however, with pharmacological models of oscillations, more cells are apt to be involved. We then expect that any intervention lowering the activity of O-LM cells should decrease spatial coherence in the gamma-frequency range. This prediction could be tested by blocking $I_h$ currents or NMDA receptors in these cells. It might also be tested in experimental models of temporal lobe epilepsy, for which a reduction in the number of O-LM cells has been reported (37). The present model network

---

has limitations that should be addressed by future work. Most centrally, phasic input from the dentate and EC to CA3 should be included to investigate the interaction of potentially distinct gamma generators. In simulations with more than one E cell per module, we have not included E–E connections, which are not needed for the formation of gamma rhythms (8); we are treating E–E connections as formed from experience, perhaps as a consequence of gamma synchrony, but not necessary for it. We also note the lack of explicit modeling of important receptors such as NMDA and GABA-B and the fact that the model makes use of just two types of hippocampal interneurons of the many distinct types that have been described (20–22). Nevertheless, the present work already reveals an unintuitive role of the O–LM cells in functionally important coordination of gamma and theta rhythms.

**Methods**

**Anatomical identification of O-LM Cells.** Transverse and longitudinal slices obtained from ventral and whole hippocampus respectively were prepared from C57 mice (P 18–25). Slices with a biocytin-filled interneuron were fixed overnight in 4% paraformaldehyde and processed as described in ref. 38. Subsequently, the cells were reconstructed with the aid of a Neurolucida 3D reconstruction system (MicroBrightField, Williston, VT).

**Model Synapses and Cells.** To investigate the role of position of synapses along the pyramidal cell dendrites, we used a five-compartment model for the pyramidal cell population (E cell) and single compartment models for the O-LM (O) and basket (I) cells. All simulations were carried out using the NEURON simulation program (39). Detailed information about the model cells and model synapses as well as about numeric and random aspects of this work can be found in SI Methods and SI Appendix.

**Model Networks: Cell Modules and Cell Assemblies.** In the present work, we make a distinction between the concepts of cell modules and cell assemblies. A cell module can be regarded as set of cells (E, I, and O) that are located anatomically near each other. The number of E cells in each cell module varied from 1 to 80 cells, whereas the number of each interneuron type (I and O cells) varied from 5 to 30. Both types of interneurons receive phasic excitatory inputs at gamma frequency during the gamma field rhythm (19), suggesting that the pyramidal cell population fires at gamma frequency during gamma field potential, even though each neuron fires only in a small proportion of the cycles (20). This justifies the use of one E cell per module in some simulations, which is intended to model a whole population of synchronous pyramidal cells. We used a greater number of interneurons to have an assessment of their synchronization profiles (especially of the less studied O cells). Cell modules presenting only one E cell are referred to as simple modules. Inside each module, the cells make synaptic connections as schematically shown in Fig. 2A. A cell assembly is defined as composed by subsets of modules temporarily displaying phase-locked gamma (note that the cells need not be wired together monosynaptically). Synaptic connections among distinct cell modules were made only through O synapses on E cells (O–E synapses), as schematically shown in Fig. 2B.

**Model Local Field Potential and Signal Analysis.** A “passive” E cell was programmed inside each cell module; it did not send synaptic input to other cells and was made silent by the absence of external drive current. This cell had the same compartments and current distributions as the “active” E cell and received exactly the same synaptic inputs and white noise currents. The model LFP of each compartment of each module consisted of the membrane potential of this passive E cell. The model LFPs were subjected to power spectrum, coherence, and cross-correlation analyses by using standard routines in MATLAB software (see SI Methods).

**Measures of Gamma Coherence: Phase Histograms and the Phase-Locking Index.** The phase differences between two modules were obtained by comparing the time series generated by the spike times of one arbitrary I cell of each module (note that in most of the cases, the I cells are synchronous inside a module). One module is chosen to be the reference gamma rhythm, and the phase of each I cell spike in the other module is obtained by phase \( \phi(t) = 2\pi(t_i - t)/(\tau + 1) \) if \( t_i - t > 0 \) or phase \( \phi(t) = 2\pi(t_i - t)/(t_i - t_i) \) if \( t_i - t < 0 \), where \( t_i \) is the closest I spike time in the reference module; \( \phi(t_i) \) assumes values between \( -\pi \) and \( \pi \). Phase difference histograms were constructed by binning this interval in 25 bins whose centers were separated by a length of \( \pi/12 \), i.e., \( \{ -\pi, 0, \ldots, \pi \} \). Several simulations with distinct random initial conditions were performed for each parameter set under study (except for Fig. 2), and the final histogram in each case was normalized by the total number of counts. The analysis period was 1 s for each simulation trial.

As a measure of gamma coherence, we used a normalized entropy index for measuring the degree of phase-locking (40) (see SI Methods). This phase-locking index (PLI) varies between 0 and 1 (from asynchrony to phase-locking in a single bin).
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