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Response to Reviewers Comments:
[Editors] Commentsfor the author:

Onereviewer was happy with the paper. The other

reviewer gavethe paper alow priority and wanted major revisions. But the
comments of this 2nd reviewer were, in my opinion, wer e of the following sorts:

1) A demand for what would amount to a new paper or 2 papers,; thison the overall
methodology, and reflecting only the point of view of thereferee.

2) concern about semantic issues

3) minor (to me) issueson how the data should be presented

4) callsfor clarifications.

| think that the methodological questions can be dealt with by a car eful rebuttal
written to the Editors, and perhaps some expansion in the M ethods section. The
other issues are straightforward.

We are grateful to the editor for his thoughtful handling of our manuscript. Rather than a
separate rebuttal, we believe we have effectively dedt with each of the Reviewer’s
comments individualy as detailed below.



Reviewer #1: | have no further comments. | think the authorsdid a reasonable job
in addressing my concernson the original ms.

Reviewer #2:
Specific Comments

1. Themethod used by the authors, the " spike time response curve (STRC)", can be
viewed as a method to represent smulation results, and can sometimes be useful
in order to study the effect of delay when all the other parametersremain fixed.

It isnot, however, a"theory" becauseit isuncontrolled.

We agree with the reviewer that STRCs are useful for studying the effect of delay
between coupled systems. In fact, we use the STRCs precisdy in thisway, i.e. to
understand the ability of oscillators to synchronize in the presence of coupling delays
under different conditions.

The specific objection of the reviewer, we believe, has three parts which we will address
individudly.

A) The assumption that each cycle isindependent is not satisfied.

In subsection 3.2.1, theauthorstry to describe conditions for the theory can work.
Thefirst oneisthat " oscillator s approximately return to their periodic waveform
within one cycle after an external perturbation”. Under thisassumption, sow
currentssuch asthe AHP current cannot be treated, especially not for the " gamma
oscillations” in the range of 20-50 Hz.

It is not true that the assumption precludes the presence of dow currentsin order for the
andydsto bevdid. Firg, it isnecessary only that each individud current
"gpproximatdy” return to rest within one cycle. Admittedly, any remaining deviation

will weaken and possibly negate the results of the STRC, a point which we address with
part C), below. Second, specificaly regarding the dow AHP current, during gamma
oscillations the AHP current is ether inactive or very weak and has a negligible effect on
the behavior of the network. Moreover, increasing the strength of the AHP current
resultsin longer cycle periods, alowing more time for the current to gpproximately return
to rest before the sart of the next cycle.

All of these points have now been included in the text of subsection 3.2.1



B) The method only appliesin the weak coupling limit.

The second assumption is. "the effect of a perturbation depends only of the time
that it isreceived within a given cycle". This meansthat the effect of a perturbation
does not depend on the coupling strength, namely that the method isvalid only in
theweak coupling limit!

The effect of a perturbation most certainly depends on the coupling strength and we have
now more precisaly state the assumption to read: "the effect of a*given* perturbation
depends only on thetime that it is received within agiven cycle” Indeed, changesin
coupling strength result in different STRCs. However, within the parameter ranges
described in the Methods section, al of the STRCs were quditatively smilar.

These points aso have been added to the text if the same subsection.

C) STRC andydisis obtained numericdly and is therefore redundant given that the full
system must adso be smulated for each case.

Thereisno parameter regimefor strong coupling in which thetheory is assumed to
work. In each case, one should simulate the system to see whether it yields correct
resultsor not.

The paper can therefore be mideading. The only way to present the STRC isasa
graphical method to summarize smulation results, together with a clear statement
that it ismathematically wrong to relateto it asatheory.

The STRC andysisis vaid only to the extent that its underlying assumptions are

satisfied. As described above, the vaidity of the first assumption depends on how closaly
each current gpproaches to rest before the start of the next cycle. Before using the
STRCsto understand the networks behavior, therefore, we must check that any remaining
difference from rest is smdl enough so that the STRC anadlyssremainsvdid. To do this,
we compare the results obtained using the STRCs to results obtained using the full

model. If the two match, then we can be reasonably sure that our understanding of the
networks behavior, derived usng the STRCs, will be vaid aswell.

STRC andysdis contributes beyond smply summarizing the results of the full modd in
two important ways. Firg, it provides a means of understanding the networks behavior
by examining ardaively smdl and smple subset of amulations i.e. thetime dday of a
sngle spike. Second, it provides asmple link between the intrinsc and synaptic
properties of the network and the network’ s globa behavior. That is, to understand the
behavior of the full network, we need only understand how the intrindgc and synaptic
properties contribute to the shape of the STRC.



2. The d€finition of the " alpha”, " beta” and " gamma” rhythms (subsection 3.3)
belong only to the authors. They should write clearly in the text that the
definitionsare not related to the " alpha”, " beta” and " gamma" rhythms
observed in experiments.

We have added a sentence to the first paragraph of subsection 3.3 clarifying the
relationship between our definition of each rhythm and the sandard descriptions given in
the literature.

3. Subsection 4.3.2, beside being full with detailsand hard to read, is also wrong.
Thisisbecause the author study the effect of dow AHP currents, which cannot be
studied with the STRC method. Please omit this subsection, together with Fig. 6.
Subsection 4.4 does not have any new results, so it should be omitted aswell.

The vdidity of the STRC method in the presence of dow currentsis addressed above.

Regarding subsection 4.4: While it istrue that the behavior of the heterogeneous and
layered networksis smilar to that of the two-oscillator modd, we fed the results provide
important controls in support of our overdl findings. Firs, the data demonstrate that our
results are robust in the presence of noise. Second, the data demonstrate that the same
behaviors are observed with the cortex more properly modeled as a layered Structure,
with hyperpolarization activated currents localized to the deep layers.

4. Despite the fact that the author s acknowledge that they treat " delay” and not
"distance", they still usetheword " distance” throughout the paper (P. 7 line 12,
P. 22, 3rd paragraph). Please correct.

We have replaced the remaining references to "distance” with areference to "delay” on
p.23 (previoudy p. 22) and aso on page 13. On p. 7, our reference to cortical distanceis
clarified in the following sentence wherein we State, "... physica separation between
oscillatorsis modeled using atime delay, /delta> O, with longer delays corresponding to
greater distances.”



5. Fig. 3 should bereplaced by a contour plot or by a 3-dimensional curve. The
boundaries between the rhythmic states can be plotted aswell. Thetableishard
tointerpret.

We gppreciate the reviewers difficulty with Figure 3. We attempted to represent our data
using a3-D plot, but found that the added dimension Smply made interpretation even
more difficult. We dso attempted to use a contour plot, but mapping the contours with
lines made it difficult to distinguish the boundaries between rhythmic sates while

mapping the contours with shading confounded our use of shading to distinguish between
Synchronous versus asynchronous states.

To better distinguish between the frequency vaues, boundaries, and synchronization
properties, we have remade the graph using a different combination of typefonts. We
hope our new choices make the table easier to interpret.

6. Abstract: "Wefind that state-dependent trangtion in the type of rhythm and its
ability to synchronize between separ ate cortical regions emerge from the same set
of biophysical mechanisms' . Does this sentence have meaning?

Yes. We have reworded our satementsin the abstract to be more clear.
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1 Abstract

Changes in behavioral state are typically accompanied by changes in the fre-
quency and spatial coordination of rhythmic activity in the neocortex. In
this article, we analyze the effects of neuromodulation on ionic conductances
in an oscillating cortical circuit model. The model consists of synaptically-
coupled excitatory and inhibitory neurons and supports rhythmic activity
in the alpha, beta, and gamma ranges. We find that the effects of neu-
romodulation on ionic conductances are, by themselves, sufficient to induce
transitions between synchronous gamma and beta rhythms and asynchronous
alpha rhythms. Moreover, these changes are consistent with changes in be-
havioral state, with the rhythm transitioning from the slower alpha to the
faster gamma and beta as arousal increases. We also observe that it is the
same set of underlying intrinsic and network mechanisms that appear to
be simultaneously responsible for both the observed transitions between the
rhythm types and between their synchronization properties. Spike time re-
sponse curves (STRCs) are used to study the relationship between the tran-
sitions in rhythm and the underlying biophysics.



2 Introduction

Behavioral states are accompanied by rhythmic neocortical activity charac-
terized by approximate frequency ranges and by the locations in the brain
where the rhythms appear. Rhythms in the gamma frequency range (30-80
Hz) are observed during alert and attentive behaviors, and in response to vi-
sual processing in human EEGs (Keil et al., 2001; Tallon-Baudry et al., 1999).
Beta rhythms (12-30 Hz) are observed during sensory processing (Marrufo et
al., 2001; Muller, 2000), immediately following sensory evoked gamma (Haen-
schel et al., 2000; Pantev, 1995 ) and in sensory-motor coordination (Farmer,
1998). Alpha rhythms (7-14 Hz) are observed during periods of unfocused
or resting behavior (Roelfsema et al., 1997; Nunez et al., 2001) and rhythms
with a similar frequency range, known as mu, are found in preparation for
exploratory movements (Fanselow and Nicolelis, 1999). Evidence suggests
that sensory evoked beta rhythms synchronize over longer spatial distances
than do gamma rhythms (von Stein and Sarnthein, 2000; von Stein et al.,
1999), and that alpha rhythms need not synchronize over cortical distance
(Roelfsema et al., 1997). In this paper, we are concerned with the transi-
tions among gamma, beta, and alpha rhythms, and how the long-distance
synchronization properties of networks displaying these rhythms change with
each transition.

Each of the rhythms can be associated with different sets of intrinsic
conductances. Gamma rhythms can be formed from interactions between
excitatory (E) cells and inhibitory (I) cells, and require no currents other
than those involved in spike generation along with GABA4 and AM P A me-
diated synaptic interactions (Whittington et al., 2000; Traub et al., 1999). A
minimal network that can generate gamma rhythms requires only reciprocal
connections (i.e., E to I and I to E); neither recurrent excitatory (E to E)
nor inhibitory (I to I) connections are needed (unlike “interneuron gamma”;
for details, see Whittington et al., 1995).

In vitro studies suggest that beta rhythms in hippocampal slices involve
ionic conductances in addition to those required by gamma. Tetanic stimu-
lation of hippocampal slices induces rhythmic gamma activity that sponta-
neously changes to beta frequencies among pyramidal neurons; the interneu-
ron network continues to oscillate at gamma (Traub et al., 1999; Whittington
et al., 1997; for discussion, see Kopell et al., 2000). The transition involves the
re-emergence of a slow afterhyperpolarizing potassium current (AHP) that is
suppressed by the initial tetanic stimulus. The transition also involves the po-



tentiation of excitatory synapses that occurs as a consequence of synchronous
activity during the gamma rhythm (Whittington et al., 1997). Both gamma
and beta rhythms are tightly coupled to GABA, inhibition and disappear
in the presence of GABA 4 blockers (Whittington et al., 2000). Spontaneous
gamma to beta transitions have been observed both in vitro (Traub et al.,
1999; Whittington et al. 1997) as well as in vivo (Haenschel et al., 2000).

Alpha rhythms are found in many regions of the brain and may be gener-
ated by a number of potentially different mechanisms. In the thalamus, alpha
rhythms are believed to involve the hyperpolarization-activated h-current and
the hyperpolarization-deinactivated T-current (Sherman, 2001; Destexhe et
al., 1993). This biophysical mechanism may play a role in the generation of
cortical alpha rhythms as well. Some neurons of cortical layer V, from which
cortical alpha is believed to originate (Silva et al., 1991; da Silva, 1991; Kris-
tiansen and Courtois, 1949), also exhibit hyperpolarization activated inward
currents (Timofeev et al., 2002; Pare and Lang, 1998; Connors and Amitai,
1997; de la Pena and Geijo-Barrientos, 1996). Moreover, experimental data
obtained from intact cortex (Steriade et al., 1998; Castro-Alamancos and
Connors, 1996a), from isolated cortical slabs (Timofeev et al., 2002), and
from cortical slices (Castro-Alamancos and Connors, 1996b) demonstrate
that rhythmic stimulation of cortical neurons at frequencies corresponding
to alpha result in augmented synaptic responses that are likely to be originat-
ing from cortical layer V (Castro-Alamancos and Connors, 1996a,b). Based
on this mechanism, Jones et el. (2001) developed and analyzed a model for
cortical alpha; related thalamic models include those by Wang et al. (1995)
and Destexhe et al. (1996). Analyses of these models suggest that, in contrast
to both gamma and beta, the frequency of the alpha rhythm is dominated
by the time course of the h- and T-currents and is less strongly affected by
the time course of synaptic inhibition.

Gamma, beta, and alpha rhythms also have different properties with re-
spect to long-distance synchronization. Previous studies have examined a
mechanism for synchronization that involves a firing pattern of interneurons
known as “doublets”; the interneurons fire twice each cycle, once after ex-
citation from local pyramidal cells, and once in response to excitation from
distant pyramidal cells. Doublets have been observed both in detailed bio-
physical models and in slice preparations (Traub et al., 1996). For gamma
rhythms, minimal models have reproduced and explained the role of doublets
in creating a synchronizing feedback loop and have explored the parameter
regimes in which such a mechanism can work (Ermentrout and Kopell, 1998).
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For beta rhythms, the additional AHP current extends the range of conduc-
tion delays over which inhibitory doublets can synchronize activity (Kopell et
al., 2000). For alpha rhythms, inhibition-activated inward currents effectively
reverse the role of inhibition in spike timing, so that inhibitory doublets act
to destabilize synchrony over distance (Jones et al., 2001). A generalization
of the synchronizing role of inhibitory doublets in the context of spatially ex-
tended networks with a range of conduction delays is presented in Karbowski
and Kopell (2000) (for related work see Bibbig et al., 2001).

Transitions between cortical rhythms, and the corresponding transitions
in behavioral state, may reflect changes in the level of neuromodulation acting
on cortical circuits. It has long been known, for instance, that endogenous
levels of cortical acetylcholene (ACh) increase during periods of wakefulness
and /or sensory stimulation (Celesia and Jasper, 1966; for review, see Detari
et al., 1999). Lesions to the basal forebrain, a major source of cholinergic
innervation to cortex, result in decreased levels of both endogenous ACh
and high frequency (e.g., gamma) activity (Buzsaki et al., 1988; Lo Conte
et al., 1982). Conversely, basal forebrain activation, either chemically or
electrically, results in increased levels of ACh in cortex, increased wakefulness,
and increased gamma frequency activity (Cape and Jones 1998; Dringenberg
and Vanderwolf 1997; for other references, see Cape and Jones, 2000).

In this paper, we use a model cortical circuit to investigate possible bio-
physical mechanisms underlying state-dependent transitions in the frequency
of cortical rhythms and in their ability to synchronize over distance. We an-
alyze the biophysical model using a low-dimensional map that describes the
difference in firing times between spatially separated oscillating circuits from
cycle to cycle, as described previously by Jones et al. (2000) and Kopell et al.
(2000). The shape of the map depends on the intrinsic and synaptic currents
expressed during a particular rhythmic state and predicts directly whether
the synchronous state is stable or unstable. Changes in behavioral state are
modeled according to known effects of ACh on cortical neurons, including
those of cortical layer V (Detari et al., 1999; Hasselmo, 1995; McCormick,
1992). We incorporate these changes by systematically varying the resting
depolarization level of individual neurons and the maximal conductance of
the AHP current.

Our analysis has three primary goals. First, we demonstrate that the
effects of neuromodulation on ionic conductances are sufficient to induce
a transition from the slower alpha rhythm to the faster gamma and beta
rhythms, consistent with behavioral changes. Second, we examine how these
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biophysical changes affect the maps associated with synchrony over cortical
distances. Third, we use the maps to explain the mechanisms by which
neuromodulation affects changes in synchrony.

We find that a single neuronal circuit can support rhythmic activity in
either the gamma, beta, or alpha frequency ranges under different states of
arousal; the rhythm changes from alpha to gamma/beta as arousal increases.
Transitions in frequency are accompanied by corresponding transitions in
synchrony over cortical distance; gamma and beta rhythms synchronize over
distance, alpha rhythms do not. Analysis of the low-dimensional maps sug-
gests that the same set of underlying intrinsic and network mechanisms
within the circuit appear to be simultaneously responsible for both the ob-
served transitions between the rhythm types and between their synchroniza-
tion properties. Taken together, our results provide an explanation for how
neuronal dynamics within a single cortical circuit can be transformed by neu-
romodulation from a system that generates spatially synchronous gamma and
beta rhythms into one that generates spatially asynchronous alpha rhythms.

3 Methods

In this section, we describe our cortical circuit model and the equations
governing its function. We also briefly review the use of spike time response
curves (STRCs) for analyzing synchrony in coupled oscillators. The methods
are similar to those used in previous studies (Acker et al., 2002; Jones et al.,
2000; Kopell et al., 2000; Ermentrout and Kopell, 1998).

3.1 Biophysical model

Each cortical oscillator consists of two synaptically coupled neurons, one
excitatory and one inhibitory. Both are modeled by current balance equations
describing the membrane voltage,

dVg

C'W = I+ Ing+ I+ 1p+ 1+ Iapgp + Lapp, + IcaBa,
A%
Cd—tI = Ip+Ing+ Ik + Iapp, + Lampa

Iion(V) = gionapbq(Eion _V)a

where C' =1 (uF/cm?) is the membrane capacitance, V; (mV) is the mem-
brane potential of cell j, I;,, are ionic currents detailed below, g;,, is the



maximal conductance for the given ionic channel, a and b are the proportion
of channels that are activated and deinactivated, respectively, p and ¢ are
integers, and Ej;,, is the reversal potential for the given ion.

The passive leak current is I, (V) = g, (EL—V), where g, = 0.1 (mS/cm?)
and E;, = —67 (mV). The fast sodium current is Iy, (V) = gnem?h(En,—V)
and the delayed rectifier potassium current is I (V) = ggn*(Ex — V'), where
gne = 100, gx = 80, En, = 50, and Fx = —100. The kinetic equations
for the activation and deinactivation variables, m, h, and n, take the form
da/dt = a,(1—a) — f,a, where o, = 0.32(V +54) /(1 — exp(—(V +54)/4)),
Bm (V) = —0.28(V +27)/( exp((V +27)/5) — 1), ap(V) = 0.128 exp(—(50 +
V)/18), Br(V) = 4/(1 + exp(—(V + 27)/5)), (V) = 0.032(V + 52)/(1 —
exp(—(V + 52)/5)), Bn(V) = 0.5 exp(—(57 + V')/40). The afterhyperpo-
larizing potassium current is Iayp(V) = gagpw(Ex — V'), where gapp is
varied as a function of arousal as described below. Results are similar using
any AHP current with an appropriate decay time. The hyperpolarization
activated low threshold calcium current is It(V) = grm2hr(Ec, — V) and
mixed cation current is I(V) = gpr(Ep — V), where gr = 2.7, g, = 0.25,
Eqc, = 125, E;, = —43. The kinetic equations for w, my, hr, and r take
the form da/dt = (ac — a)/7a, where weo (V) = 1/(1+ exp(—(V + 35)/10)),
Tw (V) = 400/(3.3 exp((V + 35)/20) + exp(—(V +35)/20)), Tpmp (V) = .44 +
15/( exp((V 427)/10)+ exp(—(V +102)/15)), hroo(V) =1/(1+ exp((V +
80)/5)), mhy (V) = 22.7 + .27/( exp((V + 48)/4) + exp(—(V + 407)/50)),
Too(V) =1/(1 4+ exp((V +75)/5.5)), (V) = 1/( exp(—14.59 — .086 x V) +
exp(—1.87+.0701 * V)). The currents I4pp, and I4pp, are applied directly
and varied as a function of arousal as described below. All currents are ex-
pressed in units of A/cm?. The kinetic equations and parameter values for
intrinsic currents were taken from previous modeling studies (Kopell and Er-
mentrout 2000; Jones et al., 2000; Destexhe et al., 1996; Wang et al., 1995),
and were chosen to qualitatively reproduce the intrinsic firing properties of
individual cortical neurons.

The synaptic currents are Iappa(V) = ges AMPA (Eappa — V) and
IGapa,(V) = gie GABA4 (Egapa, — V), where Exnpa = 0, Egapa, =
—80, ge; = 0.2, and g;. = 1.0. The kinetic equations for the synaptic con-
ductances AMPA and GABA, take the form da/dt = k.(V)(1 — a) — a/7,,
where kanrpa(Ve) = 5 % (1 + tanh(Vy)/4), Tappa = 2 (ms), kgapa, (Vi) =
2x(14+tanh(V;)/4), and Tgapa, = 10. In two cell cortical oscillators, only re-
ciprocal synaptic connections are included (i.e., g¢; and g;.). Four cell cortical
oscillators described below include both reciprocal and recurrent connections
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(i.e., gee and g;), but individual neurons do not synapse onto themselves
(i.e., no autaptic connections). Inclusion of autaptic connections yields re-
sults qualitatively the same as those presented so long as connection strengths
are normalized to reflect the increased number of synapses (data not shown;
for details, see Jones et al., (2000)). The kinetic equations for synaptic cur-
rents were taken from previously published modeling studies (Destexhe et
al., 1998). The relative strengths of inhibitory and excitatory synapses are
modeled using lumped parameters that yield behaviors similar to what is
seen in real circuits and are similar to those used in previous studies (Jones
et al., 2000; Kopell et al., 2000; Ermentrout and Kopell, 1998).

To investigate the ability of oscillating circuits to synchronize over spa-
tially separated cortical regions, we synaptically coupled two cortical oscil-
lators. The physical separation between oscillators is modeled using a time
delay, 6 > 0, with longer delays corresponding to greater distances. Only
distant excitatory (AMPA) synapses are considered. However, both the exci-
tatory and inhibitory neuron of an oscillator receive distant excitatory input.
(Distant inhibitory synapses also exist in neocortex, but are notably more
sparse (Kisvarday et al., 1994).) Synaptic connection strengths were chosen
to reflect previous anatomical and functional studies of connectivity in neo-
cortex. For instance, synapses between distant neurons are weaker than those
between local neurons (g.; = 0.2 for local synapses and gee = ge; = .1 for
distant synapses), reflecting a decreasing density of synaptic connections over
distance (e.g., Lund et al., 1993). All results are qualitatively the same, how-
ever, so long as the strengths of both local and distant excitatory synapses
are such that a spike in either excitatory neuron evokes a single spike in the
local inhibitory neuron, with the net result being that one observes spike
doublets in the inhibitory neuron (data not shown).

An increase in arousal is represented by an increase in the level of the
neuromodulator ACh. In turn, the effects of ACh are modeled according to
some of its known effects on cortical neurons, i.e., as ACh increases, the max-
imal conductance (gayp) of the afterhyperpolarization potassium current de-
creases and the resting potential increases in individual neurons (Hasselmo
1995, McCormick 1992). The latter is most likely due to the effect of ACh
on the leak conductance (Hasselmo 1985, McCormick 1992). However, to be
consistent with previous studies, we instead vary the tonic level of applied
current. Changing the leak conductance leads to results identical to those
presented (data not shown).

In hippocampal slices, the transition from gamma to beta rhythms is
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characterized by the re-emergence of an AHP-current and by the potentiation
of excitatory synapses onto excitatory neurons (Whittington et al., 1997).
Previous analysis has demonstrated that strong excitatory synapses are not
required for, but also do not impede, the generation and/or synchronization
of gamma rhythms (Kopell et al., 2000; Traub et al., 1999). In detailed
models, very strong excitatory synapses lead to bursting behavior (Traub et
al., 1999) and can be disruptive of two-site synchrony (Fuchs et al., 2000).
Thus, to simplify the analysis, excitatory synaptic strengths were fixed at
sufficient levels for the generation of beta rhythms when AHP-currents are
active, but below levels that lead to bursting or uncontrolled activity.

3.2 Spike Time Response Curves
3.2.1 Analysis

In this section, we briefly review the role of spike time response curves
(STRCs) in the analysis of synchrony. STRCs are similar to phase response
curves, but provide response measures in terms of time rather than phase
(Kopell and Ermentrout, 2001; Jones et al., 2000; Winfree, 1980; for discus-
sion, see Acker et al., 2002).

Figure 1 presents a schematic of two identical cortical oscillators coupled
with a delay of 0; connections crossing the dashed line are delayed. Both
oscillators consist of an excitatory and inhibitory neuron, denoted as Ei, I,
and Es, I,. Following Ermentrout and Kopell (1998), let

ti = time when Ej fires
ty = time when Ej fires
t; = next time when F; fires
t, = next time when FE, fires.

After F, fires, it takes an amount of time equal to t; + 6 — t5 for the
oscillator containing F5 to receive excitatory input from FE;. Thus

To =ty + STRC(t, + § — t3),

where STRC(t) is a function that describes the advance or delay of the firing
of an excitatory neuron for a given arrival time of excitatory input onto the



oscillator containing that neuron. Note that, if Fs has an intrinsic firing
period of Ty, then STRC(t) = 0 for ¢t > T,. That is, if input from E; arrives
after time 75, then the period of Ey during the present cycle is unaffected.

Define A = t, — t; as the difference in spike times between F, and Fj.
Similarly, A = %, — ;. The synchronized state corresponds to A = A = 0.
From the above definitions, we construct a 1-D map, Hs, for each fixed 4,
that describes the difference in spike time in the next cycle, A, in terms of
the difference in spike term in the previous cycle, A, i.e.,

A = ty—t; +STRC(t; + 6 —ty) — STRC(ta + 6 — t1)
= A+ STRC(-A+6)— STRC(A +9)

Note that since Hs(0) = 0, the synchronous solution exists as a fixed point
of the map.

To evaluate the stability of synchrony, we consider H}(A) at A = 0, where
the prime denotes the derivative with respect to A. From the definition of
Hj, we find

HY{(A) = 1—STRC'(—A +6) — STRC'(A + 6)
HY(0) = 1—2STRC'(6).

The fixed point A = 0 is stable when |H3(0)|] < 1 (Devaney, 1992) or,
equivalently, when
0 < STRC'(d) < 1.

This mathematical condition describes a straightforward relationship be-
tween the stability of synchrony and the shape of the STRC. Using our model,
we generate STRCs numerically and consider their slope at different delays
to predict when two oscillators will or will not synchronize.

The general hypotheses underlying the use of STRC analysis are that 1)
the effect of a given perturbation depends only on the time that it is received
within a given cycle and 2) oscillators approximately return to their periodic
waveform within one cycle after an external perturbation. In the present
model, the validity of the first assumption is supported by the fact that each
perturbation is caused by a short (relative to the oscillator period) EPSC hav-
ing a stereotyped temporal profile. STRCs obtained using different synaptic
strengths (within the ranges described above) were qualitatively similar to



those presented below (data not shown). The validity of the second assump-
tion is supported by the fact that the voltage spike marking the end of each
cycle effectively resets all of the voltage gated channels to nearly fixed values.
In the case of the slow AHP current, increasing the AHP conductance results
in longer cycle periods, allowing more time for the current to decay before
the start of the next cycle; indeed, the AHP conductance, when sufficiently
large, effectively determines the period. Finally, to justify directly the use
of STRC analysis for understanding the mechanisms underlying synchrony,
we confirm that the analytic results derived from the STRCs match those
derived from numerical simulations using the full model.

3.2.2 Numerics

All simulations were performed using the XPP software package (GB Ermen-
trout, available at www.pitt.edu/~phase). Equations were integrated using
a fourth order Runge-Kutta method with a 20us time step. The STRC con-
struction process consists of taking a single cortical oscillator (one excitatory
and one inhibitory neuron), imposing specifically timed excitatory synap-
tic inputs onto both neurons, and measuring the subsequent firing period
of the excitatory neuron (cf. Figure 4). STRCs were constructed numeri-
cally from XPP output files using PERL scripts specifically written for the
task (ActivePerl 5.6, ActiveState Software). The stability of synchronous
solutions was tested numerically by integrating the equations for a coupled
pair of oscillators with each starting from slightly different initial conditions.
A number of different initial conditions were examined for each simulation.
Plots and figures were constructed using the Origin 5.0 (Microcal Software)
and Canvas 8.0 (Deneba Software) software packages.

3.3 Definitions of rhythmic activity

Our working definitions of gamma, beta, and alpha rhythms classify each
in terms of firing pattern and/or the activation of intrinsic currents. Since
firing patterns can change when two local circuits are coupled, we will use
the patterns of the coupled system for our classification. As described below,
our definition of each rhythm refines the standard descriptions usually stated
in terms of activity frequency.

We first review the classification of gamma and beta for the in wvitro
hippocampal preparation on which our classification is based (Traub et al.,
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1999; Whittington et al., 1997). In that preparation, both E and I neurons
fire on every cycle during gamma. During beta, I neurons fire at gamma
frequencies while E neurons fire on every other I neuron cycle. Since the E
neurons skip the same cycles, the population firing rate reflects their lower
firing rate. Note that, unlike gamma, this form of beta involves intrinsic
(i.e., non-synaptically evoked) spikes from the interneurons (for review, see
Whittington et al., 2000).

When two circuits are synaptically coupled (within a range of coupling
strengths), I neurons fire an extra spike on each cycle evoked by excitation
coming from the distant circuit (i.e., “doublets”). In the model, rhythmic
activity in a coupled pair of oscillators is classified as gamma if the inhibitory
neurons produce only spike doublets on each cycle and the level of h-current
activation on each cycle remains below some threshold (see below). Rhythms
are classified as beta if the inhibitory neurons produce spike doublets plus
one intrinsic (i.e., non-synaptically evoked) spike on each cycle.

Our definition of alpha involves the use of h-current activation; rhythms
are classified as alpha if inhibitory neurons produce only spike doublets on
each cycle and the h-current activation in the excitatory neuron (i.e., r)
reaches some threshold value on every cycle. Note that the firing pattern of
alpha is the same as gamma. The choice of h-current activation threshold is
somewhat arbitrary; it corresponds to the value at which the role of inhibitory
spike doublets changes from stabilizing to destabilizing synchrony (as shown
below in Fig. 3). For the results described below, the threshold was set at
r = .09. However, for all network parameters we examined, an h-current
activation threshold value corresponding to the transition from synchrony to
asynchrony could always be determined.

Figures 2b-d present voltage traces from the excitatory (thick black traces)
and inhibitory neuron (thin gray traces) of one of the oscillators during each
rhythmic state. Figure 2a shows the range of frequencies observed. Note that
the frequencies of beta rhythms overlap those of both gamma and alpha, and
gamma rhythms emerge at frequencies usually associated with the slower
alpha rhythm. However, beta can be readily distinguished from the other
rhythms in terms of its firing pattern; only beta rhythms involve intrinsic
(i.e., non-synaptically evoked) spikes from the inhibitory neuron. Moreover,
we argue in the discussion that the ”slow gamma” rhythm is an artifact of the
small and non-noisy networks we are using, and we ignore it in the analysis
that follows.
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4 Results

4.1 STRCs predict synchrony

As parameters mimicking states of arousal are varied (as described below),
alpha (), beta (), and gamma () rhythms emerge from the same synapti-
cally coupled pair of cortical oscillators (Figures 2b-d). Figures 2e-g present
STRCs, obtained as described in Methods, from one of the cortical oscilla-
tors under the same three conditions as used to obtain Figures 2b-d. The
horizontal axis represents the delay at which imposed input is received. The
vertical axis represents the subsequent firing period of the excitatory neuron.
The dashed line indicates the firing period of the excitatory neuron when no
input is imposed. Note that nearly all extrinsic perturbations result in longer
firing periods.

As described in Methods, the slope of the STRC at each delay predicts
whether or not a pair of synaptically coupled oscillators will synchronize.
With a coupling delay of 5 ms, for instance (Figures 2e-g, arrows), the slope
of the STRC is positive under conditions that induce gamma or beta, and
negative for alpha. This suggests that a pair of oscillators coupled with a
5 ms delay will synchronize under conditions that induce gamma or beta,
but not alpha. The predictions are confirmed in Figures 2h-j, which present
voltage traces of the two excitatory neurons from a coupled pair of oscilla-
tors during each rhythmic state. The traces are perfectly synchronized for
both gamma and beta rhythms (Figures 2h and 2i), while the alpha rhythm
exhibits asynchrony (Figure 2j). Two examples of asynchronous alpha are
presented to indicate that a number of asynchronous solutions may exist.

More generally, for all of the parameter sets that we examined, values
that yield STRCs having positive (respectively negative) slope also lead to
synchronous (respectively asynchronous) activity in the full network. This
provides the necessary justification for our use of the low-dimensional maps
to understand the mechanisms underlying synchrony in our model oscillatory
cortical circuit.

4.2 'Transitions between rhythms

Transitions between alert or attentive states and unfocused or rest states
are accompanied by changes in rhythmic activity and in levels of neuromod-
ulation. We model changes in arousal by altering two key parameters, 1)

12



the level of tonic drive to both excitatory and inhibitory neurons and 2) the
maximal AHP conductance in the excitatory neuron.

Figure 3 presents frequency matrices showing the dependence on these
two parameters of rhythmic activity exhibited by a coupled pair of oscillators
and their ability to synchronize over distance. The coupling delays are 5 ms
and 15 ms, respectively, in Figures 3a and 3b. Matrices generated at other
delays are similar (3-25 ms; data not shown). Each matrix presents the firing
frequency averaged from the two excitatory neurons for a given value of g4gp
(horizontal axis) and tonic drive to each cell type (vertical axis). Shaded
backgrounds indicate parameter states in which the two excitatory neurons
are precisely synchronized (i.e., less than 1 ms difference in spike time). As
predicted by the STRCs in Figure 2, nearly all of the gamma and beta states
are synchronous with a coupling delay of 5 ms, indicated by the light and
dark shadings, respectively. States exhibiting alpha rhythms as defined above
(r > .09) are bounded below by the dashed line in Figure 3a; the boundary
in Figure 3b is approximately the same. In contrast with gamma and beta,
nearly all of the alpha states are asynchronous with a coupling delay of 5
ms. The three boxed numbers in Figure 3a indicate parameter values used
to generate voltage traces and STRCs presented in Figure 2 (above) and
Figures 4 and 5 (below). The four lines labeled i-iv in Figure 3b indicate the
transitions in rhythm and synchrony examined in detail in Figure 6 (below)
using STRC analysis.

The frequency matrices also show the synchronization properties of each
type of rhythm over cortical distance. For instance, parameter states near the
alpha rhythm boundary (i.e., dashed line in Figure 3a) lead to rhythms that
are asynchronous over short delays (5 ms, Figure 3a) but synchronous over
long delays (15 ms, Figure 3b). By contrast, high frequency gamma rhythms
(lower left corner) are synchronous over short delays but asynchronous over
long delays. Beta is synchronous for delays of both 5 and 15 ms.

Frequency matrices have also been obtained using different levels of tonic
drive to the inhibitory (I) versus excitatory (E) neuron (y-axis), with similar
results. For instance, increasing drive to the I cells relative to the E cells shifts
the boundary between gamma and beta upward and to the left. Intuitively,
this is because additional tonic drive to the inhibitory neurons results in
higher firing rates, enabling the intrinsic (non-evoked) inhibitory spike to
emerge even when excitatory neurons are also firing rapidly (i.e., when the
AHP conductance is weak).

The matrices can be used to conceptualize the relationship between state-
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transitions and the underlying biophysics. For instance suppose that, begin-
ning from an alpha state of quiet wakefulness (for example, upper right boxed
state in Figure 3a), a subject is required to perform a task. When the task
begins, the subject becomes aroused. ACh enters the cortex from the basal
forebrain (Cape and Jones, 1998), blocking both AHP currents and passive
leak channels (Hasselmo, 1995; McCormick, 1992). As a result, activity shifts
from alpha to gamma (e.g., the lower left boxed state). As the AHP cur-
rent recovers, excitatory neurons fire more slowly, and activity shifts to beta
(Haenschel et al., 2000) (e.g., the lower right boxed state). Finally, when the
task is complete, the subject returns to a quiet state, ACH levels drop, the
neurons become less depolarized (Detari et al., 1999), and activity returns
to alpha.

4.3 Biophysics and the Shape of STRCs

As described above, the shape of the STRC predicts the ability of coupled os-
cillators in the model circuit to synchronize. Similarly, changes in the shape
of the STRC accompany changes in synchrony that occur with transitions
from one rhythmic state to another. To understand the biophysics of syn-
chrony, therefore, it suffices to explain the mechanisms that determine the
shape of the STRC. In the following two subsections, we explain how intrinsic
currents and synaptic interactions determine the STRC shape during each
rhythmic state and the changes that occur during the transitions between
them.

Conclusions from our analysis in the following two subsections can be
summarized as follows. In section 4.3.1, we examine how the underlying
biophysics determine the shape of the STRC for parameter values indicated
by the three boxed states in Figure 3a, but over a range of coupling delays. In
all three cases, longer delays result in longer intervals between spikes of the
inhibitory doublet. For both gamma and beta rhythms (lower boxed states),
coupled oscillators synchronize and, correspondingly, the slope of the STRC
is positive. This is because the increasing inhibitory doublet interval delays
the subsequent firing of the excitatory neuron, resulting in longer periods for
longer delays. For the alpha rhythm (upper boxed state), coupled oscillators
are asynchronous and the slope of the STRC is negative. This is because
hyperpolarization activated inward currents effectively reverse the role of
inhibition so that increasing the doublet interval advances the firing of the
excitatory neuron under some conditions.
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In section 4.3.2, we examine how the shape of the STRC changes as the
underlying biophysics change along the parameter values indicated by the
four labeled lines in Figure 4b. The transition from gamma to alpha (line
i) occurs with increasing levels of g4up when tonic drive is low. Increasing
gagp hyperpolarizes the excitatory neuron, resulting in stronger I, and I
inward currents and in an STRC having negative slope as explained above.
The transition from alpha to beta (line ii) occurs with increased levels of
tonic drive when gspp is high. Increased tonic drive depolarizes both the
excitatory and inhibitory neuron. In the excitatory neuron, depolarization
weakens the hyperpolarization-activated inward currents resulting in a PRC
having positive slope. In the inhibitory neuron, depolarization enables an
intrinsic inhibitory spike to be produced on each cycle, characteristic of beta.
The transition from gamma to beta (line iii) occurs with increasing levels of
gamgp wWhen tonic drive is high. Increasing gapp slows the firing rate of the
excitatory neuron. This again enables the inhibitory neuron to generate
the intrinsic spike characteristic of beta. Finally, when tonic drive is high,
gamma rhythms become asynchronous either with increasing delays or with
decreasing levels of gagp (line iv). Decreasing levels of g4gp increases the
firing rate of excitatory neurons. If the excitatory neurons firing rate is
sufficiently high, or the coupling delay is sufficiently long, imposed input
arrives after the end of the excitatory neuron’s cycle, and the slope of the
STRC no longer determines the synchronization properties of the system.

4.3.1 The Biophysics of Long-distance Synchrony

We begin by examining more closely the process by which STRCs are con-
structed. Figures 4a-c present STRCs obtained from a single cortical oscil-
lator using the parameter values indicated by the three boxes in Figure 3a;
these are the same as in Figures 2e-g. Figures 4d-f present voltage traces from
the excitatory (thick black lines) and inhibitory neuron (thin gray lines) of the
oscillator from which the STRCs in Figures 4a-c are constructed. Each trace
presents data from two cycles for each rhythm. The upper traces show the
firing patterns of the neurons when the oscillator is unperturbed; the dura-
tion of the unperturbed firing periods are indicated by the horizontal dashed
lines in Figures 4a-c. Note that the inhibitory neuron exhibits evoked spike
singlets rather than doublets during each firing period because it is receiving
input only from the excitatory neuron in its local circuit. The lower traces
show the firing patterns of the neurons when an excitatory synaptic input is
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imposed at different delays (0) after the start of the second cycle; the first
cycle is unperturbed and is included for purposes of comparison. The delays
are indicated by the numbers in Figures 4d-f and by the arrows in Figures
4a-c.

Imposed input results in an additional evoked spike from the inhibitory
neuron during the second cycle. In the excitatory neuron, imposed input
results in excitation followed by inhibition (due to the imposed inhibitory
spike) and also changes the duration of the second cycle. The STRCs in
Figures 4a-c present the duration of the second cycle as a function of the
arrival times of the imposed inputs. The dashed vertical lines in Figures 4d-f
are aligned to the end of the second period of the unperturbed oscillator to
emphasize the effect on spike timing of imposed inputs. Note that different
time scales are used for each rhythmic state. The last column of Figure 4f
presents an expanded view of the final spike during alpha as indicated by the
square brackets.

We now examine more closely the relationship between the slope of the
STRC at different delays and the intrinsic and synaptic properties of the
oscillator during each rhythm. During gamma rhythms (Figures 4a and 4d),
the STRC has a slope that is positive but less than one for most delays up to
the period of the excitatory neuron. As shown in Figure 4d, inhibition evoked
by the imposed inhibitory spike delays the firing of the excitatory neuron
(0 = 5). Moreover, the firing delay increases with the delay of imposed input
(compare 6 = 5 with § = 10), resulting in a STRC having positive slope.
The sharp jump in the STRC in Figure 4a (6 = 15) marks the point at which
the delay of imposed input (d) is close to the unperturbed firing period of
the excitatory neuron. That is, as shown in the last trace of Figure 4d, if
imposed input arrives just before the excitatory neuron fires, the excitatory
spike is slightly advanced. If the delay is more than 18 ms, then imposed
input arrives after the end of the period of the excitatory neuron.

During beta rhythms (Figures 4b and 4e), the STRC has a slope that
is positive but less than one over a wider range of input delays than during
gamma. Beta rhythms are characterized by an extra intrinsic inhibitory
spike during each cycle. As shown in Figure 4e, the imposed inhibitory spike
resets the period of the inhibitory neuron so that the intrinsic spike is delayed
(0 = 10). In turn, this delays the firing of the excitatory neuron. Moreover,
as with gamma, the firing delay increases with the delay of imposed input
(compare 0 = 10 with 6 = 20), resulting in a STRC having positive slope.
If the intrinsic spike is delayed beyond the period of the excitatory neuron
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(cf. Figure 6d below) or if the imposed spike does not occur until after the
intrinsic spike (6 = 30), then inhibition from the imposed spike delays the
firing of the excitatory neuron directly. The relatively sharp jump on the
STRC in Figure 4b (§ = 30) marks the length of the delay at which this
occurs.

During alpha rhythms (Figures 4c and 4f), the STRC has a slope that
is negative for short delays and positive for long delays. Alpha rhythms are
characterized by the activation of hyperpolarization activated inward cur-
rents. This makes the relationship between the slope of the STRC and the
underlying biophysics more subtle than for the cases of gamma and beta
rhythms. As shown in Figure 4f, if imposed input arrives when the in-
hibitory neuron is still refractory following an evoked spike (§ = 2), then the
imposed inhibitory spike does not occur and only excitation is evoked in the
excitatory neuron. The resulting depolarization partially deactivates I, and
inactivates the Iy (to be discussed further with Figure 5 below), resulting
in weaker inward currents so that the firing of the excitatory neuron is de-
layed. If imposed input arrives after the end of the refractory period of the
inhibitory neuron (6 = 5), then the imposed inhibitory spike does occur so
that excitation followed by inhibition is evoked in the excitatory neuron as
before. Inhibition evoked by the imposed spike results in stronger inward
currents so that the firing of the excitatory neuron is relatively advanced.
Note that the inward currents reverse the role of excitation and inhibition
in spike timing; excitation delays firing, inhibition advances firing (see also
Jones et al., 2000).

In contrast to the cases of both gamma and beta rhythms, the firing
delay of the excitatory neuron during alpha rhythms initially decreases with
increasing delays of imposed input (compare § = 2, 5, and 20). This occurs
for two reasons. First, as the delay increases from 3 to 5 ms, imposed inputs
arrive near the end of the refractory period of the inhibitory neuron but early
enough to combine with the remaining influence of the excitatory neuron as
discussed above. This causes the inhibitory cell to fire slightly earlier with
increasing delays (for details, see Jones et al., 2000). Second, as the delay
increases from 5 to 20 ms, the time between the synaptically evoked inhibitory
spike and the imposed inhibitory spike increases so that, as shown in Figure
Ha, inhibition evoked by the two spikes becomes less overlapping. As a result,
as shown in Figure 5b, activation of the inward currents increases slightly,
and the firing of the excitatory neuron is further advanced.

For long input delays (§ > 20), the firing delay of the excitatory neuron
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during alpha rhythms increases with increasing delays of imposed input, as
with both gamma and beta rhythms. This occurs because the excitatory
neuron will fire only after synaptic inhibition has decayed sufficiently, even
when the inward currents are active. The inward currents decay more slowly
than synaptic inhibition; the time constant of GABA 4 is faster than that of
either I, or Iy (Destexhe et al., 1996; also see Figure 5b). Thus, if imposed
input arrives early (e.g., 6 = 2 or 5), or the period of the excitatory neuron
is long, then synaptic inhibition has sufficient time to decay and the inward
currents will advance the firing of the excitatory neuron, as described above.
By contrast, if imposed input arrives late (6 > 20), or the period of the
excitatory neuron is short (cf. Figure 6 below), then inhibition will delay
directly the firing of the excitatory neuron. In the latter case, the firing
delay increases with input delay, as with both gamma and beta, resulting in
a STRC having positive slope for long delays.

4.3.2 The Biophysics of Transitions

As described above, the shape of the STRC during each rhythmic state is
determined both by intrinsic currents and by synaptic interactions. Intrin-
sic currents are affected, both directly and indirectly, by changes in neu-
romodulation that accompany transitions between rhythmic states. In this
section, we examine in detail how neuromodulation affects intrinsic currents
and transforms the shape of the STRC during the four transitions (i-iv) in-
dicated on Figure 3b.

When the level of tonic drive is low, transitions between alpha and gamma
rhythms occur with changing levels of gagp. Figure 6a presents a series of
STRCs obtained from a single cortical oscillator, as in Figures 4a-c, using
the parameter values indicated by the horizontal line i in Figure 3b. As
gagp increases, the STRC shifts upward, its slope over short delays becomes
negative, and the sharp jump occurs later. These changes can be understood
in terms of the effect of gayp on the intrinsic and firing properties of the
excitatory neuron; increasing gs4gp hyperpolarizes the excitatory neuron,
lengthens its firing period, and thus raises the STRC. Longer firing periods
allow time for synaptic inhibition to decay so that the firing of the excitatory
neuron can be advanced by inward currents, as described above. Moreover,
increased hyperpolarization results in higher levels of inward current. As
shown in Figure 6b, both I, activation (r) and Iy deinactivation (hy) increase
with g4y p. Taken together, these effects result in the excitatory neuron firing
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earlier with increasing delays and hence in the STRC having negative slope.
The sharp jump marks the point at which the delay of imposed input is close
to the firing period of the excitatory neuron as described above for gamma
rhythms. Thus, the jump occurs with longer delays as the period increases.

When the level of g4y p is high, transitions between alpha and beta occur
with changing levels of tonic drive. Figure 6¢c presents a series of STRCs
obtained from the same oscillator as in Figure 6a, but using the parameter
values indicated by the vertical line ii in Figure 3b. As tonic drive increases,
the STRC initially lowers, and its slope becomes gradually more positive
(compare STRC 1 and STRC 2). The STRC then shifts drastically upward
for short delays and exhibits a sharp jump (STRC 3, § = 20). To explain
this, we note that increasing tonic drive depolarizes the excitatory neuron,
resulting in a shorter firing period and thus lowering the STRC. Moreover,
depolarization also weakens the inward currents so that the slope of the
STRC becomes more positive. Finally, if tonic drive is sufficiently large, the
inhibitory neuron will generate an intrinsic spike on each cycle; the firing
rate of the excitatory neuron changes more slowly due to high levels of gagp.
Inhibition from the intrinsic spike lengthens the period of the excitatory
neuron and shifts the STRC upward. The sharp jump marks the point at
which the imposed spike delays the intrinsic spike beyond the period of the
excitatory neuron, as described above for beta rhythms.

When the level of tonic drive is high, transitions between gamma and beta
occur with changing levels of gagp. Figure 6d presents a series of STRCs
obtained from the same oscillator as in Figures 6a and 6c¢, but using the
parameter values indicated by the horizontal line segment iii on Figure 3b.
As gagp increases, the STRC shifts drastically upward and the jump first
occurs earlier and then occurs later. This happens because increasing g4y p
hyperpolarizes the excitatory neuron and slows its firing rate while the rate
of the inhibitory neuron remains the same. When g4p5p is sufficiently large,
the inhibitory neuron generates an intrinsic spike during each of its cycles.
Inhibition from the intrinsic spike lengthens the period of the excitatory
neuron and shifts the STRC upward.

When gapp is low (STRC 1, Figure 6d), the sharp jump marks the point
at which the imposed delay is close to the firing period of the excitatory
neuron, as described above for gamma. When g4gp is high, the sharp jump
marks either the point at which the imposed spike delays the intrinsic in-
hibitory spike beyond the end of the period of the excitatory neuron (STRC
2) or the point at which the imposed spike occurs after the intrinsic spike
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(STRC 3). Both effects can be seen in Figure 6e, which presents voltage
traces from one of the oscillators, similar to Figures 4e-f, while in the same
state used to generate STRC 2 on Figure 6d. When § = 18, the intrinsic spike
is delayed beyond the period of the excitatory neuron. When 6 = 36, the
imposed spike occurs after the intrinsic spike; note the small bump on STRC
2 corresponding to the sharp jump on STRC 3. Note also that the STRCs
have negative slope for delays near the sharp jumps. These correspond to
the narrow band of asynchronous parameter states between the regions of
gamma and beta rhythms on the matrices of Figure 3.

When the level of tonic drive is high, high frequency gamma rhythms are
synchronous over short distances (§ = 5, Figure 3a) but can be asynchronous
over long distances (§ = 15ms, Figure 3b). An analogous transition occurs
with changing levels of g4pp. Both transitions can be understood in terms
of the timing of imposed input relative to the intrinsic firing period of the
excitatory neuron. Figure 6f presents a series of STRCs obtained from the
same oscillator as above, but using the parameter values indicated by hor-
izontal line segment iv on Figure 3b. As gsyp decreases, the sharp jump
on the STRC occurs at shorter delays, reflecting the shorter firing period of
the excitatory neuron, as described above for gamma. For short delays, the
STRC has positive slope, and coupled oscillators synchronize. For long de-
lays, imposed input arrives after the end of the firing period of the excitatory
neuron.

4.4 Transitions in layered or heterogeneous networks.

The analysis presented above is valid only for identical pairs of coupled os-
cillators. Numerical results suggest, however, that activity in either hetero-
geneous or layered networks are characterized by similar transitions in both
frequency and synchrony.

To examine activity in heterogeneous networks, we constructed a net-
work of four cortical oscillators segregated into two pairs; oscillators within
a pair are synaptically connected to each other with no conduction delay
(i.e., locally) and to the two oscillators of the other pair with conduction
delay ¢ (i.e., spatially separated). Neurons within a local circuit are con-
nected in all-to-all fashion and include inhibitory connections between local
oscillators. Heterogeneity was introduced either by varying independently
the synaptic connection strengths and/or applied current to each neuron by
+10% of their normal values, or by adding uniformly distributed random
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noise ranging from +.2uA/cm? to the applied current. Results were simi-
lar to those presented above for the network of only two cortical oscillators.
When the level of tonic drive is high and gy p is low, the four oscillator net-
work exhibited synchronous gamma rhythms; when g4 p is high, it exhibited
synchronous beta rhythms. When the level of tonic drive is low and g4yp is
low, the four oscillator networks exhibited synchronous gamma rhythms at
low frequency; when gagp is high, it exhibited asynchronous alpha rhythms.
Transitions between rhythmic states were similar to those reported above but
were characterized by more complex activity patterns (e.g., clustering). In
general, frequency, synchrony, and transitions were all robust in the presence
of heterogeneities (however, see discussion).

To examine activity in a layered network, we again constructed a net-
work of four cortical oscillators, but removed the h- and T- currents from
the excitatory neuron of one oscillator from each pair. Oscillators lacking
h- and T-currents represent layer II/III neurons while oscillators containing
h- and T-currents represent layer V neurons. Results were similar to those
described above for the heterogeneous network. However, in the layered net-
work, only the oscillators that contained h- and T-currents were intrinsically
active during alpha rhythms.

5 Discussion

Motivated by previous experimental and theoretical studies, we have exam-
ined a model oscillatory cortical circuit to explore possible biophysical mech-
anisms underlying behavioral state-dependent transitions in frequency and
synchrony of rhythmic cortical activity. Changes in arousal are represented
according to known effects of acetylcholine (ACh) on the biophysical proper-
ties of individual neurons. Using the model, we demonstrate that such effects
are sufficient to induce a transition in rhythmic activity between alpha, beta,
and gamma rhythms in a manner consistent with changing behavioral states.
Transitions in rhythm are accompanied by corresponding transitions in syn-
chrony over cortical distance in a manner consistent with experimental data.
We explain the relationship between these network behaviors and the under-
lying biophysics using spike time response curves (STRCs). STRCs describe
the response of single cortical oscillators to externally imposed input, have
shapes that depend on the underlying biophysics, and predict whether or
not coupled cortical oscillators will synchronize. Conditions for the accurate
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use of STRC’s are spelled out in the Methods section, as is the supporting
evidence for the validity of those conditions in the present case.

Previous studies have used similar analyses to explain individually the
biophysics of gamma (Ermentrout and Kopell, 1998), beta (Kopell et al.,
2000), and alpha rhythms (Jones et al., 2000). In the current model, we
include the conductances needed for all three rhythms to show that a single
cortical circuit can support rhythmic activity of each type and to provide a
coherent explanation for how neuronal dynamics can be transformed by neu-
romodulation. We note also that the mechanism for alpha rhythms proposed
here and in Jones et al. (2000) depends only on the presence, but not the
details, of some type of hyperpolarization activated inward current that can
reverse the role of inhibitory doublets and that has an activation time scale
comparable to alpha.

In this and previous studies, STRC analysis contributes beyond simply
summarizing the results of the full model in two important ways. First, it
provides a means of understanding the networks behavior by examining a rel-
atively small and simple subset of simulations, i.e. the time delay of a single
spike. Second, it provides a simple link between the intrinsic and synaptic
properties of the network and the network’s global behavior. That is, to
understand the behavior of the full network, we need only understand how
the intrinsic and synaptic properties contribute to the shape of the STRC. In
more practical terms, the relationship between STRC shape and synchrony
is easily established by means of the analysis reviewed in Methods. The re-
lationship of the STRC and the underlying biophysics can be understood via
simulations, as described in Section 4.3, that illuminate how the kinetics of
different currents change the shape of the STRC (also see Jones et al., 2000;
Kopell et al., 2000; Ermentrout and Kopell, 1998). Note that the latter re-
lationship can also be obtained experimentally. Current studies by ourselves
and others are investigating experimentally determined STRCs and their
ability to predict synchrony in oscillating pairs of real neurons in neocortex
and hippocampus (John White, Theoden Netoff, personal communication).

Our analysis of synchrony over cortical distance can not be extended
directly to the study of synchrony in strictly local networks. In particular, a
pair of cortical oscillators coupled with a delay § = 0 is not the same as a local
circuit with four neurons. This is true for two reasons. First, as discussed in
Methods, the strengths of distant excitatory synapses are weaker than those
of local synapses. Second, and more importantly, only excitatory neurons
form distant synapses in the present model. Thus, the circuit corresponding
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to 6 = 0 has only half the inhibitory synapses of a proper local circuit.
Understanding synchrony in large local circuits is likely to require analytic
strategies different than those used here.

Our results suggest that, under conditions that lead to alpha rhythms,
coupled oscillators are asynchronous across short delays but can be syn-
chronous over longer delays. Moreover, while not examined systematically,
we observed that pairs of oscillators tend to phase-lock during alpha (see
Figure 2j and also Jones et al., 2000). Both results are consistent with ex-
perimental data demonstrating a phase shift and wave-like activity patterns
over cortical space during alpha rhythms in behaving animals (von Stein et
al., 2000; Roelfsema et al., 1997). Taken together, these observations suggest
that further analysis of the mechanisms underlying alpha rhythms will likely
reveal more complex and interesting spatiotemporal activity patterns than
those examined here.

Synchrony (or asynchrony) in all of the parameter states we examined was
robust to modest changes in both heterogeneity and network size (cf. Section
4.3.2). Surprisingly, this was true not only for parameter states corresponding
to experimentally observable rhythms (i.e., alpha, beta, and fast gamma
rhythms; the three boxed states in Figure 3a), but also for parameter states
corresponding to synchronous slow gamma rhythms that to our knowledge
are not observed experimentally (upper left region of the matrix in Figure
3a). However, in networks larger than those examined here (i.e., hundreds
of neurons), simulations suggest that slow gamma rhythms are more fragile
to noisy applied currents than are fast gamma rhythms (Christoph Borgers,
David McMillen and Nancy Kopell, personal communication).

A number of alternative mechanisms might explain both the generation
of rhythmic brain activity and the transitions between them. For instance,
both alpha and gamma rhythms have been observed in the intracellular re-
sponses of neurons from thalamus and cortex (Steriade et al., 1993; Silva
et al., 1991 ), suggesting a possible role for thalamocortical projections (see
also Nicolelis and Fanselow, 2002). In addition, chattering neurons in corti-
cal layer II/IIT (Gray and McCormick, 1996) and bursting neurons in layer
V (Silva et al., 1991) exhibit rhythmic activity in the gamma and alpha fre-
quency ranges, respectively, suggesting that they might serve as rhythmic
pacemakers. Moreover, neuromodulators other than ACh (e.g., serotonin)
are also involved in state-dependent changes in activity and are known to
have slightly different effects on cortical circuitry (Deteri et al., 1999; Has-
selmo, 1995; McCormick, 1992 ). Despite these limitations, however, our
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methods and many of our results can be readily adapted to understand the
mechanisms underlying rhythm, synchrony, and transitions in oscillating cor-
tical circuits under a broad range of conditions.
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6.1 Figure Legends

Figure 1. Schematic of circuit model. The figure presents a schematic of two
identical cortical oscillators synaptically coupled with a delay of § ms. Each
oscillator consists of a single excitatory and inhibitory neuron (E;, I; and
E,, I,). Solid and thin dashed lines denote excitatory and inhibitory synap-
tic connections, respectively. Connections crossing the thick dashed line are
delayed by ¢ ms.

Figure 2. Alpha, beta, and gamma rhythms emerge from the same coupled
pair of cortical oscillators. Panel a) presents the range of firing frequencies
exhibited by the excitatory neurons during gamma, beta and alpha rhythms.
Panels b)-d) present example firing patterns of the excitatory (dark trace)
and inhibitory (light trace) neuron from one of the oscillators during gamma,
beta, and alpha rhythms, respectively. Panels e)-g) present STRCs generated
from one of the cortical oscillators under conditions that lead to gamma, beta,
and alpha rhythms, respectively. The dashed line indicates the intrinsic pe-
riod of the excitatory neurons. The small arrows mark the STRC at the point
0 = bms; the STRC slope at § = 5ms is negative during alpha, and positive
during both gamma and beta. Panels h)-j) present voltage traces from the
two excitatory neurons during gamma, beta, and alpha rhythms, respectively.
Two examples of alpha rhythms are presented. Parameter values for applied
currents and g4gp are as indicated by the three boxed values in Figure 3a
below (gamma, gagp = 0.0, Iapp, = 4.5,lapp, = 1.1; beta, gagp = 1.0,
IAppe = 4.0,IAppi = 1.0;alpha, JAHP = 1.0, IAPPe = —0.25,[,4133 = —01)

Figure 3. Frequency and synchrony change with parameters of arousal. Pan-
els a) and b) present frequency matrices showing the averaged frequency of
the two excitatory neurons from a coupled pair of cortical oscillators for a
given value of gayp (x-axis) and tonic drive to each cell type (y-axis). The
coupling delay () is 5 ms in panel a) and 15 ms in panel b). The two y-axis
scales indicate the current applied to the excitatory (E) and inhibitory (I)
neurons, respectively. Shaded frequency values indicate parameter states in
which the excitatory neurons are synchronous; light shaded states indicate
synchronous gamma or alpha rhythms, dark shaded states indicate beta. The
dashed line in panel a) indicates the lower boundary of states that exhibit
alpha rhythms. The three boxed values in panel a) indicate states used to
generate data presented in Figure 2 above and in Figures 4 and 5 below. The
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four lines in panel b) indicate state transitions examined in Figure 6 below.

Figure 4. Intrinsic and synaptic properties determine the shape of STRCs.
Panels a)-c) present STRCs generated from a single cortical oscillator using
parameter values for drive and g4yp as indicated by the three boxed values
in Figure 3a; these are the same as Figure 2e-g. Dashed lines indicate the
intrinsic period of the excitatory neuron. Small arrows indicate delays ex-
amined in detail in the following panels. Panels d)-f) present voltage traces
from the excitatory (dark trace) and inhibitory (light trace) neuron of the
oscillator while in the same states. Upper traces show the firing patterns of
the neurons when the oscillator is unperturbed. Lower traces show the fir-
ing patterns of the neurons when an excitatory input is imposed with delay
indicated by the small numbers; the delays correspond to the small arrows
in Panels a)-c). Dashed vertical lines are aligned to the third spike of the
unperturbed oscillator to emphasize the effect on spike timing of imposed
input. The final column in panel f presents an expanded view of the third
excitatory spike as indicated by the bracket. Note that different time scales
are used in each panel.

Figure 5. Inward currents reverse the role of inhibition. Panel a) shows
inhibitory synaptic currents evoked in the excitatory neuron of a cortical os-
cillator when imposed input arrives with a delay of 2, 5, or 20 ms. Longer
delays result in inhibition that is less overlapping. Panel b) shows the time
course over one cycle of I, activation (r) and Ir deinactivation (hy) when
imposed input arrives with the same delays as in Panel a).

Figure 6. Modulation of intrinsic currents changes the shape of STRCs.
Panel a) presents a series of STRCs generated from a single cortical oscilla-
tor using parameter values for drive and g45p as indicated by line i in Figure
3b. Panel b) presents a plot of maximal values of I, activation (r) and Ip
deinactivation (hr) for the same parameter states as in Panel a). Panels c),
d), and f) present series of STRCs generated from the same cortical oscil-
lator as in Panel a) but while in parameter states indicated by line ii, iii,
and iv in Figure 3b, respectively. Panel e) presents voltage traces from the
excitatory (dark trace) and inhibitory (light trace) neuron of the oscillator
while in the parameter state indicated by STRC 2 in Panel d). Upper traces
show the firing patterns of the neurons when the oscillator is unperturbed.
Lower traces show the firing patterns of the neurons when excitatory input
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is imposed with delay indicated by the small numbers; the delays correspond
to the small arrows in Panel d).
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