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Vierling-Claassen D, Siekmeier P, Stufflebeam S, Kopell N. Mod-
eling GABA alterations in schizophrenia: a link between impaired
inhibition and altered gamma and beta range auditory entrainment. J
Neurophysiol 99: 2656–2671, 2008. First published February 20,
2008; doi:10.1152/jn.00870.2007. The disorganized symptoms of
schizophrenia, including severely disordered thought patterns, may be
indicative of a problem with the construction and maintenance of cell
assemblies during sensory processing and attention. The gamma and
beta frequency bands (15–70 Hz) are believed relevant to such
processing. This paper addresses the results of an experimental ex-
amination of the cortical response of 12 schizophrenia patients and 12
control subjects when presented with auditory click-train stimuli in
the gamma/beta frequency band during measurement using magne-
toencephalography (MEG), as well as earlier work by Kwon et al.
These data indicate that control subjects show an increased 40-Hz
response to both 20- and 40-Hz stimulation as compared with patients,
whereas schizophrenic subjects show a preference for 20-Hz response
to the same driving frequencies. In this work, two computational
models of the auditory cortex are constructed based on postmortem
studies that indicate cortical interneurons in schizophrenic subjects
have decreased GAT-1 (a GABA transporter) and GAD67 (1 of 2
enzymes responsible for GABA synthesis). The models transition
from control to schizophrenic frequency response when an extended
inhibitory decay time is introduced; this change captures a possible
effect of these GABA alterations. Modeling gamma/beta range audi-
tory entrainment in schizophrenia provides insight into how biophys-
ical mechanisms can impact cognitive function. In addition, the study
of dynamics that underlie auditory entrainment in schizophrenia may
contribute to the understanding of how gamma and beta rhythms
impact cognition in general.

I N T R O D U C T I O N

Schizophrenia is a heterogeneous mental illness consid-
ered to have three classes of symptoms: positive (halluci-
nations, psychotic thought patterns), negative (decreased
emotional capacity, flat affect), and disorganized (severely
disordered thought patterns). It has been suggested that the
disorganized symptoms of schizophrenia may indicate im-
paired binding during sensory processing and attention
(Haig et al. 2000; Phillips and Silverstein 2003; Spencer
et al. 2003; Strelets et al. 2002), which in turn implicates
problems with the construction and maintenance of cell
assemblies. The gamma (30 –70 Hz) and beta (15–30 Hz)
frequency bands are believed to be relevant to such process-
ing (Farmer 1998; Kopell 2000; Kopell et al. 2000; Roelf-
sema et al. 1997). There are many theories regarding the
etiology of schizophrenia, including N-methyl-D-aspartate

(NMDA) hypofunction (Coyle et al. 2003), excessive prun-
ing during development (McGlashan and Hoffman 2000), an
excess of dopamine (Seeman et al. 1976), and problems with
myelination (Davis et al. 2003) as well as many observed
physical alterations, including deficits in numbers of inter-
neurons in many brain areas (Benes et al. 1991, 1998), and
alterations to the size and shape of several brain structures
(Shenton et al. 2001). However, results linking such alter-
ations to clinical manifestation have been extremely limited.
In this paper, we seek to use cellular modeling to help
connect physiology with cortical function, linking synaptic
abnormalities in inhibitory interneurons to impaired gamma and
beta range auditory entrainment.

Gamma activity has been found to be important for forming
coherent percepts in a given sensory modality. This has been
shown for somatosensory tasks (Desmedt and Tomberg 1994),
auditory detection tasks (Jokeit and Makeig 1994), and many
visual activities (Engel et al. 1991; Engel and Singer 2001).
Moreover, research has suggested that lower frequency beta
rhythms may be responsible for binding multi-modal ensembles
of neurons at a longer-range, whole-cortex level (Kopell et al.
2000; Roelfsema et al. 1997). Abnormalities in gamma and beta
synchronization are implicated in many brain disorders involving
cognitive dysfunction, including schizophrenia, Parkinson’s, au-
tism, and Alzheimer’s disease (Uhlhaas and Singer 2006).

In general, gamma activity in people with schizophrenia
appears to have less amplitude and less synchronization (Cho
et al. 2006; Green et al. 2003; Haig et al. 2000; Spencer et al.
2003; Strelets et al. 2002). The few studies that have examined
the relationship between schizophrenic symptom profile and
oscillatory activity in the gamma range have tended to find
positive symptoms, such as reality distortion (Gordon et al.
2001) or hallucinatory activity (Baldeweg et al. 1998) associ-
ated with increased gamma activity, and negative symptoms,
such as psychomotor poverty, associated with decreased
gamma (Gordon et al. 2001; Lee et al. 2003). Moreover, some
studies have shown generalized abnormal increases in beta
activity (Kissler et al. 2000) and beta synchrony (Nagase et al.
1992; Wada et al. 1998). There is some indication that an
increase in beta activity may be cognitively important for
gestalt perception (Spencer et al. 2004). However, there is also
recent evidence for decreased long-range beta synchrony dur-
ing gestalt perception (Uhlhaas et al. 2006). In general, gamma
band activity appears to be altered in experiments examining
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both evoked and induced rhythms and tasks involving both
attention and distraction.

We have examined the response of the auditory cortex of
patients with schizophrenia when given periodic click train
stimuli at 20, 30, and 40 Hz as measured using magnetoen-
cephalography (MEG). Control subjects respond to 20-Hz
click trains with a mixed mode signal containing both 20- and
40-Hz components. In contrast, the schizophrenia patients have
a dominant 20-Hz response to 20-Hz drive and only minimal
40-Hz activity. We also find that in response to 40-Hz drive,
schizophrenic subjects have a decreased 40-Hz component and
an increased 20-Hz component to their response compared
with the normal controls, who show an extremely strong 40-Hz
response. A decrease in 40-Hz response to 40-Hz drive in the
schizophrenic population has been well established (Kwon
et al. 1999; Light et al. 2006), but little work has been done on
a possible increase in 20-Hz click train response to either 20-
or 40-Hz drive.

We use computational modeling to argue that changes to
neural inhibition, in particular an increase in IPSC decay time,
may be sufficient to explain these experimental results. Previ-
ous work indicates that Parvalbumin positive (PV�) interneu-
rons my be preferentially affected in many brain regions
including cortex (Lewis et al. 2005) and hippocampus (Zhang
and Reynolds 2002). Post mortem studies on prefrontal cortex
in schizophrenia (Lewis et al. 2005) have shown that PV�
interneurons have decreased GAT-1, a GABA transporter
thought to control spillover between neighboring release sites.
Recent work indicates these changes may be generalized in the
cortex (Hashimoto et al. 2006; Konopaske et al. 2006). We
model this alteration as an extended inhibitory postsynaptic
current (IPSC) decay time based on experimental evidence
indicating that with sufficient density of synapses or repeated
activation, GAT-1 blockade can lead to extended IPSCs (Over-
street and Westbrook 2003). We hypothesize that a reduction
in GAT-1, as opposed to a full blockade, may lead to a similar
extension, particularly in the case of repeated activation in the
gamma/beta range that we consider here. In addition, a reduc-
tion in GAD67, one of two enzymes responsible for GABA
synthesis is quite widely replicated (Akbarian et al. 1995;
Lewis et al. 2005; Straub et al. 2007) and likely indicates less
available GABA, which can be modeled as a decrease in the
strength of inhibition. There is evidence to suggest that alter-
ations to both GAD67 and GAT-1 occur primarily in chandelier
cells, fast-spiking PV� interneurons that synapse onto the
axon initial segment (AIS) of pyramidal cells (Lewis et al.
2005; Pierri et al. 1999; Woo et al. 1998). However, this
conclusion may be primarily due to the relative ease with
which chandelier cell cartridges can be located in postmortem
tissue and may not indicate a truly selective change.

We have simulated auditory cortex to examine the network
effects of an extended decay time and decreased amplitude of
IPSCs. We determine that extended IPSC decay time is suffi-
cient to replicate the important features of the frequency
profiles observed in auditory entrainment. The effect of re-
duced available GABA is secondary and was unnecessary to
replicate the desired effects in our final model. In modeling
results from our click train experiment based on physiological
observations, we propose a mechanism for the changes seen in
auditory cortex entrainment and at the same time demonstrate
a possible functional effect of such interneuron abnormalities.

M E T H O D S

Experimental methods

The experimental work considered in this paper included 12
chronic medicated schizophrenic (SZ) subjects and 12 control (NC)
right-handed male subjects, both with normal hearing, using MEG.
The 12 right-handed male schizophrenic patients were recruited from
the Brockton Veterans Affairs Medical Center, Brockton, MA, and
from the Freedom Trail Clinic at Massachusetts General Hospital
(MGH). The patients met Diagnostic and Statistical Manual of Mental
Disorders, Fourth Ed. (DSM-IV) criteria 16 for schizophrenia on the
basis of interviews conducted using the Structured Clinical Interview
for DSM-IV and medical chart review and met the following inclusion
criteria: age between 18 and 55 yr because in those �55 yr, there are
significant age-related event-related potential (ERP) and electroence-
pholography (EEG) changes; no history of neurological illness; no
history of alcohol or drug dependence (DSM-IV criteria); no present
medication for medical disorders that would have known deleterious
EEG, neurological, and/or cognitive functioning consequences (e.g.,
reserpine or barbiturates for hypertension); no hearing impairments as
determined by patient’s medical history and as assessed by our
portable audiometry test (important for the auditory ERP protocol); no
alcohol use in the 24 h prior to testing; and an ability and desire to
cooperate with our experimental procedures as evinced by giving
informed consent. Three patients were receiving conventional neuro-
leptics; nine patients were receiving novel antipsychotics. No patient
had had electroconvulsive therapy, neurologic illness, major head
trauma, or alcohol or other drug abuse within the previous 5 yr
(DSM-IV criteria). Mean duration of illness was 26.2 � 8.2 (SD) yr
with near continuous administration of antipsychotics during that
period. This study did not specifically control for medications al-
though the MEG analysis was performed blind to medications.

Each subject was presented with 20-, 30-, and 40-Hz click trains of
500-ms duration binaurally at 65–70 dB SL with a fixed interspike
interval (ISI) of 1.5 s. MEG acquisition was performed with Elekta-
Neuromag Vectorview 306-channel MEG with a sampling rate of 600
Hz (hardware band-passed filtered 1.0–200 Hz). The MEG was
co-registration with anatomic magnetic resonance imaging (MRI)
using fiduciary head points. Equivalent current dipoles (ECD) using a
spherical head conductivity model were fitted with the maximal
goodness of fit (GOF) from sequential single dipole fitting over the
time range of 150–600 ms after the first click and a time step of 1 ms.
Left and right hemispheres were evaluated separately, using a two-
dipole solution that was subsequently used for spatial filters. Grand-
averaged waveforms were calculated using the right and left spatial
filters. Power spectral density was calculated from the grand averaged
waveforms using a Welch technique (128-point overlap, 256-point
Blackman window) (Stufflebeam et al. 2006).

Computational modeling methods

We have developed two models of auditory cortex to examine the
network effects of an extended decay time and decreased amplitude of
IPSCs. The first is a biophysical model constructed using GENESIS
(the GEneral NEural SImulation System) (Bower and Beeman 1998).
The second is a highly simplified model that shows behaviors similar
to those of the GENESIS model. The more biophysical model closely
correlates with experimental MEG results and permits us to examine
possible effects of alterations in separate classes of interneurons,
whereas the simplified model allows selective examination of synaptic
decay and synaptic strength in a straightforward way. That the models
behave similarly is an indication that the simplified model is mean-
ingful in this context.

Although the models do differ in their level of direct biophysical
relevance, both are in fact quite simplified. Thus for both models, it is
unreasonable to claim too much biological realism in our parameter
selection. Instead we first selected network parameters to generate the
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control network model behavior, with its preference for 40-Hz re-
sponse to both 20- and 40-Hz drive and then tested whether or not an
extension in time constant would be sufficient to generate the schizo-
phrenic model behavior. We will show that for each model, there is a
range of inhibitory synaptic decay values such that schizophrenic
entrainment behavior is observed. The existence of this range of
appropriate decay times may predict that it is possible for our
proposed mechanism to exist in actual tissue and is not a strict result
of our model tuning to a particular range of parameter space. Details
of each model’s construction and parameter selection are given in the
following text.

GENESIS model methods

The GENESIS model consists of 160 pyramidal cells, 40 basket
cells, and 40 chandelier cells. The basket cells and chandelier cells are
both inhibitory and are distinguished by their connectivity and syn-
aptic decay time constants. The interneurons are divided into two
populations to examine possible implications of selective changes to
the chandelier subclass of interneurons that synapses exclusively onto
the AIS. Each neuron is modeled with two compartments, one repre-
senting the soma and AIS in a single compartment, and one repre-
senting the dendrites. They are based on the single neuron models
described by Sharon Crook as part of her central pattern generator
(CPG) neural network simulation (Bower and Beeman 1998), al-
though the parameters used are chosen to replicate properties of
cortical neurons and are not specific to CPG cells. Connectivity
between the cells is random and is described in greater detail in the
following text.

The equations for each compartment of the GENESIS model are as
follows, where Vm is the transmembrane potential and V �m is the
transmembrane potential of the adjacent compartment (Note that we
adopt the convention that the inside potential is 0 mV)

Cm

dVm

dt
�

�Em � Vm�

Rm

� �EK � Vm�GK � �ENa � Vm�GNa

�
�V �m � Vm�

Ra

� Isyn

and cellular parameters are given in Table 1. The equations for voltage
gated channels are

GNa � g�Nam
3h

GK � g�Kn4

For x � m, n, h we take

dx

dt
� �x�Vm��1 � x� � �x�Vm�x

where

�m�Vm� �
0.1�25 � Vm�

e
25�Vm

10 � 1
�m�Vm� � 4e�vm/18

�h�Vm� � 0.07e�Vm/20 �h�Vm� �
1

e
30�Vm

10 � 1

�n�Vm� �
0.1�10 � Vm�

e
10�Vm

10 � 1
�n�Vm� � 0.125e�Vm/80

Synaptic activation is modeled as a channel conductance change that
proceeds with a specific time course when activated by the presyn-
aptic cell. We take

Isyn � �Eexc � Vm�Gexc � �Ed � Vm�Gd � �Eb � Vm�Gb � �Ech � Vm�Gch

where b indicates the GABAA type inhibition generated by basket
cells, ch indicates the GABAA type inhibition generated by chandelier
cells, exc indicates fast AMPA type excitation generated by the
pyramidal cells and background noise, and d indicates excitation from
the drive at the modeled frequency (20, 30, or 40 Hz). The time course
of synaptic conductance change for a spike the presynaptic cell at time
tn is defined for s � exc, d, b, ch by

Gs�t� � H�t � tn�
Agmax,s�e

��t�tn�/�1,s � e��t�tn�/�2,s�

�1,s � �2,s

where H(t) is the Heaviside function. Note that A is a constant chosen
such that max of Gs(t) is gmax,s.

The synaptic decay time for excitation �2,exc � 3 ms is chosen to
represent AMPA excitatory kinetics. In cortical pyramidal cells and
interneurons, decay times between 1 and 4 ms are reported (Häuser
and Roth 1997; Zhou and Hablitz 1998). In the control network, the
IPSC decay time �2,b � �2,ch � 8 � 5 ms chosen with a uniform
distribution and is selected to be representative of GABAA decay
kinetics (Salin and Prince 1996a,b; Whittington et al. 1995). There is
some debate about the biophysically relevant decay times for GABAA

in cortex with both fairly short (3.71 ms) and extremely long (33.2
ms) decay times reported (Galaretta and Hestrin 1997; Hefti and
Smith 2002) although there is agreement that GABAA decay is
generally longer than AMPA type excitatory currents. We choose 8
ms as the mean decay time both because it is an intermediate value in
the range of reported values and because decay times in the 6- to
10-ms range are traditionally used in the modeling literature (Börgers
et al. 2005; Börgers and Kopell 2003; Cunningham et al. 2004;
Whittington et al. 1995). We believe that what is of primary impor-
tance for the dynamic mechanisms presented here is that inhibitory
decay be longer than excitatory decay in the control for which there is
some experimental agreement. We choose to incorporate some vari-
ability in decay time to represent heterogeneity among cells. In the
schizophrenic network, IPSC decay times are distinct between the two
inhibitory populations. We take �2,b � 8 � 5 ms in the basket cell
population and �2,ch � 25 � 15 ms for the chandelier cells. It is
important to note that this decay time for chandelier cells is not chosen
precisely based on experimental evidence of actual decay times.
Although there is evidence of extended decay times due to reduced
GAT-1 (Overstreet and Westbrook 2003), this is in the presence of
GAT-1 blockade as opposed the partial reduction in GAT-1 we
consider here, so it is impossible to infer biophysically reasonable
values for an extended decay time. As will be discussed in the
following text, the model is not dependent on the exact selection of
this parameter, but rather the desired model behavior is present for a

TABLE 1. Cellular parameters for GENESIS model

Parameter Definition Value

Em Leak potential �59.4 mV
ENa Equilibrium potential, Na 45 mV
EK Equilibrium potential, K �82 mV
GNa Maximal Na conductance 80 pS
gK Maximal K conductance 40 pS
CM Specific membrane capacitance 1 �F/cm2

RM Specific membrane resistance 10 K	cm2

RA Specific axial resistance 0.05 K	cm2

ls Compartment length, soma 30 
 10�4 cm
ds Compartment diameter, soma 30 
 10�4 cm
ld Compartment length, dendrite 100 
 10�4 cm
dd Compartment diameter, dendrite 2 
 10�4 cm
Ra Axial Resistance Ra � 4lRA/(�d2)
Cm Membrane capacitance Cm � �ldCM

Rm Membrane resistance Rm � RM/�ld
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range of possible decay times. This extension of IPSC time course is
restricted to the chandelier cell population, which models the possible
preferential changes to GAT-1 in chandelier cells. The difference
between the �2,ch parameters is the only distinction between the
control and schizophrenic networks. Although we tested the model
behavior using decreased gmax,ch to model reduced available GABA,
the impact of these changes was minimal and did not produce the
desired frequency effects, as will be discussed in RESULTS. All synaptic
parameters are given in Table 2.

As in other computational modeling studies (Börgers et al. 2005;
Traub and Bibbig 2000), we include Poisson noise input to network
cells to represent background activity in the cortex. Noise is included
in the excitatory component of the Isyn term with all pyramidal cells
receiving a Poisson train of excitatory postsynaptic currents (EPSCs)
at an average rate of 4 Hz. There is much research and debate
regarding the precise source and structure of noise in cortex (Destexhe
et al. 2001, 2004; Softky and Koch 1993; Stevens and Zador 1998),
but there is agreement that cortical neurons fire at relatively high rates
during wakefulness in vivo in the absence of direct stimulation
(10–25 Hz) (Evarts 1964; Steriade et al. 2001). With this level of
noise input, in the absence of click train drive, pyramidal cells in the
GENESIS model fire at an average rate of 29 Hz, which is reasonably
close to the reported range of rates for spontaneous in vivo activity. As
will be discussed in RESULTS precise structure of noise is not an
important factor in the modeling presented here. Rather noise provides
a general background level of spiking activity important for certain
model features. The model Poisson train is chosen independently for
each cell, and the EPSCs are strong enough to trigger firing in a
resting cell.

Drive input is also included in the Isyn term. The model receives
excitatory stimulation at 20, 30, and 40 Hz to model each experimen-
tal click train frequency, modeling input mediated via thalamocortical
projections. Drive was applied to proportionately fewer interneurons
based on evidence of preferential thalamic inputs to cortical pyramidal
cells compared with interneurons in cat visual cortex (Binzegger et al.
2004). Input drive was applied via projections from a simulated
rhythm generator that sent synapses to all pyramidal cell dendrites and
65% of interneuron dendrites. The model was somewhat sensitive to
the proportion of interneurons receiving periodic drive in that a
subpopulation of interneurons needs to have weak enough drive to be

dominated by pyramidal cell activity as will be discussed in RESULTS.
In addition, when averaging across trials (as in Fig. 3), the first pulse
from the drive was two times stronger (using a higher gmax) than the
remaining pulses, roughly modeling a greater sensitivity to signal
onset prior to any habituation of the network to the stimulus.

Connectivity between cell populations in the model is random.
Precise patterns of neural connectivity in auditory cortex in particular are
not yet precisely known, thus we arrived at the model values by based on
observations in other brain areas. All synaptic connections are made from
the soma/AIS compartment of the presynaptic cell onto the dendritic
compartment of the postsynaptic cell unless otherwise indicated.

Each pyramidal cell projects to 2% of all other pyramidal cells. This
is consistent with work indicating relatively sparse PC to PC connec-
tivity (Deuchars and Thomson 1996). Pyramidal cells project to 10% of
all basket cells and 10% of all chandelier cells. Basket cells project to
80% of all other basket cells and 80% of all chandelier cells based on
evidence that cortical basket cells innervate other GABAergic interneu-
rons (Gibson et al. 1999; Somogyi et al. 1998). Each PC receives
projections from 10% of chandelier cells. Chandelier cells project only to
the soma/AIS compartment of modeled pyramidal cells. These cells are
known to send strings of boutons to the initial segments (IS) of pyramidal
cells, and do not synapse onto other cellular regions (Somogyi 1977).
Each PC receives projections from 10% of all basket cells. Basket cells
send projections equally to soma and dendrites of a given cell. This
models the dense basket-like plexus of synapses these cells form around
somata and proximal dendrites (Lewis and Lund 1990).

Each simulation trial is 600 ms long with a time step of 0.1 ms
although only the final 4,096 time points (or 409 ms) were used in the
frequency analysis. As in previous computational work, we model the
MEG signal by averaging EPSCs received by pyramidal cells in
the network (Jensen et al. 2005) because it is thought that the MEG
signal is dominated by excitatory synaptic current in the apical
dendrites of cortical pyramidal cells (Hämäläinen et al. 1993). We
rescale this averaged EPSC value by a factor of 100, noting that the
units (other than time) in our modeling do not correlate with the
experimental data because our networks are not of comparable size to
the true active cortical network. Because we seek only to model
relative frequency content, this is not a concern, and it is reasonable
to re-scale the frequency transform.

In the GENESIS model, it is possible to model individual subjects
by selecting a random connectivity and then leaving that network
connectivity fixed through some number of trials and averaging the
results as in the experimental analysis. Some individual trials are used
to more closely examine model mechanisms as well. How many
subjects and trials are used in any individual case will be clarified
when results are presented. In either case (averaged or single trials),
frequency analysis is performed on the modeled MEG signal via fast
Fourier transform (FFT) using an algorithm presented by Press et al.
(1992). The FFT algorithm operates on a vector numbers with a length
that is a power of two. The simulated 600-ms trial had a total of 6,000
time points, and the final 4,096 (or 400 ms) were used in the signal
processing. Data from initial time steps were ignored because each
simulation has a transient period before developing into a regular rhythm.

Simplified model

The simplified cortical model is a network of 20 excitatory and 10
inhibitory cells. The inhibitory cells represent PV� fast-spiking
interneurons. In contrast to the GENESIS model, there is no distinc-
tion between subclasses of interneurons and connectivity is all-to-all
between populations as indicated in Fig. 1. Every cell receives
Poisson noise input as well as drive input at the frequency of the
modeled click train. For each neuron, we use a one-dimensional theta
model in a manner similar to that described in Börgers and Kopell
(2003). This canonical model can be attained by a change of variables
from a quadratic integrate-and-fire model (Börgers et al. 2005) or
from a Hodgkin-Huxley type I neuron (Ermentrout and Kopell 1986).

TABLE 2. Synaptic parameters for GENESIS model

Parameter Definition Value

Eexc, Ec Excitatory reversal potential
for E cells and drive

45 mV

Eb, Ech Inhibitory reversal potential
for basket cells and
chandelier cells

�82 mV

gmax,exc, gmax,d Peak channel conductance for
excitatory synapses (E cells
and drive)

80 pS

gmax,b, gmax,ch Peak channel conductance for
inhibitory synapses (basket
and chandelier cells)

40 pS

�l,exc, �1,d Rise time constant for
excitatory synapses (E cells
and drive)

3 ms

�2,exc, �2,d Decay time constant for
excitatory synapses (E cells
and drive)

3 ms

�1,b, �1,ch Rise time constant for basket
and chandelier synapses

3 ms

�2,b Decay time constant for
basket cells

8 ms

�2,ch Decay time constant for
chandelier cells

8 � 5 ms (control)

25 � 15 ms (schizophrenia)
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In this model, the cell is represented by a point traveling along a
circle. This is in contrast to the Hodgkin-Huxley model where the cell
travels along a four-dimensional limit cycle. The dynamic variable that
governs cell behavior is the angle 	 designating position on the circle.

The equation for cell k in the network is as follows

d	k

dt
� 1 � cos	k � �bk � Sk � Nk�t���1 � cos	k)

where bk is analogous to an applied current, Sk is the synaptic input,
and Nk(t) is the Poisson noise input into cell k and time is in
milliseconds.

First consider cell behavior in the absence of synaptic input or
noise; that is, assume that Sk � 0 and Nk(t) � 0. For bk � 0, there are
exactly two fixed points at

	� � �cos�1 1 � bk

1 � bk

where 	� is stable and 	� is unstable. Thus for bk �0 in the absence
of input, the cell approaches the fixed point at 	� regardless of initial
conditions. As bk is varied, the system moves through a saddle node
bifurcation at bk � 0, and there are no fixed points for bk �0.
Solutions move repeatedly around the circle with period T � �/�bk,
moving slowly near 	 � 0 and very rapidly near 	 � �. We define a
spike as occurring when 	 � �. All cells in the simplified network
have bk � �0.01 and thus must have excitatory input to fire.

We define the synaptic input term as follows

Sk � �
j�1

N

�jgjksjk

Each term in the sum represents synaptic input from an individual cell
j in the network.

The synaptic weight gjk represents the strength of the synapse from
cell j to cell k and is analogous to the maximal conductance gmax in the
Hodgkin-Huxley model. We have the following gjk parameters: gie �
0.015, gei � 0.025, gee � 0.015, gii � 0.02, gde � 0.3, and gdi � 0.08,

where i indicates an inhibitory cell, e indicates and excitatory cell, and
d indicates the pacemaking drive cell. The �j term controls excitation
and inhibition with

�j � ��1 if presynaptic cell j is excitatory
�1 if presynaptic cell j is inhibitory

The synaptic gating variable sjk is defined by

dsjk

dt
� �

sjk

�j

� e�
�1�cos	j�
1 � sjk

�R

with 
 � 5 and �R � 0.1, where �R is analogous to a synaptic rise
time. The synaptic gating variable takes on values between 0 and 1,
moving very rapidly toward sjk � 1 when 	j � � and then decaying
exponentially back to zero at a rate controlled by �j. Thus �j controls
the decay time of EPSCs (if cell j is excitatory) and IPSCs (if cell j is
inhibitory). If cell j is excitatory we take �j � �exc � 2, representative
of AMPA synaptic kinetics. This decay time is slightly faster than that
used for the GENESIS model, but all that is important for the network
dynamic presented here is that excitation is faster than inhibition. Both
values are within the experimentally observed range for AMPA decay
in mammalian cortical cells (1- to 4-ms decay) (Häuser and Roth
1997; Zhou and Hablitz 1998). In the control network for cell j
inhibitory, we take �j � �inh � 8; as described in the preceding text for
the GENESIS model, this value is selected to be representative of
GABAA synaptic decay, although here the decay times are chosen
uniformly. Any heterogeneity in decay time would be irrelevant in this
case due to uniform connectivity. In the schizophrenic network, we
take �j � �inh � 28, and this is the only distinction between the control
and schizophrenic models. Again, this value is not chosen to represent
or predict a precise extension in decay due to reduced GAT-1. Rather
we will show that there is a range of values of �inh such that
schizophrenic entrainment behavior is observed.

The drive is represented by a single excitatory pacemaker cell firing
at the modeled click train frequency and providing input to every
network cell with strong input to E cells and weak input to I cells. We
are modeling here only the cells that receive direct input due to the
auditory click train. Omission of cells not receiving drive does not
impact the behavior of the modeled network. The synaptic input from
this drive cell is incorporated into the Sj term. The noisy input, Nk(t)
is a Poisson train of EPSCs chosen independently for each cell at
spike times tn. Each EPSC is of the form

Nk,ln�t� � H�t � tn�
Agmax(e

�(t�tn)/�1 � e��t�tn�/�2)

�1 � �2

where H(t) is the Heaviside function. The scaling factor Agmax is set
at 0.5, which results in a maximum value for each individual EPSC of
gmax � 0.1281. We take �1 � 0.1, �2 � 2. We chose these parameters
so that noise EPSCs are approximately equal in strength and time
course to those produced by the network E cells. EPSCs occur with an
average waiting time of 30 ms. With this level of noise input, in the
absence of drive, the average firing rate of network cells is 23.4 Hz,
which is within the reported range for in vivo recordings of the firing
rate of mammalian cortical cells during wakefulness in the absence of
direct stimulation (10–25 Hz) (Evarts 1963; Steriade et al. 2001). As
in the experimental work, each simulation trial is 500 ms long.

As described for the GENESIS model, we average EPSCs received
by excitatory cells to model the MEG signal. To compare with the
averaged MEG experimental results, we average over multiple trials
each with distinct background noise, though in our analysis of model
mechanisms, individual trials are used for illustration. In either case,
the modeled MEG signal is filtered for the frequency component
�100 Hz using a Butterworth filter. The signal is then windowed
using a single Tukey window that is equal to 1 in the center 80% of
the window and decays smoothly to zero at the window edges. After

FIG. 1. Network diagram for simplified model. Connectivity between pop-
ulations is all-to-all.
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filtering and windowing, the Fast Fourier Transform is performed.
Simulations are run such that 8,192 (213) data points are taken during
a 500-ms trial and all data points are included in the frequency
analysis. All modeling and frequency analysis is performed using
MATLAB for the simplified model.

R E S U L T S

Experimental results

We focus here on the frequency content of cortical activity
in the left hemisphere because schizophrenia is thought to
preferentially affect that hemisphere (Heidrich and Strik 1997;
McCarley et al. 2002; Shenton et al. 2001). Figure 2 shows the
spectral power of the grand averaged experimental signal
(Stufflebeam et al. 2006). As in previous work on auditory
entrainment in schizophrenia (Kwon et al. 1999; Light et al.
2006), we focus on stimulus-locked evoked activity by aver-
aging all click train trials from all subjects in time prior to
frequency analysis. This method does not permit analysis of
spontaneous or nonstimulus locked activity, but we are primar-
ily interested in the relationship of cortical activity to a time-
locked drive. In this grand averaged signal (Fig. 2), control
subjects exhibit a strong 40-Hz response to 40-Hz drive. In
addition, control subjects exhibit a mixed mode response to
20-Hz drive containing 20- and 40-Hz components. In contrast,
schizophrenic subjects respond primarily at 20 Hz to 20-Hz
drive and have a mixed mode response to 40-Hz drive that
contains both 20- and 40-Hz components. For the 40-Hz drive,
there is less power at 40 Hz in the schizophrenic (SZ) com-
pared with normal controls NC (P � 0.001, with a mean

difference of 0.81 nAm2/Hz using a permutation-derived boot-
strap statistic with 10,000 resamples of the mean difference
between SZ and NC), and the spectral power at 20 Hz is greater
for SZ than NC (P � 0.05, mean difference � �0.1). For the
20-Hz drive, the 20-Hz response is also increased in SZ compared
with NC (P � 0.025, mean difference � 0.4) and the 40-Hz
power is lower (P � 0.05, mean difference � 0.1). Both the
schizophrenic and control subjects show equivalent 30-Hz re-
sponse to 30-Hz drive (P � 0.6, mean difference � 0.18).
Statistical analysis is performed as described by Lv et al. (2007).

Both the GENESIS model and the simplified model replicate
important features of the experimental results

Both models replicate important features of these frequency
results. In particular, for both computational models, the con-
trol network shows a greater 40-Hz response to both 20- and
40-Hz drive than the schizophrenic network, whereas the
schizophrenic network favors a 20-Hz response to both of these
drives. Both computational models entrain to 30 Hz in both
the control and schizophrenic configurations. We first examine
the behavior of the GENESIS model.

GENESIS MODEL. Figure 3 shows GENESIS model frequency
content when several subjects are simulated and results are
analyzed analogously to the experimental work shown in Fig.
2. Ten simulated patients are created for each cohort by
selecting a random connectivity and fixing that connectivity for
10 trials where background noise is distinct trial to trial.
Network behavior is stable enough in the control case that
additional trials would not greatly impact the averaged result.
The grand average in time over all subjects and trials is taken for
each cohort and then the frequency transform is performed. In the
control condition, the GENESIS model shows clear entrainment
to 40-Hz input drive. In contrast, when the time constant of
inhibition from chandelier cells to pyramidal cells is extended, the
schizophrenic model exhibits a mixed mode response to 40-Hz
drive that includes both 20- and 40-Hz components. This is
consistent with our experimental data.

The GENESIS model also shows entrainment to 30-Hz input
drive in both the control and schizophrenic networks, which is
in agreement with the MEG results. As can be seen in Fig. 3,
the GENESIS model responds primarily at 40 Hz to 20-Hz
drive in the control condition. In the schizophrenic condition,
the model responds more strongly at 20 Hz to 20-Hz drive,
which is consistent with the experimental results.

SIMPLIFIED MODEL. Like the GENESIS model, the simplified
theta model replicates important features of the frequency
profiles observed in our experimental data. Figures 4 and 5 are
generated by running the 500-ms simulation 20 times for each
of the six cases, then averaging all 20 simulated MEG signals
in time to generate an averaged MEG signal (Fig. 4). Note that
the modeled MEG signal shown here is not filtered. The noise
input for each trial is generated independently. Frequency
analysis is then performed on this averaged signal, as described
in METHODS, and is shown in Fig. 5.

The simplified network shows extremely strong entrainment
to 40-Hz drive in the control condition. In comparison, when
the time constant of inhibition is extended, the schizophrenic
network shows weakened 40-Hz response and increased 20-Hz
response, which agrees with the experimental results. Note also

FIG. 2. Power spectral density for grand averaged magnetoencephalogra-
phy (MEG) click train experimental data. Note that the schizophrenic subjects
appear to have �40-Hz power and �20-Hz power in response to both 20- and
40-Hz drive when compared with controls.
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that in the case of 20-Hz drive, the control network shows a
40-Hz component to the response, and the schizophrenic net-
work shows primarily a 20-Hz response (see MEG trace in Fig.
4). In looking at the frequency analysis for the schizophrenic
case of 20-Hz drive, note that the 40-Hz component present in
the frequency analysis in Fig. 5 is a harmonic and that no
evidence of 40-Hz activity is present in the MEG trace in Fig.
4. In contrast, for the control response to 20-Hz drive, we know
that the 40-Hz component cannot be exclusively a harmonic
because its power is greater than that for the 20-Hz peak. The
results for 20-Hz drive agree with our experimental data in that
the control has a greater 40-Hz component than the schizo-
phrenic network and the schizophrenic network clearly favors
a 20-Hz response. Both the schizophrenic and control network
models entrain to 30 Hz as in the experimental data.

The behavior of the simplified model is more transparent,
hence the raster plots for the small model are more revealing,
so for the duration of this section analysis of the effects of
parameters is done for the simplified model unless otherwise
stated.

Basic model mechanism: the impact of extended inhibition

IN THE CASE OF 40-Hz DRIVE, EXTENDED IPSCs GENERATE THE 20-Hz

COMPONENT OF THE SCHIZOPHRENIC MIXED MODE RESPONSE. In
the control network, 40-Hz response to 40-Hz drive is ex-
tremely strong as can be seen clearly in the rasterplot, MEG
trace and frequency analysis for a single trial in Fig. 6. With

�inh � 8 for synapses, the timing is such that inhibition decays
sufficiently between pulses to permit all E cells to respond to
every drive input. This behavior is extremely robust.

When the time constant of inhibition is extended to generate
the schizophrenic network, a strong 20-Hz component is intro-

FIG. 3. Frequency transform of grand average of GENESIS model simulations.

FIG. 4. Average of modeled MEG signal for 20 trials of simplified model.

FIG. 5. Frequency transform of time averaged signal from 20 trials of
simplified model.
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duced to the signal as can be seen in the single trial of the
schizophrenic network shown in Fig. 7. Because of the ex-
tended length of the IPSCs, the E cells are not free to respond
to every pulse from the drive. Instead the population responds
predominantly to alternate pulses from the drive, resulting in a
substantial 20-Hz component to the response. Even in the
presence of extended inhibition, some 40-Hz component of the
response remains. In both models, this introduction of 20-Hz
activity is robust to changes in decay time and is present for
�inh between 26 and 42. In the GENESIS model, this 20-Hz
activity is present for �2,ch between 21 and 28 ms. In the
simplified model, noise input to network cells contributes to
this mixed mode response and will be discussed in more detail
in the following text.

EXTENDED TIME COURSE AT ALL INHIBITORY SYNAPSES CONTRIB-

UTES TO THE 20-Hz COMPONENT OF RESPONSE TO 40-Hz DRIVE IN THE

SCHIZOPHRENIC NETWORK. In the simplified model schizo-
phrenic network with 40-Hz drive, the E cells must receive
synchronous extended inhibition at 20 Hz to respond to alter-
nate pulses from the drive as a population. To generate this
inhibition, a sufficient subpopulation of the inhibitory cells
must fire at 20 Hz. In the simplified model, the I cells are
suppressed during alternate pulses from the drive by extended
inhibition through I-to-I synapses. When these I-to-I synapses
are removed the 20/40 mixed mode response to 40-Hz drive is
lost (Fig. 8).

Extended time constants for all inhibitory synapses, includ-
ing those between I cells, were necessary in the simplified
model; however, 20-Hz response to 40-Hz drive in the schizo-
phrenic condition is seen in the GENESIS model without
extended I-to-I synapses. The dependence of the simplified
model on extended I-to-I synapses strongly suggested that
applying extended inhibition more broadly in the GENESIS
model might strengthen the 20 Hz relative to the 40-Hz
response, and indeed this is the case.

Recall that in the GENESIS model, only the chandelier
population has extended IPSCs of �2,ch � 25 � 15 ms while the
inhibitory basket cell population has �2,b � 8 ms, which
models the possible preferential change to inhibition in the
cortical chandelier cell population. Because the chandelier
cells project only to the soma/AIS compartment of the pyra-
midal cells, they provide none of the extended I-to-I synapses
that lead to the 20-Hz response in the simplified model. To
model this possible broader network change in inhibitory time
course, the mean time constant for all basket cell projections
was systematically increased in the model from 8 to 20 ms. As
is illustrated in the frequency plots of single trials shown in
Fig. 9, this resulted in an increased prevalence of 20-Hz
activity as compared with 40-Hz activity. Power spectrum
values shown in the figure are normalized relative to the
maximum of the 40-Hz peak to better illustrate the relative

FIG. 8. Simplified model trial, schizophrenic 40-Hz drive case, I-to-I syn-
apses eliminated, noise input to all cells, �inh � 28. Network fails to respond
with mixed mode (20 Hz and 40 Hz) to 40-Hz drive when I-to-I synapses are
eliminated as shown in the frequency diagram (A), raster plot (B), and
simulated MEG trace (C).

FIG. 6. Simplified model trial, control 40-Hz drive case, �inh � 8, noise
input to all cells. Control network responds with pure 40 Hz to 40-Hz drive
as shown in the frequency diagram (A), raster plot (B), and simulated MEG
trace (C).

FIG. 7. Simplified model trial, schizophrenic 40-Hz drive case, �inh � 28,
noise input to all cells. Schizophrenic network responds with mixed mode (20
Hz and 40 Hz) to 40-Hz drive in the presence of noise as shown in the
frequency diagram (A), raster plot (B), and simulated MEG trace (C).
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levels of 20- and 40-Hz activity. The dependence of the
simplified model on extended I-to-I synapses may indicate that
the most important effect of extended inhibition in the basket
cells is the introduction of extended inhibition to the basket and
chandelier populations as opposed to increasing the presence of
extended inhibition to pyramidal cells.

FOR THE SCHIZOPHRENIC CASE WITH 40-Hz DRIVE, A SUBPOPULATION

OF I CELLS NEEDS TO RECEIVE DRIVE WEAK ENOUGH TO PERMIT E

CELL BEHAVIOR TO DOMINATE. In the GENESIS model, 35% of
I cells do not receive excitatory drive, modeling preferential
thalamic drive to pyramidal cell populations. This subpopula-
tion of cells is important for maintaining 20-Hz inhibitory
activity in the presence of 40-Hz drive because their behavior
is dominated by the excitatory input from pyramidal cells, as
opposed to the 40-Hz drive input. The model does not depend
precisely on the exact proportion of inhibitory cells receiving
drive, only on there existing a sufficient subpopulation with
weak enough drive that pyramidal excitation dominates their
behavior. The model loses the 20-Hz rhythmicity when exci-
tatory drive input is received by upward of 90% of inhibitory
cells and the 20-Hz component is stronger when fewer cells get
excitatory drive input. In this simplified model, drive to all I
cells is very weak, and the entire population serves the same
dynamic function as the cells that do not receive excitatory
drive in the GENESIS model. Thus drive must be sufficiently
weak in a subpopulation of inhibitory cells to generate a 20-Hz
response to 40-Hz drive with extended inhibition.

WITH 20-Hz DRIVE, EXTENDED IPSCS TRANSFORM THE CONTROL RE-

SPONSE INTO THE SCHIZOPHRENIC RESPONSE. In the control net-
work, the inhibition onto excitatory cells gates the excitatory
background noise. Once inhibition is released from the E cells
between pulses from the drive, a single cell responding to noise

input can trigger other E cells to fire through E to E synapses.
The time constant of inhibition is such that this activity occurs
midway between drive inputs and contributes to a 40-Hz
component of the network response. When EPSCs are summed
to generate the simulated MEG signal for single trial, some
40-Hz component to the response to 20-Hz drive is present
(Fig. 10). Although present in this single trial, it is easier to
visually distinguish the presence of the 40-Hz response in the
averaged MEG signal where many trials are summed (Fig. 4).
Note that although some portion of the 40-Hz activity in Fig.
10 is likely due to a harmonic from the 20-Hz component, there
is true 40-Hz activity present because the 40-Hz peak (0.4534)
is higher than the 20-Hz peak (0.4462). The role of the
excitatory noise input in this case is to provide a background
level of activity that is gated by inhibition between drive
inputs, leading to a 40-Hz response. The precise structure of
the noise is not critically important, and we believe that any
form of generalized excitation in the system would suffice,
provided it was of a strength and frequency to respond to
gating by inhibition. In our modeling, if the strength or frequency
of the noise input is increased, the 40-Hz component of the signal
initially strengthens. However, if the level is increased excessively
(doubled or more), then the noise overcomes any gating by the
inhibition and the 40-Hz component of the signal is lost while the
20-Hz component is reduced.

In the schizophrenic network, extended IPSCs result in pure
20-Hz response to 20-Hz drive, as can be seen in the single trial
shown in Fig. 11.When the time constant of inhibition is suffi-
ciently extended there is no synchronous gating of excitatory cells
between drive pulses and the network fires at 20 Hz in response to
20-Hz drive. Note that the 40-Hz component that can be seen in
the frequency analysis for the schizophrenic case of 20-Hz drive
is entirely a harmonic due to the nature of the signal and the signal
processing. This can be discerned by noting that the network
clearly entrains only to 20 Hz in the rasterplot. In both models,
schizophrenic network entrainment at 20 Hz under 20-Hz drive is
extremely robust to changes in decay time and is present for decay

FIG. 10. Simplified model trial, control 20-Hz drive case, noise input to
all cells, �inh � 8. Control network shows some 40-Hz response to 20-Hz
drive as shown in the frequency diagram (A), raster plot (B), and simulated
MEG trace (C).

FIG. 9. Activity of the schizophrenic GENESIS model for single trials
stimulated at 40 Hz as �2,b, the inhibitory decay constant of basket cell
projections, is increased. The figure shows the power spectra of model
oscillatory activity for basket cell �2,b of 8 � 4 ms (A), 10 � 5 ms (B), 15 �
7.5 ms (C), and 20 � 10 ms (D) where values are chosen from a uniform
distribution. Graphs are plotted normalized to the 40-Hz peak.
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times between 16 and 44 ms in the simplified model and decay
times between 23 and 45 ms in the GENESIS model.

Decrease in strength of inhibition is not sufficient to
generate schizophrenic network behavior for both
20- and 40-Hz drive

In the simplified model, when the strength of both I-to-I and
I-to-E synapses is reduced by half but IPSC decays remain at
the control value of 8 ms, modeling only a decrease in avail-
able GABA, it is possible to replicate the reduction of 40-Hz
power in response to 40-Hz drive in the schizophrenic network.
In this case, 40-Hz power reduces from 1.8106 in the control to
1.3971 when strength of inhibition is reduced. However, no
20-Hz response component is introduced to the signal. In
addition, a reduction in the strength of inhibition in the absence
of extended IPSCs still permits 40-Hz response to 20-Hz drive.
For the control, 20-Hz power is 0.4462 and 40-Hz power is
0.4534 with a ratio of 40 Hz to 20-Hz power of 1.0184. When
the strength of inhibition is reduced, 20-Hz power is 0.3677
and 40-Hz power is 0.3772, which is a ratio of 40 Hz to 20-Hz
power of 1.0258, nearly identical to the control ratio. Thus our
modeling indicates that a simple reduction in GABA may lead
to reduced 40-Hz response to 40-Hz drive but is not sufficient
to generate the enhancement in 20-Hz entrainment activity
observed experimentally. The GENESIS model showed a sim-
ilar lack of sensitivity to a reduction of inhibitory strength
by 50%.

Impact of noise and heterogeneity

WITH 40-Hz DRIVE, NOISE INPUT CONTRIBUTES TO THE 40-Hz COMPO-

NENT OF THE SCHIZOPHRENIC 40-Hz RESPONSE IN THE SIMPLIFIED

MODEL. As discussed in the preceding text, an extended IPSC
introduces a 20-Hz component to the response of the schizo-
phrenic network to 40-Hz drive. However, our modeling indi-
cates that noise input is important for maintaining a mixed
mode response (as opposed to a purely 20-Hz response). Note

that in the absence of noise input, the schizophrenic network
responds with pure 20 Hz to 40-Hz drive (Fig. 12) but that
when noise is added, a 40-Hz component is reintroduced to the
signal (Fig. 7). When the noise is added, a few cells receive
sufficiently synchronous drive and noise input to fire even in
the presence of the heavy inhibition resulting from extended
IPSCs. When EPSCs between E cells are summed over the
network to generate the simulated MEG signal, this results in
a mixed mode response to 40-Hz drive.

It is not necessarily a particular form of noise per se that
leads to this mixed mode response, but rather the noise input is
a mechanism by which some, but not all, cells will receive
enough input to overcome inhibition on the more silent drive
cycles. Indeed there are other ways to generate similar behav-
ior. For instance, if the structure of the network is changed, and
instead of noise input, heterogeneity in the number of inhibi-
tory inputs to E cells is added, we find a similar mixed mode
response, with cells that are more heavily inhibited responding
to alternate inputs, while the less heavily inhibited cells fire at
40 Hz. However, this particular mechanism is not effective in
generating the noise-dependent control 40-Hz response to
20-Hz drive described in the preceding text or the noise-
dependent schizophrenic entrainment to 30-Hz drive that will
be discussed in the following text. In general, there is some
sensitivity of this mixed mode response to the level and
frequency of noise input. If the strength of the noise is in-
creased by 
20% from the level set here, then the beat
skipping behavior is overcome on some cycles, and the 20-Hz
component of the signal is lost. If the strength of the noise
input is decreased, the 20-Hz component of the signal is
enhanced and the 40-Hz component is decreased, but the
fundamental mechanism of skipping alternate drive inputs
due to extended inhibition remains intact. As is to be
expected, the sensitivity to this parameter changes if the
time constant of inhibition is shortened or extended with
greater noise needed to introduce a 40-Hz component to the
response for longer IPSCs.

FIG. 12. Simplified model trial, schizophrenic 40-Hz drive case, no noise
input, �inh � 28. Schizophrenic network responds with pure 20 Hz to 40-Hz
drive as shown in the frequency diagram (A), raster plot (B), and simulated
MEG trace (C). Note that the 40-Hz component in A is a harmonic.

FIG. 11. Simplified model trial, schizophrenic 20-Hz drive case, noise input
to all cells, �inh � 28. Schizophrenic network shows pure 20-Hz response to
20-Hz drive as shown in the frequency diagram (A), raster plot (B), and
simulated MEG trace (C).
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HETEROGENEITY IN IPSC DECAY TIME CAN CONTROL THE LEVEL OF

MIXED MODE RESPONSE IN SCHIZOPHRENIC GENESIS MODEL IN RE-

SPONSE TO 40-Hz DRIVE. The larger size of the GENESIS model
permits exploration of heterogeneity in inhibitory timing that is
not possible in the smaller simplified model. Figure 13 shows the
results of several single trials of the schizophrenic GENESIS
model in which the IPSC decay rate of the chandelier cells
(�2,ch) is chosen from several uniform distributions under
40-Hz drive. Note that for the more homogeneous trials (top),
20-Hz behavior dominates, whereas in the most heterogeneous
trials (bottom), 40-Hz behavior dominates. To achieve the
mixed mode response that contains both 20- and 40-Hz com-
ponents, some level of heterogeneity is necessary. However,
more extreme heterogeneity in combination with extended
decay times leads to 40-Hz entrainment with weak power. We
believe this sensitivity in the GENESIS model is in some ways
similar to the sensitivity of the mixed mode response to noise
input in the simplified model. In this case, instead of the
random noise process controlling which cells can fire on more
silent drive cycles, it is heterogeneity in the level of inhibition
that introduces the mixed mode behavior.

NOISE INPUT ENHANCES 30-Hz ENTRAINMENT IN THE SCHIZOPHRENIC

NETWORK. In the absence of noise input in the simplified
model, the schizophrenic network fails to respond to every
third pulse of the drive (Fig. 14). However, when the back-
ground noise is reintroduced to the model, only a 30-Hz
component is present (Fig. 15), although entrainment is some-
what ragged in single trials. For decay times between 8 and 36
ms, the averaged signal shows the desired 30-Hz entrainment.
For longer decay times in this range, the network will fail to
respond to some cycles of the drive, but because of the
presence of noise in the system and the underlying dynamics
(see DISCUSSION), the pattern of skipping is not consistent and
thus no frequency �30 Hz is introduced to the response. For
decay times �36, the system skips alternate beats from the
drive in a stable fashion, and a 15-Hz component is introduced

FIG. 13. Behavior of GENESIS model as heterogeneity of �2,ch is in-
creased. The most homogeneous trial with �2,ch � 25 � 5 ms is shown in A.
The most heterogeneous trial with �2,ch � 25 � 25 ms is shown in E.
Heterogeneity is increased by �5 ms for each figure below, with the most
heterogeneous trial (�2,ch � 25 � 25 ms) shown in E.

FIG. 14. Raster plot for the simplified model, schizophrenic 30-Hz drive
case, no noise input, �inh � 28. In the absence of noise, the schizophrenic
network responds to every 3rd drive input.

FIG. 15. Simplified model trial, schizophrenic 30-Hz drive case, noise input
and �inh � 28. Schizophrenic network responds at 30 Hz to 30-Hz drive in the
presence of noise. Entrainment is somewhat ragged, but no low frequency is
present, as shown in the frequency diagram (A), raster plot (B), and simulated
MEG trace (C).
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to the signal. In the GENESIS model, 30-Hz entrainment is
present for decay times between 8 and 33 ms. At values �33
ms, a 15-Hz component is introduced.

For the case of the schizophrenic response to 30-Hz drive,
although noise is important for the response, it is important for
a different reason than in the case of the schizophrenic 40-Hz
drive. Here it serves to provide unpredictable excitation that
undermines underlying dynamics that lead to the skipping of
every third drive input (Fig. 14). This is an interesting mech-
anism for which we have developed some level of dynamic
understanding, but it is beyond the scope of the work presented
here. For this case, if the strength of noise is sufficiently
weakened (by 
40%), then a low-frequency component can be
introduced to the signal. However, the response is not at all
sensitive to increased noise levels.

Modeling suggests reasons that schizophrenic enhanced
20-Hz activity not detected in other studies

Previous studies using a similar click train paradigms (Hong
et al. 2004; Kwon et al. 1999; Light et al. 2006) do not confirm
an increase in 20-Hz response to 40-Hz drive in the schizo-
phrenic subjects, although Kwon et al. does seem to show
presence of such a signal but without statistical significance.
Our modeling points to several reasons that this may be the
case.

EVEN IN THE PRESENCE OF EXTENDED IPSCS, STRONG DRIVE CAN

ERADICATE 20-Hz COMPONENT OF RESPONSE TO 40 Hz DRIVE IN THE

SCHIZOPHRENIC NETWORK. In the schizophrenic network, if
drive to the excitatory cells is too strong, it can overcome any
effects of extended inhibition and cause the network to respond
at 40 Hz (Fig. 16). This may indicate that lower volume click
trains will be more apt to expose 20-Hz behavior. Indeed one
previous study (Light et al. 2006) that does not indicate any
alteration schizophrenic 20-Hz behavior in response to 40-Hz
drive used much louder click trains than the experimental work

modeled here. (93 vs. 65–70 dB). Unfortunately Kwon et al.
(1999) does not report click train volume.

AVERAGING IN TIME PRIOR TO FREQUENCY TRANSFORM MAY DE-

CREASE VISIBILITY OF 20-Hz RESPONSE TO 40-Hz DRIVE IN THE

SCHIZOPHRENIC NETWORK. Figure 17 shows two individual
trials of the GENESIS schizophrenic network with 40-Hz drive
for a fixed connectivity. The top trace shows a network that has
a decreased response to first, third, fifth, etc pulses from the
drive, whereas the bottom trace shows a response that is
instead least responsive to the second, fourth, sixth, etc inputs.
Because the experimental data are averaged in time prior to
frequency analysis, two such signals averaged together would
have decreased 20-Hz component even though each individual
signal contains 20-Hz behavior. If the beat-skipping mecha-
nism that we have described here is indeed present in the true
biological system, such an averaging effect combined with
possible impact of loud stimulus described in the preceding
text, could mask a tendency toward beta activity. Averaging in
time as we do here, which is necessary to study the evoked
response, may also disguise a 20-Hz increase even if 20 signal
is truly present. The simplified model shows a similar averag-
ing effect, although for both models, there is enough of a
preference for one pattern of beat skipping that the 20-Hz
activity is present even after averaging (see Figs. 3 and 5). This
preference for one pattern is due to a synchronizing effect of
the initial drive input.

D I S C U S S I O N

The MEG experimental results indicate that in response to
auditory click trains in the gamma and beta frequency bands,
schizophrenic subjects favor a 20-Hz cortical response, while
the control response is dominated by 40-Hz activity. Both the
GENESIS model and the simplified model show enhanced
20-Hz activity in the schizophrenic networks in response to
both 20- and 40-Hz drive and the presence of 40-Hz response
to 20-Hz drive in the control networks. We have identified a
possible mechanism contributing to this enhanced 20-Hz ac-
tivity in schizophrenia, namely an increase in the time course
of IPSCs, which we hypothesize may occur due to a decrease
in available GAT-1 as described in Lewis et al. (2005).

Results implicating GAD67 reduction in schizophrenia have
been widely replicated and accepted (Akbarian et al. 1995;
Lewis et al. 2005; Straub et al. 2007). A reduction in GAD67
can be expected to lead to a decrease in GABA activity.
Computational experiments with a decrease in overall strength
of GABA synaptic transmission showed that such alterations
were not sufficient to generate enhanced 20-Hz activity in the
schizophrenic network. It is possible that an extension of
inhibitory timing, through a reduction in GAT-1, may come
about as compensation for a primary deficit in available
GABA. Whether or not an alteration to GAT-1 is a primary or
secondary effect, our modeling indicates an extension of IPSCs
is critically important in generating the frequency profiles
modeled here.

The schizophrenic response for each of the three drives we
tested is not sensitively dependent on the exact selection of
decay time. Not only are each three individual schizophrenic
drive responses present for a range of inhibitory decay param-
eter values, all three are present for inhibitory �inh between 26

FIG. 16. Simplified model trial, schizophrenic 40-Hz drive case, noise input
to all cells, increased drive to excitatory cells (gde � 0.4, increased from gde �
0.3), �inh � 28. Schizophrenic network loses 20-Hz response to 40-Hz drive
when strength of drive is increased as shown in the frequency diagram (A),
raster plot (B), and simulated MEG trace (C).
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and 36 in the simplified model and �2,ch between 23 and 28 in
the GENESIS model. Ongoing mathematical work has pro-
vided an initial understanding of the dynamic basis of this lack
of sensitivity. Analysis of the simplified model leads to the
development of a one-dimensional family of discontinuous
discrete maps, parameterized with respect to the drive period.
This map exposes the robust dynamics that form the basis of
the beat skipping seen in the schizophrenic case of 40-Hz drive
as well as providing insights into the role of noise for the
schizophrenic case of 30-Hz drive. Detailed discussion of the
underlying mathematics is beyond the scope of the work
presented here. It is important to note that we do not take
model inhibitory decay times to be predictive of true physio-
logical values present in schizophrenia. Neither of our models
is of sufficient biophysical detail to claim to be predictive to
such a high level of accuracy, and the interval of IPSC decay
times for which this entrainment behavior is seen is certainly
dependent on the region of parameter space where we have
tuned our model. However, the robust presence of schizo-
phrenic entrainment behavior for a range of inhibitory decay
times lends weight to our assertion that the dynamic mecha-
nisms we describe here may indeed underlie the observed
experimental entrainment behavior.

In addition to the importance of inhibitory timing, it is
interesting to note the importance of heterogeneity (in the
GENESIS model) and noise (in the simplified model) in
achieving the mixed mode response to 40-Hz drive in the
schizophrenic network models. In addition to the important
direct functional effects of alterations to inhibitory interneu-
rons, perhaps an equally important feature of these physiolog-
ical changes is an increase in heterogeneity in cortical net-
works. Presumably not every cell or every synapse in the

schizophrenic brain is affected equally by changes to inhibi-
tion. The modeling suggests such an inconsistency in physio-
logical effects may contribute to the observed features of
auditory entrainment in schizophrenia.

Another important feature of the schizophrenic response to
40-Hz drive is the contribution of the 20-Hz rhythmicity of the
inhibitory cells to network maintenance of the 20-Hz compo-
nent of the drive response. To maintain this 20-Hz activity, a
subpopulation of I cells needs to receive weak enough drive
that their behavior is dominated by excitatory cell activity as
opposed to the periodic drive. In the simplified model, 20-Hz
activity in inhibitory cells is controlled by extended IPSCs to
inhibitory cells. In the GENESIS model, extending the time
constant of inhibition on the basket cells in addition to chan-
delier cells, enhances 20-Hz behavior in the inhibitory cell
populations, which in turn enhances the 20-Hz response in the
pyramidal cell population.

This contribution of broadly applied extended inhibition
leads us to predict that inhibitory changes in schizophrenia may
not be restricted to chandelier cells, which synapse exclusively
onto the AIS of pyramidal cells, and do not form synaptic
contacts with other interneurons. Although the postmortem
evidence indicates that the GAT-1 reduction in schizophrenia
preferentially affects chandelier cells (Lewis et al. 2005), it
may instead be the case that the change is more easily visual-
ized in postmortem tissue for chandelier cells due to their linear
array of dense synaptic cartridges onto the AIS. As discussed
in this same review (Lewis et al. 2005), some experimental
work exists indicating possible alteration to synaptic kinetics of
cortical basket cells. Upregulation in postsynaptic GABA re-
ceptors in schizophrenia has been localized in cortical pyrami-
dal cell bodies, where basket cells are known to form synaptic

FIG. 17. Two representative traces from a single modeled schizophrenic subject with 40-Hz drive, GENESIS model. Note that beta peaks occur on even cycles
in A and on odd cycles in B.
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contact (Benes et al. 1996) and a significant reduction in
parvalbumin immunoreactive varicosities, which may corre-
spond to the axon terminals of basket cells, has been found in
the middle cortical layers in prefrontal cortex (Lewis et al.
2001).

Experimental work indicates that high synapse density con-
tributes to any extended inhibition due to GAT-1 reduction
(Overstreet and Westbrook 2003), and it is not immediately
clear that synapse density would be sufficient in nonchandelier
interneurons to generate an extension of inhibitory decay time,
even if a reduction of GAT-1 is present. However, the same
experimental work showed repetitive activation in the presence
of GAT-1 blockade was also sufficient to lead to an extension
of the time course of inhibition. This may be the more relevant
finding of the work by Overstreet and Westbrook (2003)
because we consider a system driven in the gamma/beta range.

The contribution of the I-to-I connectivity to model fre-
quency is consistent with modeling and experimental work
showing mutually inhibitory interneuronal networks are well
suited to synchronize pyramidal cells both locally and across
long distances (Buszáki and Chrobak 1995; Buszáki et al.
2004; Whittington et al. 2000) and provides insight into how
changes to inhibitory timing could have broad impact on
cortical synchrony and function.

As mentioned in the preceding text, it is important to note
that though we have statistical evidence for an increase in
20-Hz response for schizophrenic subjects to 40-Hz drive, this
increase has not been consistently described in other similar
studies (Kwon et al. 1999; Light et al. 2006). The modeling
exposes two possible reasons for this lack of confirmation. The
presence of 20-Hz response to 40-Hz drive in the schizophrenic
network is dependent on the strength of drive input to the
network. If the drive is too strong, then it overpowers any
extended inhibition. The volume of the experimental stimulus
used in (Light et al. 2006), which did not indicate any enhance-
ment of 20-Hz response to 40-Hz drive in the schizophrenic
population, is 93 dB. In contrast, the experimental work we
model here used a click train of only 65–70 dB. High volume
stimuli have been shown to induce a greater fMRI blood-
oxygen-level-dependent (BOLD) response in auditory cortex,
likely indicating activity in a larger recruited cortical neuron
population and may reflect encoding for stimulus intensity
(Jänke et al. 1998). It may be that a loud experimental stimulus
induces sufficient excitation in the auditory cortex to over-
power the effects of extended inhibition. This leads us to
predict that low-volume stimuli may be more suited for elic-
iting the 20-Hz response in schizophrenic subjects, and we will
take this into consideration in future experimental work.

An additional potential confound is that in the case of the
schizophrenic network under 40-Hz drive, depending on con-
nectivity and initial conditions, two distinct trials may skip
different pulses from the drive. That is, in one trial the network
may fire predominantly in response to the first, third, and fifth
pulses, whereas in another trial, response will be primarily to
the second, fourth, and sixth pulses. When these two trials are
averaged in time, the 40-Hz component is enhanced and the
20-Hz component is decreased. For the data analysis to expose
the 20-Hz rhythm, there must be a sufficient subpopulation of
schizophrenic subjects that fire in response to the same pulses
from the drive, and indeed, each subject must be somewhat
consistent in their own response trial to trial as well. In our

modeling, the initial drive input provides enough synchroniza-
tion to weight the simulations toward one preferred phase and
thus a 20-Hz component is visible, and a similar initial syn-
chronization may also be present the experimental data.

In many studies of cortical rhythms in humans, particularly
those where oscillatory activity is not so directly stimulus
locked and is thus not expected to be consistent in phase from
trial to trial, averaging is performed after frequency analysis in
single trials (Jensen et al. 2002; Spencer et al. 2004). In this
work, however, we have focused on the stimulus-locked
evoked rhythmic activity, and it is thus appropriate to average
in time prior to frequency analysis. Because data analysis is
performed in this manner, any 20-Hz activity present after
averaging must be located at the same phase location in the
original signals. The beat skipping mechanism we propose here
could lead to such locking from trial to trial.

The experimental work modeled here did not specifically
control for medications, although the MEG analysis was per-
formed blind to medication. In one previous EEG study (Hong
et al. 2004), there was a correlation between an increase in the
40-Hz power in response to 40-Hz drive for schizophrenia
patients on atypical antipsychotic medications. This effect was
not seen in the results modeled here. Because most patients
were on atypical anti-psychotic medications, any medication
effect might be expected to increase the 40-Hz power, not
decrease it. Still a medication effect cannot be ruled out,
particularly for the increased 20-Hz response. Further study
using medication naive subjects would be necessary to com-
pletely rule out this possibility.

We have used small-scale low-dimensional cellular-based
networks to model MEG data, and in so doing, potentially
important aspects of MEG signal generation have not modeled
explicitly. For example, we have not considered the impact of
cortical cell geometry on signal generation, which has been the
subject of recent modeling work (Jones et al. 2007). Instead we
have based our modeling on the assumption that the MEG data
modeled represents collective cell activity localized to the
auditory cortex and that summed excitatory synaptic activity in
our models is a sufficient approximation of the MEG signal.
This method has been used in previous work (Jensen et al.
2005) and is based on indications MEG signal is dominated by
excitatory synaptic current in the apical dendrites of cortical
pyramidal cells (Hämäläinen et al. 1993). Because the behavior
of excitatory and inhibitory cell populations are tightly linked,
analysis that includes inhibitory synaptic activity in the mod-
eled MEG signal does not markedly change the results and
actually mildly accentuates 20-Hz behavior in the schizo-
phrenic networks.

Our models make a link between biophysical alteration and
cortical function, via changes in gamma and beta frequency
neural activity. Because activity in these frequency bands is
implicated in cognitive impairment, the dynamics that underlie
model behavior may be of cognitive importance beyond the
context of schizophrenia.
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