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It is a standard remark that the group Aut(C) of abstract field automorphisms
of C has uncountably many elements but only two that are are continuous. One
consequence is that the analytic properties of a Dirichlet series

∑
n>1 a(n)n−s do

not usually carry over to
∑
n>1 ι(a(n))n−s for ι ∈ Aut(C). Silly counterexamples

abound: for instance, take a(n) = (1 −
√

2)n and choose ι so that ι(
√

2) = −
√

2;
then

∑
n>1 a(n)n−s converges everywhere but

∑
n>1 ι(a(n))n−s nowhere.

On the other hand, suppose that
∑
n>1 a(n)n−s is the Dirichlet series L(s,M) as-

sociated to a motive M over a number field (and to our implicit complex embedding
of the coefficient field of M). In this setting one does expect the Dirichlet series
L(s,M, ι) =

∑
n>1 ι(a(n))n−s to share certain analytic properties with L(s,M)

(= L(s,M, id)). A case in point is the conjecture of Deligne and Gross: If M is
pure of odd weight then the order of vanishing of L(s,M, ι) at the center of the crit-
ical strip is independent of ι ([3], p. 323, Conjecture 2.7, part (ii)). This conjecture
has a number of elementary consequences; for example, it enables one to deduce
a “Birch and Swinnerton-Dyer conjecture with twists” from the usual version (cf.
[10], p. 127). In this note we examine the consequences for root numbers.

The connection with root numbers depends on one further hypothesis. We have
already assumed that the weight w of M is odd and hence that the center of the
critical strip (w+ 1)/2 is an integer, but suppose that in addition, M is essentially
self-dual. In other words, suppose that M∨ ∼= M(w), where M∨ and M(w) are
respectively the dual and the w-fold Tate twist of M . The conjectured functional
equation of L(s,M, ι) is then a relation bewtween L(s,M, ι) and itself, whence the
root number W (M, ι) satisfies

W (M, ι) = (−1)ords=(w+1)/2L(s,M,ι)

and the Deligne-Gross conjecture implies that W (M, ι) is independent of ι. Our
goal is to derive this conclusion unconditionally.

In practice what we prove is a purely local statement. Indeed the global root
numberW (M, ι) is a product of local root numbers, one for each place of the number
field over which M is defined, and at the infinite places the local root number is
completely determined by the Hodge numbers of M . Since these Hodge numbers
are known to be independent of ι by a theorem of Deligne ([3], p. 323, Proposition
2.5), it suffices to see that the local root numbers at the finite places are likewise
invariant. Here the local root numbers are associated to representations of the local
Weil group or Weil-Deligne group, so the problem reduces to an invariance property
of root numbers associated to local representations. It is the latter property which
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is actually the subject of this note, and in fact after this introduction we shall make
no further reference to motives at all. There is one lingering issue: Does the class of
local representations to be considered here include the representations coming from
an arbitrary essentially self-dual motive M of odd weight? The point is that we
require our local representations to be not only “essentially self-dual of odd weight”
but also even-dimensional and “of essentially trivial determinant.” Since w is odd,
the even-dimensionality follows from the Hodge realization of M , but I do not know
whether the essential triviality of the determinant is likewise automatic. Of course
this condition does hold whenever the λ-adic representations associated to M are
“essentially symplectic,” as in Gross [8], p. 532, (3.7). In particular, our results
cover the case of motives associated to H1 of an abelian variety.

Setting this question aside for the time being, we may describe the contents of
the paper as follows. We begin in Section 1 by proving an analogue for symplectic
representations of Serre’s induction theorem [12] for orthogonal representations,
and then in Section 2 we state our main result on the Galois invariance of local
root numbers (Theorem 1). The proof is given in Sections 3 and 4 and consists
of a sequence of reductions, the most important of which is the replacement of an
arbitrary irreducible symplectic representation by a two-dimensional monomial one.
This is where we use the result proved in Section 1. Finally, in Section 5 we observe
that while our main result was initially stated for representations of the Weil group,
it remains valid for representations of the Weil-Deligne group (Theorem 2).

It is a bit disturbing that this paper is as long as it is. After all, the underlying
issue is the behavior under Galois automorphisms of some square roots of rational
numbers; surely this can be dealt with in a few pages! The reader is encouraged
to try. At the very least it should be possible to simplify the proof of Proposition
2. Our proof of Proposition 2 was suggested by an argument of Feit generalizing
a result of L. Solomon (see [4], pp. 73 – 76, (14.3)), and while the result of Feit-
Solomon does not give Proposition 2 as a formal consequence, it is in principle
much deeper. It would not be surprising if the proof of this deeper result turned
out to be an inappropriate model for the proof of Proposition 2.

It is a pleasure to thank Ralph Greenberg for asking me a question which was
the stimulus for this work.

1. A symplectic analogue of Serre’s induction theorem. Throughout this
paper, group representations are understood to be finite-dimensional and defined
over the complex numbers. Given a group G and a representation λ of G, we write
trλ and λ∨ for the character and dual of λ respectively, and we let [λ] denote the
class of λ in the Grothendieck group of virtual representations of G. If H is a
subgroup of finite index in G then indGH denotes induction from H to G, either of
characters or of representations, and resGH denotes restriction from G to H. But
often the restriction to H of a character or representation ξ of G will be denoted
simply ξ|H.

We need to recall some basic facts about orthogonal and symplectic represen-
tations, starting with the definition: A representation λ of G is orthogonal if its
space V admits a nondegenerate symmetric bilinear form invariant under G, and λ
is symplectic if V admits a nondegenerate alternating bilinear form invariant under
G. This much is valid for any group and any representation, but if G is finite and λ
irreducible then there is also a characterization involving the rationality properties
of the matrix coefficients and character values: λ is orthogonal if and only if it is
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realizable over R, and λ is symplectic if and only if trλ is real-valued but λ is not
realizable over R. As the self-dual representations of G are precisely those with
real-valued character, it follows that if λ is both irreducible and self-dual then λ is
either orthogonal or symplectic.

If we drop the irreducibility requirement and assume only that G is finite then
it is still true that a representation is orthogonal if and only if it is realizable
over R, but it is no longer true that a representation with real-valued character
is symplectic if and only if it is not realizable over R. Nonetheless in both cases
there is a characterization in terms of direct summands: A representation λ of G is
orthogonal if and only if it is a direct sum of irreducible orthogonal representations
and representations of the form θ⊕θ∨, where θ denotes an arbitrary representation
of G (but since we are forming direct sums we can require θ to be irreducible if
we like). Similarly, λ is symplectic if and only if it is a direct sum of irreducible
symplectic representations and representations of the form θ⊕θ∨. We have already
mentioned that λ is self-dual if and only if trλ is real-valued, but here too there
is a characterization in terms of direct summands: λ is self-dual if and only if
it is a direct sum of irreducible orthogonal representations, irreducible symplectic
representations, and representations of the form θ ⊕ θ∨. Alternatively, since any
representation of the form θ ⊕ θ∨ is both orthogonal and symplectic, we can say
that λ is self-dual if and only if it is the direct sum of an orthogonal representation
and a symplectic representation.

Finally, we remark that both orthogonality and symplecticity are stable under
indGH and resGH . In the case of resGH the existence of the required invariant forms is
immediate, because the space of the representation is unchanged by restriction, and
in the case of indGH one can construct an appropriate invariant form on the induced
space from the given invariant form on the space of the inducing representation.
For finite G the argument that indGH preserves orthogonality is even easier, because
indGH clearly preserves realizability over R. There is also an easy argument for finite
G that indGH preserves symplecticity: Combine Frobenius reciprocity with the fact
that a self-dual representation of G is symplectic if and only if the multiplicity of
every irreducible orthogonal subrepresentation is even.

The facts just reviewed will be used without reference in the pages that follow.
Our goal in this section is the following:

Proposition 1. Let G be a finite group and λ a symplectic representation of G.
Then [λ] can be written as an integral linear combination of classes of the form
[θ ⊕ θ∨], where θ denotes an arbitrary irreducible representation of G, together
with classes of the form [indGJ σ], where J denotes a subgroup of G and σ a two-
dimensional irreducible monomial symplectic representation of J .

Statements of this sort are typically proved using elementary subgroups or their
generalizations. Here it is the most inclusive generalization that is needed: re-
call that a finite group H is called hyperelementary (or quasi-elementary, or Q-
elementary) if it has the structure of a semidirect product C o P, where P is a
p-group for some prime p and C a cyclic group of order prime to p. Let us denote
the trivial one-dimensional character of a group X by 1X . According to a theorem
of L. Solomon (see Goldschmidt and Isaacs [7], p. 192, Theorem 3) we can write

(1.1) 1G =
∑
H

nH indGH1H ,
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where H runs over hyperelementary subgroups of G and nH ∈ Z for all H. Multi-
plying both sides of (1.1) by trλ, we obtain

trλ =
∑
H

nH tr (indGH(resGHλ))

or in other words

(1.2) [λ] =
∑
H

nH [indGH(resGHλ)].

Now each resGHλ in (1.2) is again symplectic, hence a direct sum of (i) irreducible
symplectic representations τ of H and (ii) representations of the form ζ ⊕ ζ∨,
where ζ is an arbitrary irreducible representation of H. Given a representation of
type (ii), we can write indGHζ as a direct sum of irreducible representations θ, and
then indGH(ζ ⊕ ζ∨) is the corresponding direct sum of the representations θ ⊕ θ∨.
As for representations of type (i), the following proposition enables us to write
indGHτ = indGJ σ with σ as in Proposition 1.

Proposition 2. Let H be a hyperelementary group and τ an irreducible symplectic
representation of H. Then there is a subgroup J of H and a two-dimensional
symplectic representation σ of J such that τ = indHJ σ.

We have not stated explicitly that σ is irreducible monomial because this is an
immediate consequence: σ induces the irreducible representation τ and is therefore
irreducible, and J is a subgroup of a hyperelementary group, hence itself hyperele-
mentary, hence supersolvable, and consequently every irreducible representation of
J is monomial. We conclude that Proposition 1 is a consequence of Proposition 2
and that the subgroups J in Proposition 1 can be taken to be hyperelementary.

The proof of Proposition 2 will occupy several paragraphs. We begin with a
slight refinement of the fact that irreducible representations of H are monomial:

Lemma. Write H = CoP , where P is a p-group for some prime p and C a cyclic
group of order prime to p. Then every irreducible representation of H is induced
from a one-dimensional representation of a subgroup of H containing C.

Proof. This is a standard remark if the words “containing C” are omitted (cf. [15],
p. 61, Prop. 24) and a routine exercise in any case. Nevertheless, we briefly sketch
the argument. Let τ be an irreducible representation of H and V the space of τ .
We consider cases according as τ |C is scalar or nonscalar.

If τ |C is scalar then τ |P is irreducible, and since p-groups are supersolvable,
τ |P is monomial. Hence there is a subgroup Q of P and a Q-stable line W in
V such that V is the direct sum of the lines τ(x)W , where x runs over a set of
representatives for the distinct left cosets of Q in P . But as τ |C is scalar, W is
stable under the larger subgroup CoQ, and since the elements x also represent the
distinct left cosets of CoQ in H we conclude that τ is induced by a one-dimensional
representation of C oQ.

Next suppose that τ |C is nonscalar. Since C is abelian but τ |C nonscalar there
is a one-dimensional character χ of C such that the χ-isotypic component of V ,
say W , satisfies {0} $W $ V . Let Q be the subgroup of P consisting of elements
g ∈ P such that χ(gcg−1) = χ(c) for c ∈ C. Then W is stable under C o Q
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and τ is induced by the representation – call it π – of C o Q on W . Now π is
irreducible because τ is, and π|C is scalar because W is χ-isotypic. Hence by the
case of the lemma already proved, π is induced by a one-dimensional representation
of some subgroup of C oQ containing C. Thus the same is true of τ . We remark
that instead of appealing to the case of the lemma already proved, we could have
completed the argument by induction on |H|: indeed Q is a proper subgroup of P
because W is Q-stable whereas τ is irreducible. �

Proof of Proposition 2. As noted in the introduction, the idea of the proof is derived
from Feit [4], pp. 73 – 76, (14.3). But since the connection with the latter argument
may not be obvious, we shall provide full details, incorporating only those elements
of [4] which are relevant to our situation.

Write H = CoP as in the lemma. Then any subgroup of H containing C has the
form CoQ with a subgroup Q of P . We shall write CoQ simply as CQ, and for the
sake of congruity we shall often write H as CP . By the lemma, there is a subgroup
Q of P and a one-dimensional representation ξ of CQ such that τ ∼= indCPCQξ. It
follows that dim τ = [P : Q] = pn for some integer n > 0. But τ is symplectic,
hence even-dimensional. Consequently p = 2 and Q is a proper subgroup of P . In
particular there is a subgroup R of index 2 in P which contains Q, and we can
write τ = indCPCRθ with θ = indCRCQξ. Note that θ is irreducible since it induces the
irreducible representation τ . Furthermore |CR| = |H|/2, so if θ is symplectic then
by induction on |H| there is a subgroup J of CR and a two-dimensional symplectic
representation σ of J such that θ = indCRJ σ. Then τ = indHJ σ and we are done. So
we may assume that θ is not symplectic. On the other hand, θ is not orthogonal,
else the representation τ = indCPCRθ is also orthogonal, contradicting the fact that τ
is symplectic. As θ is irreducible but neither symplectic nor orthogonal we conclude
that θ is not self-dual.

To summarize, τ = indCPCRθ with [P : R] = 2 and θ 6∼= θ∨. If dim θ = 1 then we
are done: the desired formula τ = indHJ σ holds with J = H and σ = τ , because σ
is then a two-dimensional symplectic representation of J . So we may assume that
dim θ > 1. Now by construction (or if we have forgotten the construction then by
another appeal to the lemma) there is a subgroup Q of R and a one-dimensional
representation ξ of CQ such that θ = indCRCQξ. If Q = R then dim θ = 1, a
contradiction. Hence Q is a proper subgroup of the 2-group R, and consequently
there is a subgroup S of index 2 in R which contains Q. And since θ is induced
from CQ it is also induced from CS.

Now comes the crucial step in the proof: We claim that θ is induced from CT
for some subgroup T of index 2 in R which is normal in P . If S is itself normal
in P then we can take T = S, so in verifying the claim we shall assume that S is
not normal. Since [P : S] = [P : R][R : S] = 4, it is natural to write S4 for the
group of permutations of the coset space P/S. Then the action of P on P/S by
left multiplication gives a homomorphism f : P → S4. Now the kernel of f is the
intersection of the conjugates of S in P , and this intersection is a proper subroup
of S because S is not normal. Since |f(P )| = [P : S][S : ker f ] = 4[S : ker f ] it
follows that |f(P )| is divisible by 8. But a Sylow 2-subgroup of S4 is isomorphic
to D8 (the dihedral group of order 8) so we conclude that f(P ) ∼= D8 and that
[S : ker f ] = 2. Let T be the inverse image under f of the center of f(P ). Then
T is a normal subgroup of P of index 4, and T is contained in R (necessarily with
index 2) because the center of D8 is contained in every subgroup of order 4. (In
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other words, the calculation |f(R)| = [R : ker f ] = [R : S][S : ker f ] = 4 allows us
to conclude that f(T ) ⊂ f(R).) To complete the proof of the claim we must show
that θ is induced from CT .

Before doing so, we make two remarks. The first pertains to ker f . We have
already noted that ker f is the intersection of the conjugates of S in P , and the
remark is that since S is normal in R (for [R : S] = 2) there are just two conjugates:
S itself and gSg−1, where g is any representative of the nontrivial coset of R in P .
The second remark is that for such g we have θg ∼= θ∨, where θg is the representation
x 7→ θ(g−1xg) of CR. Indeed since τ = indCPCRθ we have resCPCRτ = θ ⊕ θg, but τ is
self-dual whereas θ is not, so resCPCRτ = θ ⊕ θ∨.

Let us now prove that θ is induced from CT . We know that θ is induced from
CS, and since CS is normal in CR the formula for an induced character shows
that tr θ vanishes on the complement CR r CS. It follows that tr θg vanishes on
CR r CgSg−1. But we have just seen that if g ∈ P r R then tr θg = tr θ, so we
conclude that tr θ itself vanishes on CRrCgSg−1 as well as on CRrCS. So tr θ
vanishes on CR r ker f and hence a fortiori on CR r CT . Since [CR : CT ] = 2 it
follows that θ is induced from CT .

Having proved the claim, we write θ = indCRCT µ with µ a representation of CT .
Next we appeal to a general fact: if G is a finite group and N a normal subgroup
then two representations of N which induce the same irreducible representation
of G are conjugate under G. In fact if a representation κ of N induces a given
irreducible representation π of G then the map gN 7→ [κg] is a bijection from
G/N to the set of isomorphism classes of representations of N inducing π. In the
case at hand we may take G = H = CP , N = CT , π = τ , and κ = µ; indeed
indCPCT µ = indCPCRθ = τ . But τ is self-dual, so µ∨ also induces τ , and consequently
there is an element h ∈ H such that µh ∼= µ∨. Note that h /∈ CT , else µ is self-dual,
contradicting the fact that µ induces θ. But the fact that trµh = trµ implies that
µh2 ∼= µ and hence that h2 ∈ CT . This last fact combined with the normality
of CT ensures that the set K = (CT ) ∪ h(CT ) is a subgroup of H. Furthermore
τ = indHKν, where ν = indKCTµ. As µ is conjugate to µ∨ via the nontrivial coset
of CT in K, we see that the irreducible representation ν is self-dual, hence either
orthogonal or symplectic. If ν is orthogonal then so is τ , a contradiction. So ν
is symplectic, and since |K| = |H|/2 we may assume by induction that there is a
subgroup J of K and a two-dimensional symplectic representation σ of J such that
ν = indKJ σ. Then τ = indHJ σ. �

While the proof of Proposition 1 is now complete, we also need an ancillary
remark concerning the underlying one-dimensional characters. First we introduce
some additional notation.

Given a finite group J and a subgroup I, let transJI : Jab → Iab denote the
transfer, where the superscript “ab” on a finite group indicates the maximal abelian
quotient. If χ is a one-dimensional character of I then χ factors through Iab,
and thus we can form the composition χ ◦ transJI , which we then view as a one-
dimensional character of J . Another one-dimensional character of J appearing in
the following proposition is the sign of the permutation representation of J on the
left cosets of I, which we denote signJ/I .

Proposition 3. Let J be a finite group and σ a two-dimensional irreducible mono-
mial self-dual representation of J . Then there is a subgroup I of index two in J
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and a one-dimensional character χ of I such that σ = indJI χ and either
(a) χ ◦ transJI = 1J , or
(b) χ ◦ transJI = signJ/I

according as σ is orthogonal or symplectic.

Proof. This is standard, but we nonetheless run through the details, splitting the
proof into cases according as σ is (a) orthogonal or (b) symplectic. The formula

(1.3) detσ = (signJ/I)(χ ◦ transJI )

(cf. [6] or [1], p. 508, Proposition 1.2) will be used in both cases.
(a) If σ is orthogonal then it can be viewed as a homorphism J → O(2,R),

but its image is not contained in SO(2,R) because SO(2,R) is abelian whereas σ
is irreducible. As SO(2,R) has index two in O(2,R) it follows that the subgroup
I = σ−1(SO(2,R)) has index two in J , and since σ is irreducible while I is abelian
of index two we obtain σ = indIJχ for some character χ of I. Furthermore, the fact
that σ(I) ⊂ SO(2,R) but σ(J) 6⊂ SO(2,R) means that detσ is trivial on I but not
on J , whence detσ = signJ/I . Consequently χ ◦ transJI = 1J by (1.3). Note that
the assumption that σ is monomial is not needed in case (a).

(b) Next suppose that σ is symplectic. Since σ is by hypothesis also two-
dimensional and monomial, there is a subgroup I of index two in J and a character
χ of I such that σ = indJI χ. The formula χ◦transJI = signJ/I now follows from (1.3),
because Sp(2) = SL(2): in other words, a nonsingular 2× 2 matrix is symplectic if
and only if its determinant is 1. We remark that this time it is the irreducibility
of σ which is not used in the proof. Furthermore the formula χ ◦ transJI = signJ/I
holds for any I and χ such that σ = indJI χ. �

2. Statement of the main theorem. Fix a prime number p. All finite extensions
of Qp appearing in this paper are assumed to lie inside some fixed algebraic closure
of Qp. We denote this algebraic closure F , because F will serve as our default
notation for a finite extension of Qp. We write O for the ring of integers of F and
p for the maximal ideal of O, and we put q = |O/p|, so that q = pf , where f is the
residue class degree. If we want to emphasize the dependence of these items on F ,
or if we are dealing with a finite extension of Qp denoted by some letter other than
F , then we append a subscript: OX , pX , qX , fX if the field in question is X.

We shall be concerned with representations of the Weil group W(F/F ), which
like Gal(F/F ) is to be regarded here as a topological group. Thus a representa-
tion of W(F/F ) is understood to be a continuous homomorphism ρ : W(F/F ) →
GL(V ), where V is a finite-dimensional vector space over C. In particular, a one-
dimensional character is a continuous homomorphism W(F/F )→ C

×.
Henceforth we shall refer to a one-dimensional character simply as a “character”

when there is no possibility of confusion. For example, we can speak of the prime-
to-p cyclotomic character ω, which is the unramified character of W(F/F ) taking
the value q on Frobenius elements. Let F ab denote the abelian closure of F inside F ,
and write W(F/F )ab for the quotient of W(F/F ) by the closure of its commutator
subgroup. Using the Artin map x 7→ (x, F ab/F ) to identify F× with W(F/F )ab,
we may view ω as a character of F×, but for the sake of consistency with [1] we
shall agree that a character χ of W(F/F ) is made into a character of F× by setting

(2.1) χ(x) = χ((x−1, F ab/F ))
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for x ∈ F×. Thus the value of ω on a uniformizer is q−1.
In addition to ω we shall encounter characters of the form ωw/2 and (ωw/2)ι,

where w ∈ Z and ι ∈ Aut(C). Quite generally, given a representation ρ of W(F/F ),
we define a representation ρι of W(F/F ) up to isomorphism as follows: After
choosing a basis for the space of ρ we may view ρ as a matrix representation
ρ : W(F/F ) → GL(n,C); then ρι : W(F/F ) → GL(n,C) is the representation
obtained by applying ι to the matrix coefficients of ρ(g) for g ∈W(F/F ). In spite
of the fact that ι is only an abstract field automorphism, ρι is still continuous, as
required, because the continuity of a homomorphism ρ : W(F/F ) → GL(n,C) is
equivalent to the triviality of ρ on an open subgroup of the inertia subgroup of
W(F/F ). Returning to the case ρ = ωw/2, we see that

(2.2) (ωw/2)ι =
{
ωw/2 if ι(

√
p) =

√
p

ηwf · ωw/2 if ι(
√
p) = −√p

with η the unramified quadratic character of F×.
Our main theorem will assert that for a certain class of representations ρ of

W(F/F ), the root number W (ρ) is unchanged when ρ is replaced by ρι. However
in the first instance we should write W (ρ, ψ) rather than W (ρ), because the root
number depends in general on the choice of an additive character of F , by which
we mean a nontrivial unitary character ψ : F → C. Given such a ψ, we set

(2.3) W (ρ, ψ) =
ε(ρ, ψ, dx)
|ε(ρ, ψ, dx)|

,

where dx is any Haar measure on F and ε(ρ, ψ, dx) is defined as in [17], p. 14,
(3.4.1). That said, we shall now focus on a class of representations ρ for which
W (ρ, ψ) is in fact independent of ψ. We note in passing that in conjunction with a
standard formula (cf. [17], p. 15, (3.4.6)), the definition (2.3) gives

(2.4) W (ρ⊗ ωr, ψ) = W (ρ, ψ)

for any r ∈ R, because ωr is unramified and takes positive real values.
Let us call a representation ρ of W(F/F ) essentially self-dual of weight w if

ρ ⊗ ωw/2 is self-dual, or equivalently if ρ∨ ∼= ρ ⊗ ωw. By taking determinants of
both sides, we see that for such a representation we have (det ρ)2 = ω−w dim ρ. We
will say that the determinant of ρ is essentially trivial if det ρ = ω−(w dim ρ)/2. Thus
det ρ is essentially trivial if det(ρ⊗ ωw/2) is trivial.

Proposition 4. Let ρ be a representation of W(F/F ).
(i) If ρ is essentially self-dual and det ρ is essentially trivial then W (ρ, ψ) is equal

to ±1 and independent of ψ.
(ii) If ρ is essentially self-dual then so is ρι.
(iii) Suppose that ρ is essentially self-dual and dim ρ is even. If det ρ is essentially

trivial then so is det ρι.
(iv) If ρ is essentially self-dual, even-dimensional, and of essentially trivial de-

terminant then W (ρι, ψ) is equal to ±1 and independent of ψ.

Proof. The proposition is a straightforward consequence of standard formulas, and
our “proof” will consist largely of references to the literature.
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(i) Let w be the weight of ρ. To see that W (ρ, ψ) = ±1, we start with the
formula

(2.5) W (ρ, ψ)W (ρ∨, ψ) = det ρ(−1)

(cf. [17], p. 15, (3.4.7) and (3.4.4) – note that det ρ is identified here with a character
of F× via (2.1), and in applying formula (3.4.7) of [17], use (2.4) above). As ρ is
essentially self-dual, we have

(2.6) W (ρ∨, ψ) = W (ρ⊗ ωw, ψ) = W (ρ, ψ),

the second equality being another instance of (2.4). Since det ρ is essentially trivial
and thus in particular unramified we have det ρ(−1) = 1, so that (2.5) and (2.6)
give W (ρ, ψ)2 = 1, as claimed.

To see that W (ρ, ψ) is independent of ψ we recall that if a particular additive
character ψ of F is given, then every additive character of F has the form ψc for
some c ∈ F×, where ψc : F → C is the additive character ψc(x) = ψ(cx). On the
other hand, we have

(2.7) W (ρ, ψc) =
(det ρ)(c)
|(det ρ)(c)|

W (ρ, ψ)

(cf. [17], p. 15, (3.4.4)), where det ρ is once again viewed as a character of F× using
(2.1). Since det ρ coincides with ω−(w dim ρ)/2 and in particular takes values in the
positive real numbers, the claimed independence follows from (2.7).

(ii) This is straightforward: (ρι)∨ ∼= (ρ∨)ι ∼= (ρ⊗ ωw)ι ∼= ρι ⊗ ωw.
(iii) Also straightforward: det ρι = (det ρ)ι = (ω−(w dim ρ)/2)ι = ω−(w dim ρ)/2

because dim ρ is even.
(iv) This follows from (i), (ii), and (iii). �

Henceforth, if ρ is essentially self-dual and det ρ is essentially trivial then we
write W (ρ, ψ) simply as W (ρ).

Theorem 1. Suppose that ρ is essentially self-dual of odd weight, even dimension,
and essentially trivial determinant. Then W (ρι) = W (ρ).

The proof of Theorem 1 will be given in Sections 3 and 4. The remainder of the
present section is devoted to a brief discussion of notation and formulas followed by
three examples demonstrating the necessity of the hypotheses in Theorem 1. First
the notation and formulas: If ρ is a representation of W(F/F ) then a(ρ) is the
nonnegative integer such that pa(ρ) is the conductor of ρ, and if ψ is an additive
character of F then n(ψ) is the largest integer n such that ψ is trivial on p−n. Since
η is the unramified quadratic character of W(F/F ), standard formulas give

(2.8) W (ρ⊗ η, ψ) = (−1)a(ρ)+n(ψ) dim ρW (ρ, ψ)

(cf. [17], p. 15, (3.4.6)) as well as

(2.9) W (η, ψ) = (−1)n(ψ)

(cf. [17], p. 13, (3.2.6.1)), and the latter citation also gives

(2.10) W (ωr, ψ) = 1
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for any r ∈ R. Thus (2.9) is the special case of (2.8) in which ρ = ω0.
We also need some notation pertaining to finite extensions E/F . In particular,

f(E/F ) is the degree of the residue class field extension and d(E/F ) the integer
such that pd(E/F ) is the relative discriminant of E/F . Furthermore, if E/F is
quadratic then we write signE/F for the quadratic character of W(F/F ) trivial on
W(F/E). Note that in the quadratic case d(E/F ) has an alternative description
as the integer such that pd(E/F ) is the conductor of signE/F . In other words,
a(signE/F ) = d(E/F ). Returning to the case of a general finite extension E/F , let
us agree that indE/F denotes induction either from Gal(F/E) to Gal(F/F ) or from
W(F/E) to W(F/F ), depending on context. We write NE/F for the norm from E
to F .
Example 1. Take f and w to be odd and put ρ = ω−w/2. If ι ∈ Aut(C) restricts
nontrivially to Q(

√
p) then (2.2) gives ρι = η · ωw/2, whence

W (ρι, ψ) = (−1)n(ψ)

by (2.4) and (2.9). But W (ρ, ψ) = 1 by (2.10). Hence if we choose ψ so that
n(ψ) is odd then W (ρι, ψ) = −W (ρ, ψ), even though ρ is essentially self-dual of
odd weight and essentially trivial determinant. Thus the requirement that dim ρ
be even cannot be omitted in Theorem 1.
Example 2. As in Example 1, we take f and w to be odd. Fix a uniformizer π of
O and a square root

√
π, put E = F (

√
π), and let ρ = (1 ⊕ signE/F ) ⊗ ω−w/2. If

ι(
√
p) = −√p then ρι = ρ⊗ η by (2.2), whence

(2.11) W (ρι, ψ) = (−1)d(E/F )W (ρ, ψ)

by (2.8). Here we are using dim ρ = 2 and a(ρ) = a(signE/F ) = d(E/F ). But
pd(E/F ) is the relative discriminant of E/F , which is the ideal of O generated by
NE/F (P ′(

√
π)) for P (x) = x2 − π. Thus the relative discriminant of E/F is πO or

4πO according as p is odd or p = 2, and in either case we conclude that d(E/F )
is odd. Returning to (2.11), we see that W (ρι, ψ) = −W (ρ, ψ), in spite of the
fact that ρ is even-dimensional and essentially self-dual of odd weight. Hence the
essential triviality of det ρ is a necessary hypothesis in Theorem 1.
Example 3. We assume once again that f is odd, but this time we take w to
be even. Furthermore, we fix an even-dimensional self-dual representation λ of
Gal(F/F ) with detλ trivial and a(λ) odd. The existence of such a representation
will be verified in the addendum below. (Note also that a representation of this
type was exhibited by Serre in connection with his work on the rationality of Artin
representations; see [13], pp. 412–414 and [14], pp. 180–181.) Viewing λ as a
representation of W(F/F ), we put ρ = λ ⊗ ω−w/2 and ρ0 = ρ ⊗ ω−1/2, so that
ρ0 is essentially self-dual of odd weight, even dimension, and essentially trivial
determinant. Thus W (ρι0) = W (ρ0) by Theorem 1. On the other hand, the relation
ρ0 = ρ ⊗ ω−1/2 gives W (ρ0) = W (ρ) by (2.4). Similarly, if ι(

√
p) = −√p then

ρι0 = ρι ⊗ (ηω−1/2) by (2.2), whence (2.4) gives W (ρι0) = W (ρι ⊗ η). So the
equality W (ρι0) = W (ρ0) becomes

(2.12) W (ρι ⊗ η) = W (ρ).
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Since a(ρι) = a(ρ) = a(λ), the left-hand side of (2.12) is (−1)a(λ)W (ρι) by (2.8).
But a(λ) is odd, so we conclude that W (ρι) = −W (ρ), even though ρ is essen-
tially self-dual of even dimension and essentially trivial determinant. Thus the
assumption that w is odd is necessary in Theorem 1.
Addendum to Example 3. We must still verify that a representation λ as above
exists. As in Example 2, we put E = F (

√
π), but in the first instance we view

signE/F as a character of F×. Let x 7→ x′ be the nontrivial element of Gal(E/F ).
We shall construct a character χ of E× of finite order satisfying the following
conditions:

(i) χ|F× = signE/F .
(ii) χ(x′) = χ(x)−1 for x ∈ E×.
(iii) a(χ) is even.

Granting the existence of such a χ, let us view χ as a character of Gal(F/E) and
put λ = indE/Fχ. Then λ is two-dimensional by construction, self-dual by (ii), and
of trivial determinant by (i) and (1.3). As for a(λ), the formula for the conductor
of an induced representation gives

(2.13) a(indE/Fχ) = d(E/F ) + a(χ)f(E/F )

([16], p. 104, Proposition 6). But we have seen already in Example 2 that d(E/F )
is odd. Hence a(λ) is odd by (iii) and (2.13).

It remains to construct χ. We do so in stages. First we define χ on the subgroup
F×(1 + πd(E/F )OE) of E× by requiring χ to coincide with signE/F on F× and to
be trivial on 1 + πd(E/F )OE . These requirements are compatible because signE/F
is trivial on 1 +πd(E/F )O. Next put u = 1 +

√
π ·πd(E/F )−1, let U be the subgroup

of E× generated by u, and observe that

U ∩ (F×(1 + πd(E/F )OE)) = Up ⊂ 1 + πd(E/F )OE .

Hence we can extend χ to a character of F×(1 + πd(E/F )OE)U by setting χ(u) =
e2πi/p. Finally, since C× is a divisible group, we can extend χ to a homomorphism
E× → C

×, and any such extension is continuous (because χ is trivial on 1 +
πd(E/F )OE) and of finite order (because F×(1 + πd(E/F )OE) has finite index in
E×). Property (i) holds by construction, and (ii) follows because signE/F is trivial
on norms from E×. Finally, a(χ) 6 2d(E/F ) because χ is trivial on πd(E/F )OE ,
but a(χ) > 2d(E/F )−1 because χ(u) 6= 1. Hence a(χ) = 2d(E/F ), and (iii) holds.

3. Reductions. Henceforth ρ denotes an essentially self-dual representation of
W(F/F ) which is of even dimension and essentially trivial determinant. As usual,
ι ∈ Aut(C) and w is the weight of ρ. Our goal in this section is to reduce the proof
of Theorem 1 to the calculation of a one-dimensional “relative local root number.”
Only in part (b) of Proposition 8 below do we need the hypothesis that w is odd:
until then, w can be an arbitrary integer.

The first reduction is that ρ may be assumed semisimple. Indeed let ρss denote
the semisimplification of ρ. Then dim ρss = dim ρ, det ρss = det ρ, and

(ρss)∨ ∼= (ρ∨)ss
∼= (ρ⊗ ωw)ss

∼= ρss ⊗ ωw,

so ρss is again essentially self-dual of weight w, even dimension, and essentially
trivial determinant. Hence the following proposition shows that in proving Theorem
1 we may suppose that ρ ∼= ρss.
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Proposition 5. W (ρι)/W (ρ) = W ((ρss)ι)/W (ρss).

Proof. Certainly W (ρι)/W (ρ) = W ((ρι)ss)/W (ρss), because as a function on the
Grothendieck group of virtual representations of W(F/F ), the root number is in-
sensitive to semisimplification. Now substitute (ρι)ss

∼= (ρss)ι. �

A representation of W(F/F ) is said to be of Galois type if it factors through the
finite group W(F/F )/W(F/E) ∼= Gal(E/F ) for some finite Galois extension E of
F (cf. [17], p. 10, (2.2)).

Proposition 6. Assume that ρ is semisimple.
(i) There exist representations λ and ϑ of W(F/F ), with λ of Galois type, such

that ρ is the direct sum of λ⊗ ω−w/2 and ϑ⊕ (ϑ∨ ⊗ ω−w).
(ii) Any λ as in (a) is self-dual, even-dimensional, and of trivial determinant.

Proof. (i) This part of the proposition does not depend on our standing assumptions
that dim ρ is even and det ρ essentially trivial, and the proof is actually easier
without them. Thus we shall prove that (i) holds with ρ replaced by an arbitrary
semisimple essentially self-dual representation ϕ of W(F/F ). Let w be the weight
of ϕ.

Suppose first that ϕ is irreducible. Then ϕ ∼= λ ⊗ ωs for some s ∈ C and λ of
Galois type (cf. [1], p. 542, (4.10) and [17], p. 10, (2.2.1)). Taking determinants,
we find that

(3.1) detϕ = detλ · ωs dimλ.

On the other hand, we have already noted that the relation ϕ∨ ∼= ϕ⊗ ωw gives

(3.2) (detϕ)2 = ω−w dimϕ.

Since dimϕ = dimλ, we deduce from (3.1) and (3.2) that

(detλ)2 = ω−(2s+w) dimϕ.

In particular, since λ factors through a finite group, it follows that the character
ξ = ωs+w/2 is of finite order, whence λ⊗ ξ is still of Galois type. But

ϕ ∼= λ⊗ ωs ∼= (λ⊗ ξ)⊗ ω−w/2,

so after replacing λ by λ⊗ ξ we have ϕ ∼= λ⊗ ω−w/2 with λ of Galois type.
Now consider the case of an arbitrary semisimple ϕ. Writing ϕ ∼= ϕ1⊕ϕ2⊕· · ·⊕ϕn

with ϕi irreducible (1 6 i 6 n), we have

ϕ⊗ ωw/2 ∼= (ϕ1 ⊗ ωw/2)⊕ (ϕ2 ⊗ ωw/2)⊕ · · · ⊕ (ϕn ⊗ ωw/2).

Let l be the number of summands on the right-hand side that are self-dual. Since
the left-hand side is self-dual by assumption, the integer n− l is even, say 2m, and
after renumbering the representations ϕi we may assume that ϕi⊗ωw/2 is self-dual
for 1 6 i 6 l and that ϕ∨i ⊗ω−w/2 ∼= ϕi+m⊗ωw/2 for l+ 1 6 i 6 l+m. Now apply
the result of the previous paragraph to the representation ϕi for 1 6 i 6 l: we see
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that ϕi ∼= λi⊗ω−w/2 with λi of Galois type. Thus on setting λ = λ1⊕λ2⊕· · ·⊕λl
and ϑ = ϕl+1 ⊕ ϕl+2 ⊕ · · · ⊕ ϕl+m we have

(3.3) λ⊗ ω−w/2 ∼= ϕ1 ⊕ ϕ2 ⊕ · · · ⊕ ϕl

and

(3.4) ϑ⊕ (ϑ∨ ⊗ ω−w) ∼= ϕl+1 ⊕ ϕl+2 ⊕ · · · ⊕ ϕn.

Since ϕ ∼= ϕ1 ⊕ ϕ2 ⊕ · · · ⊕ ϕn, the assertion follows from (3.3) and (3.4).
(ii) By (i), ρ⊗ωw/2 ∼= λ⊕ (ϑ⊗ωw/2)⊕ (ϑ∨⊗ω−w/2), and we have assumed that

ρ ⊗ ωw/2 is self-dual, even-dimensional, and of trivial determinant. By inspection
these same properties hold for (ϑ ⊗ ωw/2) ⊕ (ϑ∨ ⊗ ω−w/2), so they hold for λ as
well. �

The proof of Theorem 1 has now been reduced to the two cases ρ = λ⊗ ω−w/2
and ρ = ϑ⊕ (ϑ∨ ⊗ ω−w). We deal with the latter case first.

Proposition 7. Suppose that ρ ∼= ϑ ⊕ (ϑ∨ ⊗ ω−w) for some representation ϑ of
W(F/F ). Then W (ρι) = W (ρ).

Proof. Since ρι ∼= ϑι ⊕ ((ϑι)∨ ⊗ ωw), formulas (2.4) and (2.5) give both W (ρ) =
detϑ(−1) and W (ρι) = detϑ(−1)ι. But detϑ(−1) = ±1. �

Next suppose that ρ ∼= λ⊗ω−w/2, where λ is of Galois type and furthermore self-
dual, even-dimensional, and of trivial determinant. If λ is written as a direct sum of
an orthogonal representation and a symplectic representation then the orthogonal
direct summand is also even-dimensional and of trivial determinant, because for
the symplectic direct summand these properties are automatic. Hence the proof of
Theorem 1 reduces to the following statement:

Proposition 8. Suppose that ρ ∼= λ⊗ ω−w/2 with a representation λ of W(F/F )
of Galois type. Assume that either

(a) λ is orthogonal, even-dimensional, and of trivial determinant, or
(b) λ is symplectic and w is odd.

Then W (ρι) = W (ρ).

We shall prove Proposition 8 by reducing it to a statement about characters.
Case (a) of the proposition could also be deduced from Deligne’s theorem [2] relating
orthogonal root numbers to Stiefel-Whitney classes, but there would be little saving
in doing so, because most of the arguments that follow are needed in case (b).

The first point to note is that

(3.5)
W (ρι)
W (ρ)

=
{
W (λι)/W (λ) if ι(

√
p) =

√
p

(−1)a(λ)wfW (λι)/W (λ) if ι(
√
p) = −√p.

Indeed (2.4) gives W (ρ) = W (λ), and (2.2) and (2.4) together give W (ρι) = W (λι)
or W (ρι) = W (λι ⊗ ηwf ) according as ι|Q(

√
p) is trivial or nontrivial. The latter

alternative leads via (2.8) to W (ρι) = (−1)a(λ)wfW (λι), and (3.5) follows.
Since λ is of Galois type it can be viewed as a representation of the finite group

G = Gal(M/F ) for some finite Galois extension M of F , and thus we can apply
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Serre’s induction theorem ([14], p. 177, Proposition 2) in case (a) and Proposition
1 in case (b). The result is a decomposition

(3.6) [λ] =
∑
θ

nθ[θ ⊕ θ∨] +
∑
(J,σ)

nJ,σ[indGJ σ] +
(a)∑

in the Grothendieck group of virtual representations of G, where in the first sum θ
runs over arbitrary irreducible representations of G and in the second sum J denotes
a subgroup of G and σ a two-dimensional irreducible monomial representation of
J of the appropriate type – orthogonal in case (a), symplectic in case (b). Also
nθ, nJ,σ ∈ Z, and the term

∑(a) is present only in case (a), when it denotes an
integral linear combination of classes of the form [indGJ χ] with J a subgroup of G
and χ a one-dimensional character of J such that χ2 = 1.

Now fix an additive character ψ of F . Although λ has trivial determinant, this
may no longer be true for the individual summands in the second and third sums
on the right-hand side of (3.6), so after taking root numbers on both sides we write
the result as follows:

(3.7) W (λ) =
∏
θ

W (θ ⊕ θ∨)nθ
∏

(J,σ)

W (indGJ σ, ψ)nJ,σ
(a)∏

.

Here
∏(a) denotes a product of powers of root numbers of the form W (indGJ χ) with

J and χ as above. Now apply ι on both sides of (3.6), take root numbers again,
and divide the result by (3.7). We find

(3.8) W (λι)/W (λ) =
∏

(J,σ)

(W (indGJ σ
ι, ψ)/W (indGJ σ, ψ))nJ,σ ,

because the ratios of root numbers arising from the product over θ are 1 by Proposi-
tion 7 (applied with ϑ = θ and w = 0) and the ratios arising from

∏(a) are trivially
1 since χι = χ.

Next we focus on the individual ratios W (indGJ σ, ψ)/W (indGJ σ, ψ) appearing on
the right-hand side of (3.8). By Proposition 3, for a given pair (J, σ) there exists
a subgroup I of index two in J and a character χ of I such that σ = indJI χ and
either χ ◦ transJI = 1J or χ ◦ transJI = signJ/I according as we are in case (a) or
case (b). Since G = Gal(M/F ), we can write J = Gal(M/K) and I = Gal(M/L)
with intermediate fields K and L satisfying F ⊂ K ⊂ L ⊂ M and [L : K] = 2.
Furthermore we can view χ as a character of L×, and the condition on χ then
becomes χ|K× = 1K in case (a) and χ|K× = signL/K in case (b). The notational
convention here is that Galois groups which appear as subscripts or superscripts
can be replaced by their fixed fields, and a nested pair of Galois groups can be
replaced by the corresponding extension of fixed fields. Thus the equation σ =
indJI χ becomes σ = indL/Kχ, so that indGJ σ = indL/Fχ by the transitivity of
induction. The inductivity of the root number in degree zero ([17], pp. 11-12,
(2.3.2) and pp. 14-15, (3.4.1)) gives

(3.9)
W (indGJ σ

ι, ψ)
W (indGJ σ, ψ)

=
W (χι, ψL)
W (χ, ψL)

,
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where ψX = ψ◦trX/F for a finite extension X of F . We note that ψL = ψK ◦tr L/K .
Now comes the reduction to a statement about characters. We claim that to

prove Proposition 8 it suffices to prove the following statement, which no longer
makes any reference to F :

Proposition 9. Let K be a finite extension of Qp and L a quadratic extension of
K, and put ψL = ψK ◦ tr L/K , where ψK is some fixed additive character of K.
Suppose that χ is a character of L× satisfying either

(a) χ|K× = 1K , or
(b) χ|K× = signL/K .

Then W (χι, ψL)/W (χ, ψL) = 1 in case (a) and

W (χι, ψL)
W (χ, ψL)

=
{ 1 if ι(

√
p) =

√
p

(−1)(d(L/K)+a(χ)f(L/K))fK if ι(
√
p) = −√p

in case (b).

We do not assume in Proposition 9 that χ is of finite order, but this follows both
from (a) and from (b): A character of L× is of finite order if and only if its value
on a uniformizer is a root of unity, and the latter condition is satisfied because
K×O×L has finite index in L× (in fact index 6 2). Similarly, it is automatic that
indL/Kχ is orthogonal in case (a) and symplectic in case (b): First of all, both
(a) and (b) imply that χ ◦ NL/K is trivial, whence χ(x′) = χ−1(x) for x ∈ L×,
where x 7→ x′ is the nontrivial element of Gal(L/K). Thus indL/Kχ is self-dual;
but a two-dimensional self-dual representation σ of a finite group is orthogonal or
symplectic, and σ is sympectic if and only if detσ is trivial. Hence (1.3) shows that
indL/Kχ is orthogonal in case (a) and symplectic in case (b). It should be added
that the hypotheses of Proposition 9 do not ensure the irreducibility of indL/Kχ,
so in that sense the proposition is slightly more general than is necessary for the
application.

Before proving Proposition 9, let us verify that Proposition 8 is indeed a con-
sequence. In case (a), λ is orthogonal and of trivial determinant, whence Serre’s
theorem on conductors of orthogonal representations ([14], p. 173, Théorème 1)
implies that a(λ) is even. Thus (3.5) gives W (ρι)/W (ρ) = W (λι)/W (λ) for all ι,
so that case (a) of Proposition 8 follows from (3.8), (3.9), and Proposition 9.

In case (b) the argument starts with (3.6). The term
∑(a) is now absent, whence

(3.10) a(λ) ≡
∑
(J,σ)

nJ,σ a(indGJ σ) (mod 2),

because a(θ ⊕ θ∨) = 2a(θ). Combining (3.10) with (3.5) and (3.8), we find that
(3.11)

W (ρι)
W (ρ)

=


∏

(J,σ)

(
W (indGJ σ

ι, ψ)
W (indGJ σ, ψ)

)nJ,σ
if ι(
√
p) =

√
p.

∏
(J,σ)

(
(−1)a(indGJ σ)wfW (indGJ σ

ι, ψ)
W (indGJ σ, ψ)

)nJ,σ
if ι(
√
p) = −√p.

Now fix a pair (J, σ) on the right-hand side of (3.11), and put τ = indGJ σ. Also
write σ = indL/Kχ as before, so that τ = indL/Fχ. Keeping in mind that w is odd
in case (b) of Proposition 8, we see that this case is a consequence of (3.11), (3.9),
Proposition 9, and the following lemma.
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Lemma. a(τ)f ≡ (d(L/K) + a(χ)f(L/K))fK (mod 2).

Proof. The multiplicativity of the different in towers gives

(3.12) d(L/F ) = [L : K]d(K/F ) + d(L/K)f(K/F )

(cf. [16], p. 51, Proposition 8). Let us insert (3.12) into the formula for the conductor
of a monomial representation, namely a(τ) = d(L/F ) + a(χ)f(L/F ) (cf. (2.13)).
Since [L : K] = 2, we obtain

(3.13) a(τ) ≡ d(L/K)f(K/F ) + a(χ)f(L/F ) (mod 2).

The stated congruence follows on multiplying both sides of (3.13) by f (= f(F/Qp)),
because the residue class degree is also multiplicative in towers. �

Having verified that Proposition 9 implies Proposition 8 in both cases, let us
now prove Proposition 9 in case (a). Write L = K(

√
u) with u ∈ K×. Since χ|K×

and χι|K× are trivial, the theorem of Fröhlich-Queyrut ([5], p. 130, Theorem 3)
implies that

(3.14) W (χι, ψL)/W (χ, ψL) = χι(
√
u)/χ(

√
u)

The triviality of χ|K× not only renders the choice of square root in χ(
√
u) irrelevant

but also shows that χ(
√
u) = ±1, whence the right-hand side of (3.14) is 1, as

required.
The proof of Proposition 9 in case (b) involves a further division into cases

according as L/K is ramified or unramified. Suppose first that L/K is unrami-
fied. Then d(L/K) = 0 and f(L/K) = 2, so the statement to be proved is that
W (χι, ψL) = W (χ, ψL) for all ι. Let ηL denote the unramified quadratic char-
acter of L×, and put ζ = χ · ηL. Since L/K is unramified, a uniformizer of K
is also a uniformizer of L, and therefore ηL|K× = signL/K . Hence the condition
χ|K× = signL/K implies that ζ|K× is trivial, whence the result of Fröhlich-Queyrut
gives W (ζ, ψL) = ζ(

√
u) with u ∈ K× and L = K(

√
u). Note once again that the

choice of square root is irrelevant. We also have W (ζι, ψL) = ζι(
√
u), and since

ζ(
√
u) = ±1 we deduce that W (ζι, ψL) = W (ζ, ψL). But ζ is the unramified

quadratic twist of χ, so
W (ζι, ψL)
W (ζ, ψL)

=
(−1)a(χι)+n(ψL)W (χι, ψL)
(−1)a(χ)+n(ψL)W (χ, ψL)

=
W (χι, ψL)
W (χ, ψL)

by (2.8). As W (ζι, ψL)/W (ζ, ψL) = 1 we have W (χι, ψL)/W (χ, ψL) = 1 also.
Next suppose that L/K is ramified. Then f(L/K) = 1. On the other hand,

ι(
√
qK) = −√qK if and only if ι(

√
p) = −√p and fK is odd, so the statement to

be proved is equivalent to

(3.15)
W (χι, ψL)
W (χ, ψL)

=
{ 1 if ι(

√
qK) =

√
qK .

(−1)a(χ)+d(L/K) if ι(
√
qK) = −√qK .

We can reformulate (3.15) using the “relative local root number”

(3.16) WL/K(χ) = W (χ, ψL)/W (signL/K , ψK).

Note first of all that the right-hand side of (3.16) is independent of the choice of ψK
by virtue of (2.7) and our assumption that ψL = ψK ◦ tr L/K and χ|K× = signL/K .
Furthermore (3.15) becomes

(3.17)
WL/K(χι)
WL/K(χ)

=
{ 1 if ι(

√
qK) =

√
qK .

(−1)a(χ)−d(L/K) if ι(
√
qK) = −√qK .

We shall prove (3.17) in the next section. The following remark will be helpful:
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Proposition 10. WL/K(χ) = ±1.

Proof. We have W (indL/Kχ−1)/W (indL/Kχ) = W (χ−1, ψL)/W (χ, ψL) by the in-
ductivity of the root number in degree zero. But indL/Kχ−1 ∼= indL/Kχ, so it
follows that W (χ−1, ψL) = W (χ, ψL). Hence (2.5) gives W (χ, ψL)2 = χ(−1) as
well as W (signL/K , ψK)2 = signL/K(−1). Thus

WL/K(χ)2 =
W (χ, ψL)2

W (signL/K , ψK)2
=

χ(−1)
signL/K(−1)

,

which is 1 because χ|K× = signL/K . �

4. The relative local root number. To recapitulate, K is a finite extension of
Qp, L is a ramified quadratic extension of K, and χ is a character of L× satisfying
the condition χ|K× = signL/K . We fix an additive character ψK of K and set
ψL = ψK ◦ tr L/K , and we define WL/K(χ) by (3.16). Our goal is to prove (3.17).

Let Z denote the group O×L /O
×
K , the quotient of O×L by its closed subgroup O×K .

Given γ ∈ L×, we define a subset Zγ of Z by

Zγ = {z ∈ Z : tr L/K(y/γ) ∈ O×K for some (and hence for all) y ∈ z},

and we consider the C×-valued function on Zγ given by

(4.1) z 7→ χ−1(y/γ) signL/K(tr L/K(y/γ)),

where y ∈ z. That (4.1) is well-defined follows from our assumption χ|K× =
signL/K . We would like to choose γ so that (4.1) factors through the image of Zγ
in a finite quotient of Z.

For a positive integer n let Z(n) denote the image in Z of the subgroup 1 + pnL
of O×L . In addition, put Z(0) = Z. Then Z/Z(n) is finite in all cases. Writing vK
and vL for the valuations on K and L, and choosing γ so that

(4.2) vL(γ) = a(χ)− d(L/K),

we claim that Zγ is a union of cosets of Z(a(χ)) and that the value of (4.1) at
z ∈ Zγ depends only on the coset zZ(a(χ)).

To verify the claim, let y ∈ O×L represent an element of Zγ , and take x ∈ OL.
Also let πK and πL denote uniformizers of OK and OL. Then

y(1 + π
a(χ)
L x)/γ = y/γ + π

d(L/K)
K (x′/πd(L/K)

L )

with x′ ∈ OL. But πd(L/K)
L generates the different ideal of L/K, so we obtain

tr L/K(y(1 + π
a(χ)
L x)/γ) = tr L/K(y/γ) + π

d(L/K)
K x′′

with x′′ ∈ OK . Hence Zγ is indeed a union of cosets of Z(a(χ)). The second part
of our claim also follows, because πd(L/K)

K generates the conductor of signL/K .
In the following proposition, we assume that γ is chosen as in (4.2).
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Proposition 11. Let Y be a set of representatives in O×L for the distinct cosets of
Z(a(χ)) in Zγ . Then

WL/K(χ) = c
∑
y∈Y

χ−1(y/γ) signL/K(tr L/K(y/γ))

with c = q
(a(χ)−d(L/K))/2−[a(χ)/2]
K .

Formula (3.17) follows at once from the proposition. Indeed let us apply ι to
both sides of the formula for WL/K(χ). Since WL/K(χ) = ±1 (Proposition 10), the
left-hand side is unchanged, but on the right-hand side χ is replaced by χι and c is
either unchanged or multiplied by (−1)a(χ)−d(L/K) according as ι(

√
qK) is

√
qK or

−√qK .
We turn now to the proof of Proposition 11. In the following lemma n denotes

a nonnegative integer.

Lemma. |Z/Z(n)| = q
[n/2]
K .

Proof. We claim that the map OK/p[n/2]
K → Z/Z(n) given for x ∈ OK by

x+ p
[n/2]
K 7→ (1 + πLx)O×KZ(n)

is a well-defined bijection. To see this, first note that OL = OK ⊕ πLOK , whence
O×L = O×K + πLOK as sets. Thus every element of Z has a unique representative
of the form 1 + πLx with x ∈ OK . Consequently it suffices to check that two such
representatives 1 + πLx and 1 + πLx

′ determine the same class in Z/Z(n) if and
only if x ≡ x′ modulo p

[n/2]
K . This condition is certainly sufficient, for it implies

that x ≡ x′ modulo pn−1
L . To verify that the congruence is necessary, take x 6= x′

and observe that

(4.3) vL(−1 + (1 + πLx)/(1 + πLx
′)) = 1 + 2vK(x− x′).

In particular, the left-hand side of (4.3) is odd. Hence (1 + πLx)/(1 + πLx
′) =

u(1 + πnLy) with u ∈ O×K and y ∈ OL only if vK(u − 1) > n/2. By (4.3) this last
condition implies that x ≡ x′ mod p

[n/2]
K . �

Proof of Proposition 11. Let dz be the Haar measure on Z of total mass 1. Applying
the lemma, we see that the proposition is equivalent to the formula

(4.4) WL/K(χ) = q
(a(χ)−d(L/K))/2
K

∫
Zγ

χ−1(z/γ) signL/K(tr L/K(z/γ)) dz.

For the sake of completeness we shall derive (4.4) from scratch, but it is merely a
slight generalization of Proposition 7 of [9] (where a(χ)− d(L/K) is assumed even)
and Proposition 1 of [11] (where p is assumed odd).

By definition, n(ψL) is the largest integer n such that ψL is trivial on p−nL . But
ψL = ψK ◦ tr L/K and tr L/K(p−nL ) = p−mK for some m depending on n, so ψL|p−nL is
trivial if and only if tr L/K(p−nL ) ⊂ p

−n(ψK)
K . The latter property holds if and only

if p
n−2n(ψK)
L contains the different ideal of L/K, so we conclude that

(4.5) n(ψL) = d(L/K) + 2n(ψK).
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Now choose β ∈ K× so that

(4.6) vK(β) = d(L/K) + n(ψK),

and put α = βγ. Using (4.2), (4.5), and (4.6), we obtain

(4.7) vL(α) = a(χ) + n(ψL).

In connection with (4.6) we recall that d(L/K) = a(signL/K).
Let dKx and dLy be the self-dual Haar measures on K and L relative to ψK and

ψL respectively. In view of (4.6) and (4.7), the standard formula for the epsilon
factor of a ramified character gives

(4.8) W (signL/K , ψK) = q
(d(L/K)+n(ψK))/2
K

∫
O×K

signL/K(x/β)ψK(x/β) dKx

and

(4.9) W (χ, ψL) = q
(a(χ)+n(ψL))/2
L

∫
O×L

χ−1(y/α)ψL(y/α) dLy

(cf. [17], p. 14, (3.2.6.2) and p. 15, (3.4.7)). Here we are using the fact that signL/K
and χ are of finite order, hence unitary.

Next we compare measures. The restrictions of dKx to O×K and dLy to O×L are
Haar measures on these groups, so the quotient measure dLy/dKx on Z coincides up
to a scalar factor with dz. To compute the scalar, recall that the self-dual measure
dKx on K givesOK measure q−n(ψK)/2

K and henceO×K measure (1−1/qK)q−n(ψK)/2
K .

Similarly dLy gives O×L measure (1 − 1/qL)q−n(ψL)/2
L . But qK = qL, so dLy/dKx

gives Z measure q(−n(ψL)+n(ψK))/2
K . It follows that

(4.10) dLy = q
(−n(ψL)+n(ψK))/2
K dKx dz,

because dz gives Z measure 1.
Given z ∈ Z, let z̃ ∈ O×L denote a representative of z, and observe that if y = xz̃

with x ∈ O×K then

(4.11) χ−1(y) = χ−1(z̃) signL/K(x)

and

(4.12) ψL(y/α) = ψK(x tr L/K(z̃/γ)/β).

Inserting (4.10), (4.11), and (4.12) on the right-hand side of (4.9), and setting
u = tr L/K(z̃/γ), we obtain
(4.13)

W (χ, ψL) = q
(a(χ)+n(ψK))/2
K

∫
Z

χ−1(z̃/α)

(∫
O×K

signL/K(x)ψK(xu/β)dKx

)
dz.

But the inner integral in (4.13) is 0 unless u ∈ O×K , so we can restrict the z-
integration to Zγ and replace x by x/u in the inner integral (recall that dKx is
a Haar measure on O×K). Observing that χ−1(z̃/α) = χ−1(z̃/γ)signL/K(1/β) and
then referring to (4.8), we obtain (4.4). �
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5. Generalization: representations of the Weil-Deligne group. We return
to our finite extension F of Qp and to the associated notation: O for the ring of
integers of F , p for the maximal ideal of O, q for the order of the residue class field
O/p, and so on. We would like to generalize Theorem 1 to representations of the
Weil-Deligne group WD(F/F ). For our purposes, a representation of WD(F/F )
is an ordered pair ρρρ = (ρ,N), where ρ is a representation of W(F/F ) and N a
nilpotent endomorphism of the space of ρ such that

(5.1) ρ(g)Nρ(g)−1 = ω(g)N (g ∈W(F/F )),

(cf. [1], p. 568, (8.4.1) and [17], p. 20, (4.1.2)). We view ρ itself as a representation
of WD(F/F ) via the identification ρρρ = (ρ, 0). Given an additive character ψ of F
and an arbitrary representation ρρρ = (ρ,N) of WD(F/F ), we set

(5.2) W (ρρρ, ψ) = W (ρ, ψ)∆(ρρρ),

where ∆(ρρρ) is defined as follows.
Let I denote the inertia subgroup of W(F/F ) and V the space of ρ, and write V I

for the subspace of v ∈ V such that ρ(i)v = v for all i ∈ I. Also put VN = kerN and
V IN = VN ∩ V I , and let Φ ∈W(F/F ) denote any element which acts as the inverse
of the Frobenius automorphism on the residue class field of F . Then V I is stable
under ρ(Φ), and the restriction of ρ(Φ) to V I is independent of the choice of Φ. In
fact (5.1) shows that VN is stable under ρ(Φ) as well, so ρ(Φ) acts on the quotient
space V I/V IN , and the resulting automorphism ρ(Φ)|V I/V IN is independent of the
choice of Φ. We put

(5.3) ∆(ρρρ) =
δ(ρρρ)
|δ(ρρρ)|

with

(5.4) δ(ρρρ) = det
(
−ρ(Φ)|V I/V IN

)
(cf. [17], pp. 20-21, (4.1.6)). If N = 0 then V IN = V I and hence ∆ = 1, so the
value of W (ρ, ψ) when ρ is viewed as a representation of W(F/F ) is the same as
the value when ρ is identified with the representation (ρ, 0) of WD(F/F ).

To formulate an analogue of Theorem 1, we need an action of Aut(C) on iso-
morphism classes of representations of WD(F/F ) and also a notion of essential
self-duality. Let us start with the action of Aut(C). This is a straightforward ex-
tension of the action already defined on isomorphism classes of representations of
W(F/F ): Given ρρρ = (ρ,N) and ι ∈ Aut(C), choose a basis for the space of ρ, so
that ρ can be viewed as a matrix representation ρ : WF → GL(n,C) and N as
an n × n nilpotent matrix over C. We set ρρρι = (ρι, N ι), where ρι is as previously
defined and N ι is likewise the matrix obtained by applying ι to the coefficients of
N . As before, the isomorphism class of ρρρι is independent of the basis chosen.

The dual of ρρρ is ρρρ∨ = (ρ∨,−N t), where N t is the transpose of N . We call ρρρ
self-dual if ρρρ∨ ∼= ρρρ and essentially self-dual of weight w if ρρρ⊗ωw/2 is self-dual. Here
we should recall that the tensor product of ρρρ1 = (ρ1, N1) and ρρρ2 = (ρ2, N2) is the
representation

ρρρ1 ⊗ ρρρ2 = (ρ1 ⊗ ρ2, N1 ⊗ id2 + id1 ⊗N2),
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where idj (j = 1, 2) is the identity automorphism of the space of ρj . In particular,
tensoring with ωw/2 = (ωw/2, 0) gives ρρρ ⊗ ωw/2 = (ρ ⊗ ωw/2, N), so we see that if
ρρρ is essentially self-dual of weight w then so is ρ. In this situation we will also say
that the determinant of ρρρ is essentially trivial if the determinant of ρ is. Thus detρρρ
is essentially trivial if det(ρ⊗ ωw/2) is trivial.

Proposition 12. Let ρρρ be a representation of WD(F/F ).
(i) If ρρρ is essentially self-dual and detρρρ is essentially trivial then W (ρρρ, ψ) is equal

to ±1 and independent of ψ.
(ii) If ρρρ is essentially self-dual then so is ρρρι.
(iii) Suppose that ρρρ is essentially self-dual and dimρρρ is even. If detρρρ is essentially

trivial then so is detρρρι.
(iv) If ρρρ is essentially self-dual, even-dimensional, and of essentially trivial de-

terminant then W (ρρρι, ψ) is equal to ±1 and independent of ψ.

Proof. (i) That W (ρρρ, ψ) is independent of ψ follows from (5.2) and part (i) of
Proposition 4. The same citations reduce the proof of the equality W (ρρρ, ψ) = ±1
to a proof that ∆(ρρρ) = ±1. Put b(ρρρ) = dimV I/V IN . Then

(5.5) δ(ρρρ)δ(ρρρ∨) = qb(ρρρ)

(cf. [12], p. 144, part (ii) of the lemma). Since ρρρ∨ ∼= ρρρ ⊗ ωw and (ρ ⊗ ωw)(Φ) =
q−wρ(Φ), it follows from (5.4) and (5.5) that

(5.6) δ(ρρρ)2 = qb(ρρρ)(w+1).

In particular, |δ(ρρρ)|2 = δ(ρρρ)2 and therefore ∆(ρρρ)2 = 1 by (5.3). We remark that
in the essentially symplectic case the fact that W (ρρρ, ψ) = ±1 was proved by Gross
([8], p. 533, Proposition 3.14).

(ii) This is a straightforward verification similar to the proof of part (ii) of Propo-
sition 4, but with ρ now replaced by (ρ,N).

(iii) Since the essential triviality of detρρρ is purely a statement about det ρ, this
follows from part (iii) of Proposition 4.

(iv) This follows from (i), (ii), and (iii). �

Henceforth, if ρρρ is essentially self-dual and detρρρ essentially trivial then we write
W (ρρρ, ψ) simply as W (ρρρ).

Theorem 2. Suppose that ρρρ is essentially self-dual of odd weight, even dimension,
and essentially trivial determinant. Then W (ρρρι) = W (ρρρ).

Proof. It follows from (5.6) that |δ(ρρρ)| = qb(ρρρ)(w+1)/2, whence (5.4) becomes

(5.7) ∆(ρρρ) =
1

qb(ρρρ)(w+1)/2
det
(
−ρ(Φ)|V I/V IN

)
.

Furthermore w is odd, so the exponent of q on the right-hand side of (5.7) is an
integer. Now consider the determinant on the right-hand side. The dependence of
V I and V IN on ρρρ is not quite explicit in the notation, but on recalling the definitions
we see that V I and V IN are unchanged – as are therefore V I/V IN and b(ρρρ) – when
ρρρ is replaced by ρρρι. Hence the effect of applying ι to the right-hand of (5.7) is to
replace ρ(Φ) by ρι(Φ), but ι leaves the left-hand side of (5.7) unchanged, because
∆(ρρρ) = ±1. Hence ∆(ρρρι) = ∆(ρρρ). The theorem now follows from (5.2) and
Theorem 1. �
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13. J-P. Serre, Sur la rationalité des représentations d’Artin, Ann. of Math. 72 (1960), 405 – 420.

14. J-P. Serre, Conducteurs d’Artin des caractères réels, Invent. Math. 14 (1971), 173-183.
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