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Abstract: We will show a class of model selection procedures are asymptotically sharp minimax to recover sparse signals over a wide range of parameter spaces. Connections to Bayesian model selection, MDL principle and wavelet estimation will be discussed.

For directions and maps, please see http://math.bu.edu/research/statistics/statseminar.html.