Speed of reaction-diffusion fronts in spatially heterogeneous media
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The front speed problem for nonuniform reaction rate and diffusion coefficient is studied by using singular perturbation analysis, the geometric approach of Hamilton-Jacobi dynamics and the local speed approach. Exact and perturbed expressions for the front speed are obtained in the limit of large times. For linear and fractal heterogeneities, the analytic results have been compared with numerical results exhibiting a good agreement. Finally we reach a general expression for the speed of the front in the case of smooth and weak heterogeneities.

I. INTRODUCTION

Front propagation modelled by reaction-diffusion equations has been applied in many areas of science such physics, biology, ecology and chemistry [1,2]. Since the pioneering works by Kolmogorov, Petrovskii and Piskunov (KPP) [3] and Fisher [4], both in 1937, this field has been continuously growing. The basic phenomena have been described by using parabolic reaction-diffusion equations derived under the assumption that the medium in which fronts are moving is homogeneous. Although heterogeneities are always present in nature, studies of fronts in heterogeneous media have been much more recent. Some examples are porous media, random media, noisy media, ecological patchiness, etc.

Experimental studies have been developed for heterogeneous excitable media. In this context, two-dimensional front propagation in the photosensitive Belousov-Zhabotinsky modulated reaction [5,6] and patchy media [7] have been explored. Successful theoretical efforts have been also made to understand the phenomenon of front propagation in excitable media. In particular Xin [8] has studied front solutions for reaction-diffusion equations in periodic and random media [8], and Shigesada et al. [9] have given analytical restrictions for the existence of propagating fronts in ecological patchy environments. Heterogeneous models have been also used, via computer simulations, to describe the dynamics of brain tumors [10]. Moreover, diffusion coefficients depending on spatial and temporal coordinates have been recently proposed to study the formation of Alzheimer’s disease senile plaques [11]. Nakamura et al. [12] have studied reaction-diffusion equations when the spatially inhomogeneous reaction rate is much larger than the diffusion coefficient. Keener [13,14], Mitkov et al. [15] and Rotstein et al. [16] have studied bistable type models in heterogeneous media in the context of calcium release waves [17]. Petrovskii has analyzed the case of a spatially periodic environment [18]. Many authors have recently studied the effect of the external multiplicative noise on the speed and the width of the front. These studies may be seen as a way to introduce stochastic heterogeneities in the reaction-diffusion equation through a control parameter [19]. Therefore, the effect of heterogeneities on front propagation is of wide theoretical and practical interest.

Our goal in this work is to understand how deterministic heterogeneities influence the front speed of parabolic reaction-diffusion equations with a monostable reaction term, when either the diffusion coefficient or the reaction term depend on the spatial coordinate. Methods such as marginal (linear) stability [20] and variational [21] analysis have been widely used to find the asymptotic speed of a front. However, both methods do not hold, or at least they should be adequately generalized, when the reaction-diffusion equation has an explicit dependence on the spatial coordinate. Instead, we will make use of well-known analytical techniques such as singular perturbation analysis and the local speed approach, both valid for weak heterogeneities, and geometrical methods for general heterogeneities, in order to study how heterogeneities introduce corrections to the asymptotic front speed, both for pulled (KPP) and pushed (but monostable) fronts. We will also compare the analytical results and numerical simulations.

The methods we employ here have some limitations. Singular perturbative analysis may be efficiently compared to numerical results when the solution to the leading order is known and for reaction-diffusion equations with non-KPP kinetic terms. The solution for the lowest order may be found for some particular non-KPP kinetic terms but it is not known in general, although in those cases numerical solution may always be calculated. This method
requires, of course, a small parameter present in the model. Therefore, it is necessary to assume that the spatial heterogeneities of the media introduce a small variation in the reaction rate and/or the diffusion coefficient (weak heterogeneities) and the characteristic length of the heterogeneities must be greater than the characteristic width of the front (smooth heterogeneities) [22]. On the other hand, the geometrical method we present here, based on Hamilton-Jacobi dynamics, only holds for KPP kinetics but, contrarily to the previous method, there is no need to assume neither weak nor smooth heterogeneities. The local speed approach is based in the assumption that for weak and smooth heterogeneities the speed of the front is given by the local value of the reaction rate $U$ and/or the diffusion coefficient $D$ in each spatial point, i.e. the front speed would be $v \approx 2 \sqrt{U(x)D(x)}$ for KPP kinetics. Therefore, fronts with $U = b$ (constant) and $D = f(x)$ would have $v \approx 2 \sqrt{b f(x)}$, and the same would hold for fronts in media with $U = f(x)$ and $D = b$. But, as we shall see, in general this simple approach is not consistent neither with our analytical results nor with our numerical simulations.

In this manuscript we study firstly the dynamics of front motion for the following smooth homogeneous problems

$$
\begin{align*}
\partial_t \phi &= \partial_{xx} \phi + U(x) f(\phi), \\
\partial_t \phi &= \partial_x [D(x) \partial_x \phi] + f(\phi),
\end{align*}
$$

where the function $f$ satisfies $f(0) = f(1) = 0$, $\phi(x,0) = \theta(x)$ where $\theta(x)$ is an initial condition that may range from the Heaviside step function ($\phi(x,0) = 1$ for $x < 0$ and $\phi(x,0) = 0$ for $x > 0$) to a fully developed front, $D$ and $U$ are the dimensionless diffusion coefficient and reaction rate respectively, and $\varepsilon$ is a small parameter. Since we expect solutions to behave like totally-developed fronts, we should look at them in the asymptotic regime (large-space and large-time limit) $t \to \infty$ and $x \to x/\varepsilon$. The scaling considered is equivalent to assuming that the front is totally developed independently of the way it developed from initial conditions. Eqs. (1) then become

$$
\begin{align*}
\varepsilon \partial_t \phi &= \varepsilon^2 \partial_{xx} \phi + U(x) f(\phi), \\
\varepsilon \partial_t \phi &= \varepsilon^2 \partial_x [D(x) \partial_x \phi] + f(\phi).
\end{align*}
$$

Consistently with the initial conditions and the existence of a front we require the solution to satisfy $\lim_{x \to -\infty} \phi = 1$ and $\lim_{x \to \infty} \phi = 0$.

\section{II. NONUNIFORM REACTION}

We consider the problem

$$
\begin{align*}
\varepsilon \partial_t \phi &= \varepsilon^2 \partial_{xx} \phi + U(x) f(\phi), \\
U(x) &\equiv 1 + \delta \eta_0(x)
\end{align*}
$$

where $\delta$ is the amplitude of the heterogeneities and $\eta_0(x)$ is the reactive heterogeneity.

\subsection{A. Singular perturbation analysis}

This method of perturbative analysis has been already employed to study the speed of pulled fronts and it is shown that the solvability integrals diverge [23]. Therefore, we will use this method only for non-KPP kinetics. We assume $\delta = O(\varepsilon)$ (weak heterogeneities) i.e., $\delta \equiv \sigma \e$ where $\sigma = O(1)$ in (3). Equation (3), together with the corresponding boundary conditions, becomes

$$
\varepsilon \partial_t \phi = \varepsilon^2 \partial_{xx} \phi + [1 + \sigma \e \eta_0(x)] f(\phi),
$$

$$
\lim_{x \to -\infty} \phi = 1, \quad \lim_{x \to \infty} \phi = 0.
$$

In order to study Eqs. (4) we will make a non-rigorous asymptotic analysis. We assume that the domain is divided into two regions according to the space scales: a boundary layer region, whose width is $O(\varepsilon)$, in which $\phi$ is rapidly varying; and an external region in which $\phi$ is almost constant; i.e., either $\phi = O(\varepsilon^{n_1})$ or $\phi = 1 + O(\varepsilon^{n_2})$ where $n_1$ and $n_2$ are positive real numbers.

In order to solve eq. (4) in the outer region we expand $\phi$ as follows

$$
\phi(x,t;\varepsilon) = \Phi_0(x,t) + \varepsilon \Phi_1(x,t) + \varepsilon^2 \Phi_2(x,t) + O(\varepsilon^3).
$$
By substituting (5) into (4) and collecting terms with the same powers of $\varepsilon$ we get

$$f(\Phi_0) = 0, \quad \lim_{x \to -\infty} \Phi_0 = 1, \quad \lim_{x \to \infty} \Phi_0 = 0,$$

(6)

$$\partial_t \Phi_0 = f'(\Phi_0) \Phi_1 + \sigma \eta_u(x) f(\Phi_0) \quad \lim_{x \to \pm \infty} \Phi_1 = 0,$$

(7)

and

$$\partial_t \Phi_1 = \partial_{xx} \Phi_0 + \frac{1}{2} f''(\Phi_0) \Phi_1^2 + f'(\Phi_0) \Phi_2 + \sigma \eta_u(x) f'(\Phi_0) \Phi_1,$$

$$\lim_{x \to \pm \infty} \Phi_2 = 0.$$

(8)

The solution of (6) is $\Phi_0 = 1$ to the left of the boundary layer and $\Phi_0 = 0$ to the right of the boundary layer. The solutions of (7) and (8) are $\Phi_1 \equiv 0$ and $\Phi_2 \equiv 0$ respectively. Thus, $\phi(x, t; \varepsilon) = O(\varepsilon^3)$ to the left of the boundary layer and $\phi(x, t; \varepsilon) = 1 + O(\varepsilon^3)$ to the right of the boundary layer. Note that to the order of magnitude considered here, there is no effective difference between the homogeneous and heterogeneous cases; i.e., there is no difference in the shape of the front.

In order to study the dynamics in the interior of the boundary layer we translate Eq. (4) to the reference frame of the front; i.e., we define the new variable $z = [x - S(t)]/\varepsilon$ where $S(t)$ represents the position of the front. The derivatives in (2) transform according to

$$\partial_t \rightarrow \frac{\dot{S}}{\varepsilon} \partial_z + \partial_t,$$

$$\partial_{zz} \rightarrow \frac{1}{\varepsilon^2} \partial_{zz},$$

(9)

where the dot symbol stands for the temporal derivative. We expand $\phi$ and $S$ in powers of $\varepsilon$

$$\phi(z, t) = \phi_0(z) + \varepsilon \phi_1(z, t) + \varepsilon^2 \phi_2(z, t) + \ldots$$

$$S(t) = S_0(t) + \varepsilon S_1(t) + \varepsilon^2 S_2(t) + \ldots$$

(10)

and, in consequence,

$$\eta_u(x) = \eta_u(S_0 + \varepsilon S_1 + \varepsilon^2 S_2 + \ldots) \approx \eta_u(S_0) + \eta_u'/(S_0)(z + S_1)\varepsilon + \ldots$$

$$f(\phi) = f(\phi_0) + f'(\phi_0)\phi_1 \varepsilon + \frac{1}{2} f''(\phi_0)\phi_1^2 \varepsilon^2 + f'(\phi_0)\phi_2 \varepsilon^2 + \ldots$$

(11)

where $\eta_u'(S_0) = d\eta_u(x)/dz|_{x=S_0}$ and $f'(\phi_0) = df(\phi)/d\phi|_{\phi=\phi_0}$. Inserting (10) and (11) into eq. (4) once (9) are taken into account, and collecting terms with equal powers of $\varepsilon$ one gets at $O(1)$, $O(\varepsilon)$ and $O(\varepsilon^2)$ respectively

$$L(\phi_0) = 0,$$

(12)

$$L_1(\phi_1) = -\sigma f(\phi_0)\eta_u(S_0) - \dot{S}_1 \partial_z \phi_0$$

(13)

$$L_1(\phi_2) = -\dot{S}_2 \partial_z \phi_0 - \dot{S}_1 \partial_z \phi_1 - \frac{1}{2} f'''(\phi_0)\phi_1^2 - \sigma \eta_u(S_0)f'(\phi_0)\phi_1 + \sigma f(\phi_0)\eta_u'(S_0)(z + S_1) + \partial_t \phi_1$$

(14)

where $L = \partial_{zz} + \dot{S}_0 \partial_z + f'(\phi_0)$ and $L_1 = \partial_{zz} + \dot{S}_0 \partial_z + f'(\phi_0)$.

Since we assume $\phi_0 = \phi_0(z)$ then (12) is equivalent to the homogeneous ($\varepsilon = 0$) parabolic reaction-diffusion equation translated to the front reference frame ($z = x - \dot{S}_0 t$) which travels at constant speed $\dot{S}_0$. We call $\dot{S}_0 \equiv c$ and therefore $S_0 = ct$ where we assume $S(0) = 0$. From the solvability condition for the equation at each order of the expansion we will obtain the corresponding corrections to the speed of the front. The solvability integral condition of (13) is

$$\int_{-\infty}^{\infty} \psi L_1(\phi_1) \, dz = 0$$

(15)

where $\psi$ is such that $L_1^\dagger(\psi) = 0$ being $L_1^\dagger = \partial_{zz} - \dot{S}_0 \partial_z + f'(\phi_0)$ the self-adjoint operator of $L_1$. It is easy to show that $\psi = e^{-\varepsilon/z} d\phi_0 / dz$ is an eigenfunction of $L_1^\dagger$ with null eigenvalue. The solvability integral condition for (13) may be written as

$$\int_{-\infty}^{\infty} \psi L_1(\phi_1) \, dz = 0.$$
\[
\int_{-\infty}^{\infty} e^{cz} \frac{d\phi_0}{dz} \left[ -\sigma f(\phi_0)\eta_u(S_0) - \dot{S}_1 \frac{d\phi_0}{dz} \right] dz = 0
\]  
(15)

so that

\[
\dot{S}_1 = -\frac{\sigma \eta_u(ct) \int_{-\infty}^{\infty} e^{cz} \frac{d\phi_0}{dz} f(\phi_0) dz}{\int_{-\infty}^{\infty} e^{cz} \left( \frac{d\phi_0}{dz} \right)^2 dz}
\]  
(16)

The integral in the numerator of (16) may be simplified by using (12) and integrating by parts

\[
\int_{-\infty}^{\infty} e^{cz} \frac{d\phi_0}{dz} f(\phi_0) dz = -\int_{-\infty}^{\infty} e^{cz} \frac{d\phi_0}{dz} \frac{d^2\phi_0}{dz^2} dz - c \int_{-\infty}^{\infty} e^{cz} \left( \frac{d\phi_0}{dz} \right)^2 dz
\]

\[
= -\frac{1}{2} c \int_{-\infty}^{\infty} e^{cz} \left( \frac{d\phi_0}{dz} \right)^2 dz.
\]

Finally one can obtain the first correction to the speed

\[
\dot{S}_1 = \frac{1}{2} \sigma \eta_u(ct).
\]  
(17)

Note that in (17) there is no dependence on the solution of \( \phi_0 \) but only on the function \( \eta_u \).

The speed of the front reads, after inverting the hyperbolic scaling,

\[
v(t) = c + \frac{1}{2} \sigma \eta_u(ct) \delta + O(\delta^2)
\]  
(18)

Before proceeding with the following order the following order in the expansion it is necessary to solve (13). As \( \mathcal{L}_1(d\phi_0/dz) = 0 \) we look for a solution of the form \( \phi_1(z,t) = \frac{d\phi_0}{dz} + \frac{d^2\phi}{dz^2} F(t) \) into (13), finding that \( F(t) = \frac{1}{2} \sigma \eta_u(ct) \). Thus

\[
\phi_1(z,t) = \frac{d\phi_0}{dz} \left[ 1 + \frac{1}{2} \sigma \eta_u(ct) z \right].
\]  
(19)

After substituting \( S_0 = ct \), (17) and (19) into (14) and applying the solvability condition \( \int_{-\infty}^{\infty} e^{cz} \frac{d\phi_0}{dz} \mathcal{L}_1(\phi_2) dz = 0 \) for (14) we get

\[
\dot{S}_2 = -\frac{c \sigma^2}{8} \eta_u(ct)^2 + \alpha \sigma \eta_u'(ct) + \frac{c \sigma}{2} \eta_u'(ct) S_1(t)
\]  
(20)

where \( \eta_u'(ct) \equiv d\eta_u(x)/dx \big|_{x=ct} \), \( S_1(t) = \frac{1}{2} \sigma \int_{-\infty}^{\infty} \eta_u(x) dx \) (assuming \( S(0) = 0 \)) and

\[
\alpha = \frac{1}{2} c \frac{\int_{-\infty}^{\infty} e^{cz} \left( \frac{d\phi_0}{dz} \right)^2 dz}{\int_{-\infty}^{\infty} e^{cz} \left( \frac{d\phi_0}{dz} \right)^2 dz}.
\]  
(21)

Note that in this case \( \dot{S}_2 \) depends explicitly on the solution of \( \phi_0 \). In order to compute analytically the second order correction of the speed it is necessary to have an analytical expression for the zero-th order solution \( \phi_0(z) \). Some exact solutions are known in the literature [1] for reaction terms of the form \( f(\phi) = \phi^{q+1}(1 - \phi^q) \) for \( q \geq 1 \). This source term has been applied to forest fires \([25,26]\) and the spread of microorganisms \([27]\). In this case, the solution for the homogeneous case takes the form

\[
\phi_0(z) = \frac{1}{(1 + e^{bz})^c}, \quad c = \frac{1}{\sqrt{1 + q}}, \quad b = qc, \quad a = \frac{1}{q}
\]

It is easy to check that the integrals involved in (16) and (21) are convergent for any \( q \). For example for \( q = 1 \) we have \( f(\phi) = \phi^2(1 - \phi) \), \( \alpha = 1 \) and the speed of the front is given by

\[
\dot{S}_1 = \frac{1}{2} \sigma \eta_u(ct).
\]  
(17)
\[ v_{SP}(t) = \dot{S}(t) = \frac{1}{\sqrt{2}} + \frac{\sigma}{2\sqrt{2}} \eta_a \left( \frac{t}{\sqrt{2}} \right) \varepsilon + \left\{ \frac{\sigma}{8\sqrt{2}} \eta_a \left( \frac{t}{\sqrt{2}} \right)^2 + \frac{\sigma^2}{4\sqrt{2}} \eta_a \left( \frac{t}{\sqrt{2}} \right) \right\} \int \sqrt{\frac{t}{\varepsilon}} \eta_a(x)dx \varepsilon^2 + O(\varepsilon^3), \]

where we have made use of (17) and (20).

For mathematical and numerical simplicity let us illustrate the above results for the case where \( \eta_a(x) = x \) is linear. Taking \( \sigma = 1 \) we have from (22) \( v(t) = 1/\sqrt{2 + t\varepsilon/4 + \varepsilon^2} \) and inverting the hyperbolic scaling we obtain, for \( t \ll O(\varepsilon^{-2}) \),

\[ v_{SP}(t) = \frac{1}{\sqrt{2}} + \left( 1 + \frac{t}{4} \right) \varepsilon^2 + O(\varepsilon^3) \]

where the subindex \( SP \) stands for 'singular perturbation' result. For any non-KPP \( f(\phi) \) one has

\[ v_{SP}(t) = c + \left( \frac{\sigma^2}{2} + \alpha \right) \varepsilon^2 + O(\varepsilon^3). \]

The local speed approach assumes that the front position change adiabatically in time as the front moves into a region where the characteristic parameters \( D \) and \( U \) change. For the first of the equations (1) and for a source term \( f(\phi) = \phi^2(1 - \phi) \) the speed of the front is locally given by \( v = \sqrt{DU(\varepsilon x_f)/2} \) where \( x_f \) is the position of the front. To be more specific, let us take also \( \eta_a(x) = x \) and \( \sigma = 1 \). In consequence the dependence of speed of the front on the time is obtained by integrating the differential equation

\[ \frac{dx_f}{dt} = \sqrt{\frac{1 + \varepsilon^2 x_f}{2}} \]

for the position of the front in dimensionless units. Taking \( x_f(0) = 0 \) the local speed approach yields, for this case

\[ v_{LA}(t) = \frac{1}{\sqrt{2}} + \frac{t\varepsilon^2}{4}, \]

where the subindex \( LA \) stands for 'local approach'. In figure 1 we compare, for different values of \( \varepsilon \), the numerical results for the front speed of the first equation in (1) for \( U(\varepsilon x) = 1 + \delta \eta_a(\varepsilon x) \), \( \eta_a(x) = x \) and \( \phi(x, 0) \) a Heaviside function, to the analytical solutions (23) and (26). We observe that \( v_{SP} \) is in better agreement with numerical solutions than \( v_{LA} \), after an initial transient. This transient is due to two factors: it takes a certain interval of time for the front to fully develop, and the asymptotic approximation is valid for \( \eta_a(x) = O(1) \).

### B. Hamilton-Jacobi dynamics

The use of the Hamilton-Jacobi dynamics to study the front propagation is initially devoted to Freidlin [28] who treated the KPP minimal speed for slowly varying media using probabilistic (large deviation) approach but also rigorous mathematics has done by Gärtner [29] and Evans [30] However, as we will show in the last section, it is not necessary assume neither smooth nor weak heterogeneities. We stress that singular perturbation analysis (previous subsection) does not yield a fully analytical result for the very important KPP kinetic \( f(\phi) = \phi(1 - \phi) \) [1,31] if one needs to go beyond first order in \( \delta \) because the exact unperturbed solution is unknown and the solvability integrals diverge. In this section we determine the temporal evolution of the position of the reaction front for the logistic case. We replace \( \phi(x/\varepsilon, t/\varepsilon) \) in (3) by an auxiliary field \( G(x, t) \geq 0 \) through the exponential transformation

\[ \phi(x, t) = e^{-G(x, t)/\varepsilon}. \]

We expect that \( \phi(x, t) \) tends to a unit step function as \( \varepsilon \to 0 \). The equality \( G(x, t) = 0 \) determines the position of the front. Substituting (27) into (2), for the KPP kinetics \( f(\phi) = \phi(1 - \phi) \), we get, to leading order, the equation \( \varepsilon = 0 \)

\[ \partial_t G + (\partial_x G)^2 + U(\delta, x) = 0 \]

for the action functional where \( U(\delta, x) = 1 + \delta \eta_a(x) \). From the analogy with the Hamilton-Jacobi equation \( \partial_t G + H(\partial_x G, x) = 0 \) we define the Hamiltonian

\[ H(\delta, x) = 1 + \delta \eta_a(x). \]

\[ \text{Hamiltonian} \]
\[ H = p^2 + 1 + \delta \eta_u(x) \]
where \( p \equiv \partial_x G \) plays the role of conjugated momenta of \( x \). Eq. (28) may be solved by using the Hamilton equations
\[
\frac{dx}{ds} = \partial_p H = 2p \\
\frac{dp}{ds} = -\partial_x H = -\delta \frac{d\eta_u}{dx}
\]
from which we get the differential equation for \( x(s) \)
\[
\ddot{x}(s) + 2\delta \left( \frac{d\eta_u}{dx} \right) = 0
\]
under the boundary conditions
\[
x(s = 0) = x, \\
x(s = t) = 0.
\]
The solution for the action functional \( G(x, t) \) is given by
\[
G(x, t) = \min_{x(s = 0) = x, x(s = t) = 0} \int_0^t L [x(s), p(s)] \, ds
\]
where \( L [x(s), p(s)] \) is the Lagrangian function defined by \( L [x(s), p(s)] = p(s) \dot{x}(s) - H \). As the Hamiltonian function does not depend explicitly on the time \( s \) there exists the energy integral
\[
\frac{\dot{x}(s)^2}{4} + 1 + \delta \eta [x(s)] = E,
\]
and therefore, from (32) one has
\[
G(x, t) = -Et + \frac{1}{2} \int_0^t \dot{x}(s)^2 \, ds.
\]
Let us now detail the calculations of two specific and simple choices of \( \eta_u \) where (30) has exact solution. The first one is \( \eta_u(x) = x \) as in the previous section. In this case Eq. (30) yields, together with the conditions (31),
\[
x(s) = x - s \frac{\dot{x}}{t} + \delta st, \text{ for } 0 \leq s \leq t,
\]
and
\[
E = 1 + \frac{1}{2} s^2 \delta + 1 \frac{s^2 t^2}{4} + \frac{x^2}{4t^2}.
\]
Finally, from (34),
\[
G(x, t) = -t - \frac{1}{12} s^2 \delta^3 + \frac{1}{2} s t \delta + \frac{x^2}{4t}.
\]
The position of the front given by \( G(x, t) = 0 \) is
\[
x(t) = \delta t^2 + 2t \sqrt{1 + \frac{1}{3} s^2 \delta^2}
\]
and the exact relationship for the speed is after inverting the hyperbolic scaling
\[
v_{HF}(t) = \frac{dx}{dt} = 2\delta \delta t^2 + \frac{4s^2 \delta^2 t^2 + 6}{\sqrt{3s^2 \delta^2 t^2 + 9}}
\]
for any \( \delta \). For weak inhomogeneities (\( \delta \ll 1 \)) one has for \( \sigma = 1 \), in (36)
\[ v_{HJ}(t) = 2 + 2t \varepsilon^2 + \varepsilon^4 + O(\varepsilon^8) \]  

which only holds for \( t \ll O(\varepsilon^{-2}) \). The subindex \( HJ \) stands for ‘Hamilton-Jacobi’ result.

The local speed approach for the KPP kinetics yields \( v = 2\sqrt{D U(\varepsilon x_f)} \) and the differential equation for the position of the front is

\[ \frac{dx_f}{dt} = 2\sqrt{1 + \varepsilon^2 x_f} \]

which after integrating under the initial condition \( x_f(0) = 0 \) may be written as

\[ v_{LA}(t) = 2 + 2t \varepsilon^2. \]  

In figure 2 we compare (36) and (38) with the numerical solution for the first equation in (1) for different values of \( \varepsilon \). After the initial transient, we observe, in general, good agreement. However, \( v_{HJ} \) is in better agreement with numerical solutions than \( v_{LA} \), after the initial transient.

Another case with exact solution is \( \eta_h(x) = x^2 \). In this case the Hamiltonian is the same as for the simple harmonic oscillator. Eq. (30) with (31) yields

\[ x(s) = x \left[ \cos(2\sqrt{\delta} s) + \frac{\cos(2\sqrt{\delta} t)}{\sin(2\sqrt{\delta} t)} \sin(2\sqrt{\delta} s) \right] \quad \text{for} \quad 0 \leq s \leq t. \]

The energy integral and action functional are

\[ E = 1 + \frac{\delta x^2}{\sin^2(2\sqrt{\delta} t)} \]

\[ G(x, t) = -t + \frac{\sqrt{\delta} x \cos(2\sqrt{\delta} t)}{2\sin(2\sqrt{\delta} t)} \]

and the position of the front is given by

\[ x(t) = \sqrt{\frac{2t \sin(2\sqrt{\delta} t)}{\sqrt{\delta} \cos(2\sqrt{\delta} t)}}. \]  

From Eq. (39) one can see that the position as well as the speed of the front take the infinite value just when \( t = \frac{\pi}{4\sqrt{\delta}} \). However, for weak heterogeneities \( (\delta \ll 1) \) one has

\[ v_{HJ}(t) = 2 + 4t^2 \delta \varepsilon^2 + 76/9t^4 \varepsilon^4 \delta^2 + O(\delta^3) \]

which has not singularities but is valid only for \( t \ll O(\varepsilon^{-1}) \).

If we assume weak heterogeneities \( (\delta \ll 1) \) we can approximate the speed of the front for any general \( \eta(x) \). Details of the calculations are given in the appendix. It is important to note that Eq. (59) is, up to \( \delta \)-order, equal to (18) for the KPP kinetic term where \( c = 2 \) but differs for higher orders. For \( \eta_h(x) = x \) and \( x^2 \) from (59) we recover (37) and (40) respectively.

### III. NONUNIFORM DIFFUSION

We consider now the problem

\[ \varepsilon \partial_t \phi = \varepsilon^2 \partial_x^2 [D(x) \partial_x \phi] + f(\phi), \]

\[ D(x) \equiv 1 + \delta \eta_D(x) \]  

(41)

where \( \delta \) is the amplitude of the heterogeneities and \( \eta_D(x) \) the heterogeneity function in diffusion. In this case, the local speed approach yields the same speed as for nonuniform reaction rate if \( \eta_D(x) = \eta_h(x) \). As we will see below, this result is in disagreement with the singular perturbative and the Hamilton-Jacobi results.
A. Singular perturbation analysis

As in the previous section, we assume $\delta \equiv \sigma \varepsilon$ in (41) where $\sigma = O(1)$ and we assume the existence of an outer and boundary layer regions. Equation (41), together with the corresponding boundary conditions, becomes

$$\varepsilon \partial_t \phi = \varepsilon^2 \partial_{xx} \phi + \varepsilon^3 \frac{d\eta_D}{dx} \partial_x \phi + \eta_D(x) \partial_{2x} \phi + f(\phi),$$

$$\lim_{x \to -\infty} \phi = 1, \quad \lim_{x \to \infty} \phi = 0. \quad (42)$$

In order to solve Eq. (42) in the outer region we use the expansion (5). We can easily see that the effect of the heterogeneity in the coefficient of diffusion does not affect the solution at least until $O(\varepsilon^3)$. Thus $\phi(x, t; \varepsilon) = O(\varepsilon^3)$ and to the left of the boundary layer and $\phi(x, t; \varepsilon) = 1 + O(\varepsilon^3)$ to the right of the boundary layer.

In order to study the dynamics of (42) inside the boundary layer we substitute (9), (10) and (11) into (42) and collect terms with equal powers of $\varepsilon$. We obtain (12) for the lowest order, and

$$L_1(\phi_1) = -\partial_{zzz} \phi_0 \eta_D(S_0) - \hat{S}_1 \partial_z \phi_0,$$

$$L_1(\phi_2) = -\partial_z \phi_0 - \hat{S}_1 \partial_z \phi_1 - \frac{1}{2} f''(\phi_0) \phi_1^2 - \sigma \eta_D(S_0) \partial_{zz} \phi_1 - \sigma \eta_D'(S_0)(z + S_1) \partial_z \phi_0 - \sigma \eta_D'(S_0) \partial_z \phi_0 + \partial_t \phi_1$$

for first and second orders respectively. From the solvability conditions and assuming $\phi = \phi_0(z)$ one has $\hat{S}_0 = c$ constant and

$$\hat{S}_1 = \frac{1}{2} \sigma \eta_D(ct),$$

$$\hat{S}_2 = -\frac{c}{8} \sigma \eta_D(ct)^2 - \frac{\sigma}{2} \eta_D'(ct) + \frac{c^2 \sigma^2}{4} \eta_D(ct) \eta_D'(ct),$$

$$\phi_1(z, t) = \frac{d\phi_0}{dz} \left[ 1 - \frac{1}{2} \eta_D(ct) z \right].$$

The speed of the front is finally given by

$$v_{SP}(t) = c + \frac{1}{2} \sigma \eta_D(ct) \varepsilon + \left[ -\frac{c}{8} \sigma \eta_D(ct)^2 - \frac{\sigma}{2} \eta_D'(ct) + \frac{c^2 \sigma^2}{4} \eta_D(ct) \eta_D'(ct) \right] \varepsilon^2 + O(\varepsilon^3). \quad (43)$$

It is very interesting to note, that in this case, up to second order in $\varepsilon$ the speed correction does not depend on the solution of $\phi_0$. For $\eta_D(x) = x$, $\sigma = 1$ and general non-KPP kinetic term one has for $t \ll O(\varepsilon^{-2})$

$$v_{SP}(t) = c + \left( \frac{c^2 t}{2} - \frac{1}{2} \right) \varepsilon^2 + O(\varepsilon^3), \quad (44)$$

after inverting the hyperbolic scaling. In figure 3 we compare (44), for $f = \phi^2(1 - \phi)$ and (26) with the numerical solution of the second equation in (1) with $D(\varepsilon x) = 1 + \delta \eta_D(x \varepsilon)$ and $\eta_D(x) = x$ for different values of $\varepsilon$. In this case $v_{LA}$ is in slightly better agreement with numerical solutions than $v_{SP}$, contrarily to the previous case.

B. Hamilton-Jacobi dynamics

The Hamilton-Jacobi equation for the problem (41), to leading order ($\varepsilon = 0$), with a KPP kinetic term is

$$\partial_t G + [1 + \delta \eta_D(x)] (\partial_x G)^2 + 1 = 0.$$}

The Hamilton equations are

$$\frac{dx}{ds} = \partial_p H = 2 [1 + \delta \eta_D(x)] p,$$

$$\frac{dp}{ds} = -\partial_x H = -\delta p^2 \frac{d\eta_D}{dx}. \quad (45)$$
The equation for $x(s)$ is

$$\ddot{x}(s) - \frac{\delta \dot{x}(s)^2}{2(1 + \delta \eta_D[x(s)])} \frac{d\eta_D}{dx}[x(s)] = 0, \quad (46a)$$

the corresponding integral energy is

$$\frac{\dot{x}(s)^2}{4(1 + \delta \eta_D[x(s)])} + 1 = E, \quad (47)$$

and the action functional is

$$G(x, t) = -Et + \frac{1}{2} \int_0^t \frac{\dot{x}(s)^2}{1 + \delta \eta_D[x(s)]} ds. \quad (48)$$

Let us now be more specific for the two cases where (46a) has exact solution. First we take $\eta_D(x) = x$. From (31) and (46a) one has

$$x(s) = x + \frac{s^2}{\delta t^2} \left( \sqrt{1 + \delta x} - 1 \right)^2 - \frac{2s}{\delta t} \left( 1 + \delta x - \sqrt{1 + \delta x} \right) \text{ for } 0 \leq s \leq t,$$

$$E = 1 + \frac{1}{\delta^2 t^2} \left( \sqrt{1 + \delta x} - 1 \right)^2,$$

and from (48) one gets

$$G(x, t) = \frac{1}{\delta^2 t} \left( \sqrt{1 + \delta x} - 1 \right)^2 - t.$$

Therefore the speed is given, in an exact form, by

$$v_{HJ}(t) = 2 + 2\delta \varepsilon \quad (49)$$

after inverting the hyperbolic scaling. Note first of all that this result is equal to that obtained from the local speed approach. As in Section II, note that the result obtained in this Section is essentially a leading order approximation while the result obtained in Section III A is a $O(\varepsilon)$ approximation.

In figure 4 we compare (49) (taking $\delta = \varepsilon$) and (38) with the numerical result of the second equation in (1). In this case the agreement between both analytical methods and the numerical results is not so good as for nonuniform reaction rate.

From the local speed approach the speed for a given dependence of the reaction rate on the spatial coordinate and constant diffusion coefficient is equal to the speed when the reaction rate is constant and the diffusion coefficient depending on the spatial coordinate with the same functional dependence as the above reaction rate. We have checked numerically for some values of $\varepsilon$ that the speed for the linear dependence of the reaction rate is not equal, although very similar, to the speed for the linear dependence of the diffusion coefficient.

From the singular perturbative analysis and the Hamilton-Jacobi methods we can conclude that for the problems $\partial_t \phi = \partial_{xx} \phi + [1 + \delta \eta (\varepsilon x)] f(\phi)$ and $\partial_t \phi = \partial_{xx} \left( [1 + \delta \eta_D(\varepsilon x)] \partial_x \phi \right) + f(\phi)$ with non-KPP $f(\phi)$ such that $f(0) = f(1) = 0$, $\delta \varepsilon \ll 1$ (weak and smooth heterogeneities) and $\eta_D(x)$ a continuous and derivable function, the speed of the front has the formal solution

$$v(t) = c + \frac{1}{2} \eta_D(c t \varepsilon) \delta + O(\delta^2),$$

for $t \ll O(\varepsilon^{-1})$ where $c$ is the asymptotic (constant) speed for the homogeneous problem $\partial_t \phi = \partial_{xx} \phi + f(\phi)$. If $\eta$ is an increasing/decreasing function of space, the front is accelerated/decelerated, respectively.

**IV. FRACTAL MEDIA**

In this section we illustrate the advantages of using the Hamilton-Jacobi method for dealing with heterogeneous media. In particular we get an exact expression for the front speed propagation in fractal media. The reaction-diffusion process in a fractal may be described by the equation for the probability density of O’Shaughnessy and Procaccia [32] coupled to a KPP kinetic term
\[
\partial_t \phi = \frac{1}{r^{d-1}} \partial_r \left( D r^{d-1-\theta} \partial_r \phi \right) + U \phi (1 - \phi)
\]  
(50)

where \( d \) is the dimension of the fractal, \( \theta \) is an index which is 0 for the classical normal situation (Euclidean media) and \( D \) is a kind of diffusion coefficient. After taking into account the hyperbolic scaling \( r \to r/\varepsilon \) and \( t \to t/\varepsilon \) and the field \( G^\varepsilon(r,t) = -\varepsilon \ln \phi(r,t) \) one has from (50)

\[
-\partial_t G^\varepsilon = -\varepsilon^{1+\theta} D (d - 1 - \theta) r^{-1-\theta} \partial_r G^\varepsilon + \varepsilon^\theta D r^{-\theta} \partial_r G^\varepsilon + \varepsilon^{1+\theta} D r^{-\theta} \partial_r G^\varepsilon + U.
\]  
(51)

The first and third terms in the right hand side of Eq. (51) have the same order of magnitude and in the asymptotic limit \( (\varepsilon \to 0) \) both terms may be neglected of the second term and in consequence the Hamilton-Jacobi for the front propagation in a fractal media is

\[
\partial_t G + (\varepsilon/r)^\theta D (\partial_r G^\varepsilon)^2 + U = 0
\]

where \( G(r,t) = \lim_{\varepsilon \to 0} G^\varepsilon(r,t) \). Proceeding as in the above sections one has

\[
G(r,t) = \frac{r^{2+\theta}}{t D \varepsilon^{\theta (2 + \theta)^2}} - U t
\]

and the exact expression for the speed of the front, once the hyperbolic scaling is inverted, is

\[
v(t) = 2 \left( \frac{DU}{(2 + \theta)^{3/2}} \right) \varepsilon^{1/2}
\]  
(52)

which describes a decelerated front. In figure 5 we compare the exact result (52) with the results of the numerical solutions of (50) for different values of \( \theta \). We stress that in this case of physical interest, in contrast to what would happen if using the local approach, we have not assumed weak or smooth heterogeneities because we have applied the Hamilton-Jacobi method.

V. CONCLUSIONS

We have studied how deterministic heterogeneities influence the front speed of parabolic reaction-diffusion equations where the reaction term and/or the diffusion coefficient depend on the spatial coordinates. We have derived analytic expressions for the speed of fronts that are valid for initially fully developed fronts or for more general initial conditions in the asymptotic limit. The singular perturbative analysis and the geometrical method of Hamilton-Jacobi have been employed to find the speed of the fronts propagating in deterministic heterogeneous media. The singular perturbative analysis has been used when spatial heterogeneities are weak \( (\varepsilon \ll 1) \) and smooth \( (\varepsilon \ll 1) \) and may be successfully applied only for fronts with non-KPP kinetics (pushed fronts). The expressions obtained for the speed are power series of \( \varepsilon \), secular terms appear and in consequence are not uniformly valid in time. However, for the simplest case of linear heterogeneities these expressions have been compared to numerical solutions exhibiting a good agreement.

The Hamilton-Jacobi method we used here only holds for fronts with KPP kinetics (pulled fronts). However, this method allows us to work without assuming neither smooth nor weak heterogeneities. We have compared the results for the simplest case of linear heterogeneities with numerical solutions and a good agreement is found again. Exact solution for the speed of fronts traveling in fractial media is obtained and compared to numerical solutions. We have found an excellent agreement and it has been shown both analytical and numerically that the front is decelerated.

Finally, the local speed approach has been compared with the above analytical methods and numerical solutions. For nonuniform diffusion coefficient this approach slightly improves the singular perturbative method and yields the same result found with the Hamilton-Jacobi method. However, for nonuniform reaction rate both singular perturbative and Hamilton-Jacobi are in better agreement with numerical results than the local speed approach.
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VII. APPENDIX: WEAK HETEROGENEITIES IN HAMILTON-JACOBI DYNAMICS

In this appendix we develop the calculations to obtain the speed of fronts for weak heterogeneities \( \delta \ll 1 \) for both nonuniform reaction and nonuniform diffusion.

A. Nonuniform reaction rate

The first step is to solve (30) under (31) by using regular perturbation analysis. By substituting the expansion \( x(s) = x_0(s) + \delta x_1(s) + \delta^2 x_2(s) + O(\delta^3) \) into (30) one has \( \ddot{x}_0(s) = 0 \) for the lowest order,

\[
\ddot{x}_1(s) = -2 \frac{d\eta_0[x_0(s)]}{dx}
\]

for the first order and

\[
\ddot{x}_2(s) = -2x_1(s) \frac{d^2\eta_0[x_0(s)]}{dx^2}
\]

for the second order. From (31) \( x_0(0) = x, \ x_0(t) = 0 \) and \( x_i(0) = x_i(t) = 0 \) for \( i \geq 1 \) one obtains for \( 0 \leq s \leq t \)

\[
x_0(s) = x - xs/t
\]

\[
x_1(s) = \frac{2t}{x} \int \eta_0(x - xs/t) ds - \frac{2ts}{x^2} \int_0^s \eta_0(x') dx' + \frac{2\delta}{x^2} \int_0^s \eta_0(x') dx'
\]

\[
x_2(s) = -\frac{4t^4}{x^4} \int_0^s \eta_0(x - xs/t) ds + \frac{8\delta^3}{x^4} \int_0^s \eta_0^2(x - xs/t) ds + \frac{4\delta^3}{x^4} \int_0^s \eta_0(x - xs/t) ds - \frac{8\delta^3}{x^3} \left[ \int_0^s \eta_0(x') dx' \right]^2
\]

\[
- \frac{6\delta^3}{x^4} \int_0^s \eta_0^2(x - xs/t) ds + \frac{6\delta^4}{x^4} \int_0^s \eta_0^2(x') dx' + \frac{6\delta^4}{x^4} \int_0^s \eta_0^2(x') dx'.
\]

The energy integral (33) reads

\[
E = 1 + \frac{x^2}{4t} + \frac{\delta}{x} \int_0^s \eta_0(x') dx' + O(\delta^2)
\]

and from (34)

\[
G(x, t) = \frac{x^2}{4t} - t - \frac{\delta t}{x} \int_0^s \eta_0(x') dx' + \frac{\delta^2}{x} \left\{ \left[ \int_0^s \eta_0(x') dx' \right]^2 - x \int_0^s \eta_0^2(x') dx' \right\} + O(\delta^3)
\]

the position \( x = x(t) \) of the front comes from \( G(x, t) = 0 \) which has to be solved, by using the expansion \( x(t) = x_0(t) + \delta x_1(t) + \delta^2 x_2(t) + O(\delta^3) \) to obtain

\[
x(t) = 2t + \frac{\delta}{2} \int_0^{2t} \eta_0(x') dx' + \frac{\delta^2}{4} \left\{ \eta_0(2t) \int_0^{2t} \eta_0(x') dx' + \frac{1}{2} \int_0^{2t} \eta_0^2(x') dx' - \frac{1}{t} \left[ \int_0^{2t} \eta_0(x') dx' \right]^2 \right\} + O(\delta^3)
\]

and the speed is

\[
v(t) = 2 + \delta \eta_0(2t\varepsilon)
\]

\[
+ \delta^2 \left\{ \frac{1}{4\varepsilon^2} \int_0^{2\varepsilon} \eta_0(x') dx'^2 - \frac{\eta_0(2t\varepsilon)}{t\varepsilon} \int_0^{2t\varepsilon} \eta_0(x') dx' + \frac{3}{4} \eta_0^2(2t\varepsilon) \int_{x=2t\varepsilon}^{2t\varepsilon} \eta_0(x') dx' \right\} + O(\delta^3)
\]

once the hyperbolic scaling is inverted.
B. Nonuniform diffusion coefficient

Proceeding analogously as in the previous section the perturbed solution to (46a) is given by

\[ x_0(s) = x - xs/t \]

\[ x_1(s) = -\frac{x}{2t} \int \eta_D(x - xs/t) ds + \frac{s}{2t} \int_0^s \eta_D(x') dx' - \frac{1}{2} \int \eta_D(x') dx \]

\[ x_2(s) = \frac{s}{4t} \eta_D(x - xs/t) \int_0^s \eta_D(x') dx' - \frac{1}{4} \eta_D(x - xs/t) \int \eta_D(x') dx - \frac{x}{4t} \eta_D(x - xs/t) \int \eta_D(x - xs/t) ds \]

\[ + \frac{x}{8t} \int \eta_D(x - xs/t) ds - \frac{3s}{8t} \int_0^s \eta_D(x') dx' + \frac{3}{8} \int \eta_D(x') dx \]  

(60)

for \( 0 < s < t \) and the energy integral and the action functional are

\[ E = 1 + \frac{x^2}{4t^2} + \frac{\delta^2}{x} \int \eta_D(x') dx' + \delta^2 \left[ \frac{t^2}{x^4} \left( \int \eta_D(x') dx' \right)^2 + \frac{3x}{16t^2} \int \eta_D(x') dx' \right] + O(\delta^3) \]

\[ G(x, t) = -t + \frac{x^2}{4t} + \frac{\delta t}{x} \int \eta_D(x') dx' + \delta^2 \left[ \frac{t^3}{x^4} \left( \int \eta_D(x') dx' \right)^2 + \frac{3x}{16t^2} \int \eta_D(x') dx' \right] + O(\delta^3). \]  

(61)

Finally, from the temporal derivative of the position of the front given by \( G = 0 \) one gets

\[ v(t) = 2 + \eta_D(2t) \delta + \delta^2 \left[ \frac{1}{2} \frac{d\eta_D}{dx} \bigg|_{x=2t} + \frac{t^2}{x^2} \right] \eta_D(x') dx' - \frac{1}{4} \eta_D(2t) \]  

(62)

\[ + O(\delta^3). \]

[22] Consider the problem $\partial_t \phi = D \partial_{xx} \phi + U g(x/l) f(\phi)$ where $D$ is the diffusion coefficient (constant), $U$ the reaction rate (constant), $g(x)$ the heterogeneity function and $l$ the characteristic length of the spatial heterogeneities. If we define the dimensionless variables $x^* = x \sqrt{U/D}$ and $t^* = tU$ then the above equation, omitting asterisks for notational simplicity, takes the form $\partial_t \phi = \partial_{xx} \phi + g(x) f(\phi)$ where $\varepsilon \equiv l^{-1} \sqrt{D/U}$. The width of the front $L \sim (\partial_{xx} \phi)^{-1} = \sqrt{U/D}(\partial_{xx} \phi)$ is $O(\sqrt{U/D})$, then $\varepsilon$ is $O(L/l)$. So that, when $L \ll l$ then $\varepsilon \ll 1$.


Figure Captions

Figure 1
Comparison of the temporal evolution of the speed of fronts (in dimensionless units) between the singular perturbation analytical result given in Eq. (23) (solid lines), the local speed approach (26) (dashed lines) and numerical results (symbols) for different values of $\varepsilon$. This is the case $\eta_\mu(x) = x$ and $f = \phi^2 (1 - \phi)$ for nonuniform reaction rate.

Figure 2
Comparison of the temporal evolution of the speed of fronts (in dimensionless units) between the Hamilton-Jacobi analytical result given in Eq. (36) (solid lines), the local speed approach (38) (dashed lines) and numerical results (symbols) for different values of $\varepsilon$. This is the case $\eta_\mu(x) = x$ and $f = \phi(1 - \phi)$ for nonuniform reaction rate.

Figure 3
Comparison of the temporal evolution of the speed of fronts (in dimensionless units) between the singular perturbed analytical result given in Eq. (44) for $c = 1/2$ (solid lines), the local speed approach (26) (dashed lines) and numerical results (symbols) for different values of $\varepsilon$. This is the case $\eta_D(x) = x$ and $f = \phi^2 (1 - \phi)$ for nonuniform diffusion coefficient.

Figure 4
Comparison of the temporal evolution of the speed of fronts (in dimensionless units) between the Hamilton-Jacobi analytical result given in Eq. (49) (solid lines), the local speed approach (38) (dashed lines) and numerical results (symbols) for different values of $\varepsilon$. This is the case $\eta_D(x) = x$ and $f = \phi(1 - \phi)$ for nonuniform diffusion coefficient.

Figure 5
Comparison of the temporal evolution of the speed of fronts (in dimensionless units) derived from the Hamilton-Jacobi method (52) (dashed lines) with numerical solutions of (50) (symbols) for fractal media. For $\theta = 0$ one recovers the Fisher result. We have taken $D = U = d = 1$. 