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Abstract

Consider the Hecke operator Tn acting on the space of level 1 cusp forms

Sk(SL(2,Z)). This is conjectured to have irreducible characteristic polyno-

mial, with Galois group of its splitting field equal to the full symmetric group.

We begin with a study of this conjecture, describing some commonly used

results. Further we provide an updated version of an algorithm originally

introduced in [Buz96] and discuss its asymptotic advantages.

Building on this, we look to the case of the space of degree 2 Siegel cusp forms,

Sk(Sp(4,Z)), and the Hecke operators Tn acting on it. We investigate how the

conjecture behaves under new conditions and how one needs to modify it to

arrive at a generalisation. With this we give an algorithm to find evidence for

our new conjecture, and describe some of the computational disadvantages

of the Siegel case and some methods by which one can overcome these.
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Preface

This thesis expects no more background than could be reasonably acquired

throughout an undergraduate course in mathematics. There are several sec-

tions to cover background and necessary definitions to give the reader a

sufficient understanding of the context of the work.

• Section 1 (Introduction) describes the problem we considered.

• Section 2 provides preliminaries for the theory of elliptic modular forms.

• Section 3 defines the Hecke operators and gives a formula for their

effect on Fourier expansions, which is a large part of our computational

approach.

• Section 4 is an empirical study of Maeda’s conjecture in the elliptic

case, looking at previous work that has been done and providing a new

technique and some further evidence. The work in this section was done

together with my supervisor Alex, and much of it has been previously

published in [GM12].

• Section 5 introduces the theory of Siegel modular forms and how the

definitions from the elliptic theory can be generalised. We generalise

Maeda’s conjecture and provide an algorithm to check it for various

weights. Using this, we provide evidence to support our generalised

conjecture.

• Section 6 describes some further directions the study of this conjecture

can and has been taken.
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1 Introduction

Martin Eichler has been famously quoted as saying, “There are five elemen-

tary arithmetical operations: addition, subtraction, multiplication, division,

and modular forms”. What is certainly true is that modular forms are one

of the most ubiquitous concepts in modern mathematics. A modular form

is a holomorphic function on the upper half plane H which has a particular

transformation under the action of the group SL(2,Z). Thus at first glance

they seem to belong to the theory of Complex Analysis. However, they

are in fact historically associated with Number Theory and related areas of

mathematics.

Thus it is unsurprising that the theory of modular forms is a well-studied

and rich one. Much is understood and well known, but as yet there still exist

phenomena that are surprising and unexplained. Some of these arise in even

the most elementary examples. The topic we are concerned with is one of

these phenomena.

On the space of modular forms one can define an algebra of commuting linear

operators called Hecke Operators. The subspace of cusp forms is invariant

(but not pointwise) under the action of these operators. Regarding this

action, Maeda has conjectured the following:

Conjecture 1.1 (See [HM97], Conjecture 1.2). The Hecke algebra over Q of

Sk(SL(2,Z)) is simple (that is, a single number field) whose Galois closure

over Q has Galois group isomorphic to the symmetric group Sd, where d =

dimSk(SL(2,Z)).

This has attracted much attention within the field of modular forms, and has

been slightly reformulated since its conception. A more modern statement,

first considered by J.B. Conrey and D.W. Farmer in 1999, is as follows:

Conjecture 1.2 (See [CF99], Theorem 3). Let n, k ∈ Z>0. Let f be charac-

teristic polynomial of the Hecke Operator Tn acting on the space Sk(SL(2,Z))

of level 1 weight k cusp forms. Let K be the splitting field of f . Then
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(1) f is irreducible over Q,

(2) the Galois group Gal(K/Q) ∼= Sd, the symmetric group on d letters,

where d = dimSk(SL(2,Z)).

This is the form in which the conjecture is most often considered. It is

a slightly stronger statement than the original, which is equivalent to the

above statement being true for at least one Hecke operator, rather than all

of them simultaneously.

We provide some background to define some terms and to give some insight

into the significance of this conjecture. We also describe some of the results

that have arisen in its study, along with our work in extending these meth-

ods. Finally, we give a new result, which seeks to extend and generalise the

conjecture by applying it as much as possible to the case of Siegel modular

forms.
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2 Classical Modular Forms

We cover some basic definitions and concepts in the theory of modular forms.

This section follows [Ste07], [DS05] and [Zud13].

2.1 The modular group and the upper half plane

The upper half plane, H, is the set of all complex numbers with strictly

positive imaginary part; i.e. H = {τ ∈ C | Im(τ) > 0}.

Note: We use the notation τ rather than z to avoid confusion with general

elements of C.

Consider the group of rational 2× 2 matrices with strictly positive determi-

nant,

GL(2,Q)+ =

{(
a b

c d

)
∈M2×2(Q)

∣∣∣∣∣ ad− bc > 0

}
. (2.1)

This acts on H by fractional linear transformations. i.e. let γ =

(
a b

c d

)
,

then

γτ =
aτ + b

cτ + d
. (2.2)

Lemma 2.1. The formula given in equation (2.2) defines a group action of

GL(2,Q)+ on H. That is:

(1) if γ1, γ2 ∈ GL(2,Q)+ and τ ∈ H, then γ1(γ2τ) = (γ1γ2)τ ,

(2) if γ ∈ GL(2,Q)+ and τ ∈ H, then Im(γτ) > 0.

Proof. (1) follows from an uninspiring computation of the left hand and right

hand sides of the desired equality. As for (2), let γ =

(
a b

c d

)
, then

Im(γτ) = Im

(
aτ + b

cτ + d

)
= Im

(
(ad− bc)τ
|cτ + d|2

)
=

ad− bc
|cτ + d|2

Im(τ). (2.3)
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Since ad − bc > 0, |cτ + d|2 > 0 and Im(τ) > 0, we have Im(γτ) > 0, as

desired.

We will in fact wish to specialise to a subgroup of GL(2,Q)+. We consider

the group of integral 2× 2 matrices with determinant 1,

SL(2,Z) =

{(
a b

c d

)
∈M2×2(Z)

∣∣∣∣∣ ad− bc = 1

}
. (2.4)

Since it is a subgroup of GL(2,Q)+, this also has a well defined action on

H by fractional linear transformations. In this case, the formula given in

equation (2.3) reduces to Im(γτ) = Im(τ)
|cτ+d|2 . In the context of modular forms,

SL(2,Z) is known as the modular group, and is generated by the matrices

T =

(
1 1

0 1

)
, S =

(
0 −1

1 0

)
. (2.5)

The action of SL(2,Z) on H leads us to consider the space of SL(2,Z)-orbits

in H, denoted SL(2,Z) \ H. This allows us to consider the notion of a

fundamental domain for this orbit space, as follows

Lemma 2.2. The fundamental domain for the action of SL(2,Z) on H is

given by

F1 =

{
τ ∈ H

∣∣∣∣∣ Either |Re(τ)| < 1/2 and |τ | > 1,

or − 1/2 ≤ Re(τ) ≤ 0 and |τ | = 1

}
. (2.6)

The fundamental domain F1 is shown below in Figure 2.1 A, with B showing

some exceptional points of the domain and C demonstrating the transfor-

mation of the domain under the actions of the matrices T and S, defined in

equation (2.5).

12



Figure 1: Fundamental domain for SL(2,Z) \ H.

2.2 Weakly modular functions and modular forms

Definition 2.3 (Weakly modular function). Let k ∈ Z. A meromorphic

function f : H → C is said to be weakly modular of weight k if

f(γτ) = (cτ + d)kf(τ), for γ =

(
a b

c d

)
∈ SL(2,Z) and τ ∈ H. (2.7)

A few things are immediately apparent from this definition.

First, to show a function is weakly modular of weight k, one only needs to

check the transformation under the action of the matrices T and S defined

in equation (2.5).

Second, one can apply the negative identity matrix −I =

(
−1 0

0 −1

)
, to

obtain

f(τ) = f

(
−τ
−1

)
= f

((
−1 0

0 −1

)
τ

)
= (−1)kf(τ). (2.8)

Thus if k is odd, we have f(τ) = −f(τ) and thus f(τ) = 0 for all τ ∈ H. So

there are no nonzero weakly modular functions of odd weight.
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Third, if one applies the matrix T =

(
1 1

0 1

)
, one has

f(Tτ) = f

(
τ + 1

1

)
= f(τ + 1) = (1)kf(τ) = f(τ). (2.9)

So f(τ + 1) = f(τ), and thus a weakly modular function is Z-periodic. As a

periodic function, it has a Fourier expansion. This is given by

f(τ) =
∞∑

n=−∞

ane
2πinτ =

∞∑
n=−∞

anq
n, where q = e2πiτ , (2.10)

where the an are called the Fourier coefficients. For a weakly modular func-

tion f , let an(f) denote the nth Fourier coefficient of f .

The association τ 7→ q = e2πiτ is a map H → D = {z ∈ C | |z| < 1}. This

follows since if τ = x + iy, with y > 0, then |q| = |e−2πye2πix| < 1. We

may now observe that the preimage of the value q = 0 is given by τ = i∞.

So one may wish to extend the requirement of meromorphicity on H to

H = H∪ {i∞}. The point at infinity, i∞, is known as the cusp of SL(2,Z).

If f is meromorphic at∞ (i.e. at q = 0), this corresponds to a finite number

of negative index terms in the Fourier expansion.

With these concepts in mind, we may now turn to our main object of study:

Definition 2.4 (modular form). A modular form of weight k is a function

f : H → C such that:

(1) f is holomorphic,

(2) f is weakly modular of weight k,

(3) f is holomophic at the cusp.

As discussed above, this last condition corresponds to the Fourier coefficients

an = 0 if n < 0. Thus a modular form is represented by a power series

f(q) =
∑∞

n=0 anq
n.

Note: Unless otherwise specified, we work exclusively with modular forms for

SL(2,Z), i.e. level 1 (see section 2.4).
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Recalling Conjecture 1.2, we in fact need to define the notion of a cusp form.

A cusp form is a modular form that is not just holomorphic at the cusps, but

indeed 0 at the cusp. i.e. f(q = 0) =
∑∞

n=0 an(0)n = 0. Thus a cusp form is

a modular form for which the Fourier coefficient a0 = 0.

2.3 The space of modular forms

We may now wonder if any nonconstant modular forms or cusp forms even

exist. The following are examples of each:

Example 2.5 (Eisenstein Series). Let k > 0 be an even integer. The Eisen-

stein series of weight k is

Gk(τ) =
∑

(m,n)∈Z2\{(0,0)}

1

(mτ + n)k
. (2.11)

The holomorphicity follows from the convergence of the sequence. We will

confirm that it is weakly modular of weight k.

Gk

(
aτ + b

cτ + d

)
=

∑
(m,n)∈Z2\{(0,0)}

1(
m
(
aτ+b
cτ+d

)
+ n
)k

=
∑

(m,n)∈Z2\{(0,0)}

(cτ + d)k

((am+ cn)τ + (bm+ dn))k
= (cτ + d)kG(τ),

where the last equality follows since if m and n vary over Z, so too do am+cn

and bm+ dn. The Fourier expansion is given by

Gk(q) = −Bk

k!
(2πi)k + 2

(2πi)k

(2k − 1)!

∞∑
n=1

σk−1(n)qn, where q = e2πiτ . (2.12)

So this gives examples of modular forms for every possible weight. So we

are well equipped with examples of modular forms. However, we still require

cusp forms.

Given that we have modular forms represented by Fourier expansions, one

could imagine taking products and sums of these expansions such that we
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could force a0 = 0. However, would this resulting function be a modular

form? It would certainly be a holomorphic power series, but we would need

to confirm that the function is weakly modular. In fact, we have the following:

Lemma 2.6. Denote the set of modular forms of weight k as Mk(SL(2,Z)).

Denote the subset of cusp forms as Sk(SL(2,Z)). Then

(1) Mk(SL(2,Z)) is a complex vector space, and Sk(SL(2,Z)) is a subspace.

(2) The direct sum M∗(SL(2,Z)) =
⊕
k∈Z≥0

k even

Mk(SL(2,Z)) forms a graded com-

plex algebra, and S∗(SL(2,Z)) =
⊕
k∈Z≥0

k even

Sk(SL(2,Z)) forms an ideal in

M∗(SL(2,Z)).

Proof. (1) Let f1, f2 ∈Mk(SL(2,Z)) and α1, α2 ∈ C. Let

(
a b

c d

)
∈ SL2(Z).

Then

(α1f1 + α2f2)

(
aτ + b

cτ + d

)
= α1f2

(
aτ + b

cτ + d

)
+ α2f2

(
aτ + b

cτ + d

)
= α1(cτ + d)kf1(τ) + α2(cτ + d)kf2(τ)

= (cτ + d)k(α1f1 + α2f2)(τ)

So Mk(SL(2,Z)) is a complex vector space, and if a0(f1) = a0(f2) = 0, then

a0(α1f1 + α2f2) = α1a0(f1) + α2a0(f2) = 0, so Sk(SL(2,Z)) is a subspace.

(2) Let f1 ∈ Mk1(SL(2,Z)) and f2 ∈ Mk2(SL(2,Z)), with

(
a b

c d

)
∈ SL2(Z)

as above. Then

(f1f2)

(
aτ + b

cτ + d

)
= f1

(
aτ + b

cτ + d

)
f2

(
aτ + b

cτ + d

)
= (cτ + d)kf1(τ)(cτ + d)kf2(τ) = (cτ + d)k1+k2(f1f2)(τ).

So f1f2 ∈Mk1+k2(SL(2,Z)) and thus M∗(SL(2,Z)) is a graded complex alge-

bra. Further, if a0(f1) = 0 and a0(f2) = β, then a0(f1f2) = a0(f1)a0(f2) = 0.

Thus S∗(SL(2,Z)) is an ideal in M∗(SL(2,Z)).
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Example 2.7 (Modular Discriminant). The modular discriminant is defined

as

∆(τ) = (60G4(τ))3 − 27(140G6(τ))2. (2.13)

This is a modular form of weight 12, by Lemma 2.6.

Further, we have that

a0(∆) = (60a0(G4))3 − 27(140a0(G6))2

=

(
60
π4

45

)3

− 27

(
140

2π6

27 · 35

)2

= 0,

thus we have that ∆(τ) is a cusp form of weight 12.

By Lemma 2.6, we have that Gk(τ)∆(τ) is also a cusp form (where k ∈
2Z≥0). Thus we have examples for cusp forms for all weights k ≥ 12. In

fact, it transpires that all examples of modular forms will arise from finite

combinations of the examples we have seen. However, before that result we

require a certain technical Theorem. First we require the following:

Definition 2.8 (Order of a function). Let f be a meromorphic function. The

order of f at s, denoted vs(f) is n ∈ Z such that f(τ)/(τ−s)n is holomorphic

and f(s)/(s− s)n 6= 0.

In fact, for modular forms, the functional equation f(aτ+b
cτ+d

) = (cτ + d)kf(τ)

implies that the integer vs(f) depends only on the orbit of s in SL(2,Z) \H.

We now may state the desired result:

Theorem 2.9. Let f be a non-zero modular form of weight k, for k ≥ 2Z≥0.

Then

v∞(f) +
1

2
vi(f) +

1

3
vρ(f) +

∑
s∈Ω

vs(f) =
k

12
, (2.14)

where ρ = e2πi/3 and Ω = {τ ∈ SL(2,Z) \ H | γτ 6= i, ρ ∀γ ∈ SL(2,Z)}.

Proof. See [Zag08], Proposition 2.

The factors 1/2 and 1/3, along with the slightly odd summation index, come

from the stabilisers of the points i and ρ in SL(2,Z).
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The use to us of Theorem 2.9 is the following result:

Corollary 2.10. The dimension of Mk(SL(2,Z)) is 0 for k ∈ 2Z + 1 or

k ∈ Z<0, while for k ∈ 2Z≥0 we have

dimMk(SL(2,Z)) =

[k/12] + 1, if k 6≡ 2 (mod 12)

[k/12], if k ≡ 2 (mod 12).
(2.15)

Proof. First, we have seen that dimMk(SL(2,Z)) = 0 for k ∈ 2Z + 1 in

equation (2.8). Second, note that the left hand side of equation (2.14) is

non-negative, so we have that k < 0 would imply that f = 0, and thus

dimMk(SL(2,Z)) = 0 for k ∈ Z<0.

We now find dimensions for the spaces Mk(SL(2,Z)) for k = 0, 2, 4, 6, 8, 10

and show that multiplication by ∆(τ) defines an isomorphism

Mk−12(SL(2,Z))
∼−→ Sk(SL(2Z)). (2.16)

Since Sk(SL(2,Z)) is the kernel of the following linear map:

Mk(SL(2,Z)) −→ C
f =

∑∞
n=0 anq

n 7−→ a0,
(2.17)

we have that dim (Mk(SL(2,Z))/Sk(SL(2,Z))) = 1, in particular

Mk(SL(2,Z)) = Sk(SL(2,Z))⊕ {cGk(τ) | c ∈ C}. (2.18)

Consider solutions (`,m, n) ∈ Z3
≥0 to `+ 1

2
m+ 1

3
n = k

12
. For k = 0, 2, 4, 6, 8, 10,

there exist unique solutions. This shows that dimMk(SL(2,Z)) = 1 for

k = 0, 2, 4, 6, 8, 10.

Solutions for k = 4 and k = 6 show that vρ(G4) = 1, vi(G6) = 1 and

vs(Gk) = 0 for k = 4, 6 and γs 6= ρ for γ ∈ SL(2,Z). This implies that

∆(i) 6= 0 and thus ∆ is nonzero and we can apply theorem 2.9. This implies

that v∞(∆) = 1 and vs(∆) 6= 0. Thus if f ∈ Sk(SL(2,Z)) we have that

g(τ) = f(τ)/∆(τ) is well-defined and an element of Mk−12(SL(2,Z)), as

required.

Thus, using the isomorphism as induction, we have the desired result.
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Thus if we fix k, we have that Mk(SL(2,Z)) is a finite-dimensional vector

space. Thus we can find a finite basis and compute matrices and character-

istic polynomials of any linear operator. In the context of Conjecture 1.2,

we are interested particularly in Hecke Operators. These are covered in Sec-

tion 3. However, first we wish to explain the term level appearing in the

conjecture.

2.4 Congruence subgroups

In the definition of a weakly modular function of weight k, we could consider

other groups than SL(2,Z) allowing for more examples of weakly modular

functions. Consider the following group:

Γ(N) =

{(
a b

c d

)
∈ SL(2,Z)

∣∣∣∣∣
(
a b

c d

)
≡

(
1 0

0 1

)
(mod N)

}
.

Note first that Γ(1) = SL(2,Z). In fact, in general we have that Γ(N) =

ker (SL(2,Z)→ SL(2,Z/NZ)). This implies that [SL(2,Z) : Γ(N)] is finite

for all N ∈ Z>0. This leads us to the following notion:

Definition 2.11 (Congruence Subgroup). Let Γ ⊆ SL(2,Z). If Γ(N) ⊆ Γ for

some N ∈ Z>0, then Γ is a congruence subgroup. It is denoted a congruence

subgroup of level N .

The most important examples (besides Γ(N) itself) are the following:

Γ0(N) =

{(
a b

c d

)
∈ SL(2,Z)

∣∣∣∣∣
(
a b

c d

)
≡

(
∗ ∗
0 ∗

)
(mod N)

}
, and

Γ1(N) =

{(
a b

c d

)
∈ SL(2,Z)

∣∣∣∣∣
(
a b

c d

)
≡

(
1 ∗
0 1

)
(mod N)

}
.

Now we must in general define a modular form with respect to a group of

this form rather than SL(2,Z). For this, we introduce the notion of a weight

k GL(2,Q)+-action on functions f : H → C as follows:
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Let γ =

(
a b

c d

)
∈ GL(2,Q)+, and k ∈ Z. Then define

(γ, f) 7−→ (f |kγ)(τ) = (det γ)k/2(cτ + d)−kf

(
aτ + b

cτ + d

)
. (2.19)

We can now extend the definition of a modular from SL(2,Z) to any congru-

ence subgroup as follows:

Definition 2.12 (modular form). Let Γ ⊆ SL(2,Z) be a congruence sub-

group of level N . A modular form of weight k with respect to Γ is a function

f : H → C such that:

(1) f is holomorphic,

(2) f is invariant under the weight k action of Γ, i.e. f(z) = (f |kγ)(z) for

γ ∈ Γ,

(3) f |kγ is holomorphic at the cusp for all γ ∈ SL(2,Z).

Then f is said to be a modular form of weight k and level N .

In relation to the motivating Conjecture 1.2, we see that level 1 corresponds

to the case Γ(1) = Γ0(1) = Γ1(1) = SL(2,Z), so the condition that the cusp

forms be level 1 simply corresponds to the standard SL(2,Z) case.

One may wonder the need for having the factor of det γ in equation (2.19).

This is relevant for section 3.
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3 Hecke Operators

The Hecke operators are a large area of the study within the theory of mod-

ular forms. Historically, one of the reasons for their study was considering

the question of how to find a suitable basis for the vector space of modular

forms of a fixed weight k. Specifically, a consideration of this problem for

the subspace of cusp forms is one of the motivating reasons for the theory

of Hecke Operators. This follows since there exists an inner product on the

space, the Petersson Inner Product, for which the operators arising from the

action of the double coset Γ1(N) \ GL(2,Q)+/Γ1(N) are Hermitian. This

allows us, by linear algebra, to find an orthogonal basis of forms which are

eigenvectors for every operator of this form.

First we recall the action of GL(2,Q)+ on H, as defined in equation (2.19),

that is

(γ, f) 7−→ (f |kγ)(τ) = (det γ)k/2(cτ + d)−kf

(
aτ + b

cτ + d

)
. (3.1)

Using this we will define the Hecke Operators as the action of a double coset,

defined in terms of the above. Specifically, we will consider the double cosets

given by SL(2,Z) \GL(2,Q)+/SL(2,Z). First we have the following:

Definition 3.1 (Double Coset). Let G be a group, with H and K subgroups.

An (H,K) double coset in G is an equivalence class of the equivalence relation

defined by

x ∼ y if there exists h ∈ H and k ∈ K such that hxk = y.

This double coset is denoted HxK.

As stated above, we are interested in the case G = GL(2,Q)+ and H = K =

SL(2,Z). In this case, we have the following result:

Proposition 3.2. Let α ∈ GL(2,Q)+. The double coset SL(2,Z)αSL(2,Z)

is a finite union of right cosets:

SL(2,Z)αSL(2,Z) =
N⋃
i=1

SL(2,Z)αi, where αi ∈ GL(2,Q)+. (3.2)
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We may now define the Hecke Operator arising from a double coset as follows:

Definition 3.3 (Hecke Operator). Let α ∈ GL(2,Q)+. The Hecke Operator

Tα : Mk(SL(2,Z))→Mk(SL(2,Z)) is given by

f 7−→ f |Tα =
N∑
i=1

f |kαi, (3.3)

where αi are such that SL(2,Z)αSL(2,Z) = ∪Ni=1SL(2,Z)αi.

The fact that f is a modular form implies that f |Tα is independent of the

choice of representatives of αi. Further, for any γ ∈ SL(2,Z), the cosets

SL(2,Z)αiγ are just permutations of the cosets SL(2,Z)αi. Thus there exist

γi ∈ SL(2,Z) such that (αiγ) is just a permutation of (γiαi). We can compute

(f |Tα)γ =
N∑
i=1

f |αiγ =
N∑
i=1

f |γiαi =
n∑
i=1

f |αi = f |Tα, (3.4)

which demonstrates that f |Tα is also a modular form of weight k. One can

also confirm that the operators Tα are linear on Mk(SL(2,Z)), and that the

subspace Sk(SL(2,Z)) is invariant under the action. We wish to endow the

collection of Hecke Operators with the structure of an algebra. For this, we

will define the product of two Hecke Operators TαTβ to satisfy

f |(TαTβ) = (f |Tα)|Tβ. (3.5)

The right side of the above we compute as follows

(f |Tα)|Tβ =
M∑
j=1

N∑
i=1

f |(αiβj) =
∑

σ∈SL(2,Z)\GL(2,Q)+

m(α, β;σ)f |σ, (3.6)

where

m(α, β;σ) = |{(i, j) | σ ∈ SL(2,Z)αiβj}| . (3.7)

One can confirm that m(α, β;σ) only depends on the coset SL(2,Z)σSL(2,Z)

so we can write

f |TαTβ =
∑

σ∈SL(2,Z)\GL(2,Q)+/SL(2,Z)

m(α, β;σ)f |σ. (3.8)

We now have the following result:
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Theorem 3.4. The algebra generated by the Hecke Operators Tα for α ∈
GL(2,Q)+ is commutative.

Sketch of Proof. Consider the map

ϕ : GL(2,Q)+ −→ GL(2,Q)+

g 7−→ g>,
(3.9)

and the map ϕ∗ it induces on the Hecke Algebra. One can prove that

SL(2,Z)αSL(2,Z) = SL(2,Z)α>SL(2,Z), (3.10)

by showing that a minimal set of representatives is given by certain diagonal

matrices. Thus the map ϕ∗ is in fact the identity map, but also has the

property that

ϕ∗(TαTβ) = ϕ∗(Tα)ϕ∗(Tβ). (3.11)

A map with this property is often referred to as an antiautomorphism. The

above, along with the fact that ϕ∗ is the identity morphism, shows that

TαTβ = TβTα, (3.12)

and thus the algebra is commutative, as required.

Note that the above implies that there is no need to differentiate between a

right- or left-action. So this leads to the more commonly used notation of

Tαf for the Hecke action.

The more usual type of the Hecke Operators is those of the form Tn. For

these, we must consider the set

∆n = {γ ∈ GL(2,Q)+ | det γ = n}, (3.13)

which has a decomposition given by the following result:

Lemma 3.5. We have

∆n =
⋃

a,d>0, ad=n
0≤b<n

SL(2,Z)

(
a b

0 d

)
. (3.14)
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If we denote the above decomposition as ∆n = ∪jSL(2,Z)δn,j, we then define

f 7−→ Tnf =
∑
j

f |δn,j. (3.15)

We now wish to know the effect of the Hecke Operators on the Fourier ex-

pansions. For this, let f(z) =
∑

nA(n)qn. By the definition of the operator

Tn we can compute

Tnf(z) =
∑
ad=n

∑
b (mod d)

(a
d

)k/2
f

(
az + b

d

)

=
∑
ad=n

∑
b (mod d)

(a
d

)k/2 ∞∑
m=1

A(m)e2πiamz
d e2πimb

d

Note that
∑

b e
2πimb

d = d if d|m, and 0 otherwise. It follows that

(Tnf)(z) =
∞∑
m=1

∑
ad=n
d|m

(a
d

)k/2
de2πiamz

d A(m) (3.16)

Thus if we write (Tnf)(z) =
∑∞

m=1B(m)qm, then∑
ad=n
a|m

(a
d

)k/2
dA

(
md

a

)
. (3.17)

In the study of Conjecture 1.2, we are generally concerned with the action

of Tn specifically on cusp forms. In this case, we may rewrite the above as

follows:

Proposition 3.6. Let f =
∑
anq

n ∈ Sk(SL(2,Z)), and let Tm be the mth

Hecke operator. Then we have

(Tmf)(q) =
∞∑
n=1

 ∑
d| gcd(m,n)

dk−1amn/d2

 qn. (3.18)

This leads to the following remarkable result

Proposition 3.7. Let f(z) =
∑

nA(n)qn be a Hecke eigenform (that is a

simultaneous eigenvector for all the Hecke operators Tn), with eigenvalues

λ(n) normalised such that

Tnf = n1−k/2λ(n)f. (3.19)
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Then

(1) A(1) 6= 0.

(2) If A(1) = 1, then λ(n) = A(n) for all n.

(3) If A(1) = 1 and gcd(n,m) = 1, then A(nm) = A(n)A(m).

Proof. We have

n1−k/2λ(n)A(m) =
∑
ad=n
a|m

(a
d

)k/2
dA

(
md

a

)
(3.20)

(1) Suppose gcd(n,m) = 1. Since a|m and a|n, we have a = 1. Thus the

above sum is just d = n, so

λ(n)A(m) = A(nm). (3.21)

If m = 1, gcd(n,m) = 1 for all n, so we have

λ(n)A(1) = A(n), for all n. (3.22)

Thus if A(1) = 0, A(n) = 0 for all n. So we have A(1) 6= 0.

(2) If A(1) = 1, then λ(n) = A(n) by the above formula.

(3) If A(1) = 1, then λ(n) = A(n), so we have from above

A(n)A(m) = A(nm), (3.23)

as required.
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4 Studying Maeda’s Conjecture

Since Maeda originally posed the conjecture in [HM97], it has received much

attention, both for applications of the conjecture, and for attempting to con-

firm it for various weights. Although studying the latter does not actually

prove the conjecture, the examples considered have greatly helped in under-

standing the structure of the Hecke algebra.

The following is a summary of weights k for which the conjecture has been

confirmed for the Hecke operator T2:

Source weights

Lee-Hung k ≤ 62, k 6= 60

Buzzard k = 12`, ` prime, 2 ≤ ` ≤ 19

Maeda k ≤ 468

Conrey-Farmer k ≤ 500, k ≡ 0 (mod 4)

Farmer-James k ≤ 2000

Buzzard-Stein, Kleinerman k ≤ 3000

Chu-Wee Lim k ≤ 6000

Ghitza-McAndrew k ≤ 14000

Figure 2: Empirical evidence for Maeda’s conjecture

Why choose the Hecke operator T2? This is due to the computational diffi-

culty of appealing to Tn for larger n. To perform computations with modular

forms, their Fourier coefficients must be stored computationally. One chooses

a precision, N , which defines the maximum index qN for which the Fourier

coefficient is computed. Now, consider the formula given in equation (3.18).

To compute the nth Fourier coefficient of the image of a form f =
∑
ajq

j

under Tm, at most we need the coefficient amn.

How do the Fourier coefficients of these forms come into the computation

of the characteristic polynomial of the Hecke Operator? We know that

Sk(SL(2,Z)) is a finite dimensional vector space. So to compute the ma-
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trix of the operator, we need to express the images of a set of basis vectors

under that operator with respect to that basis. Given that the space is finite

dimensional, it suffices to consider only a number of coefficients equal to the

dimension. Further, it occurs that the first d = dimSk(SL(2,Z)) coefficients

will distinguish these forms. We need to be able to compute the first d coeffi-

cients for all forms f and their images Tmf . So we need to at most compute

the coefficient amd for each basis element.

Thus, computationally, it is best to use the operator T2 and vary the weight

k. This has been the choice of the authors above. However, this is not to say

that no work has been done examining the effect of increasing the index m

of the Hecke Operator. Much theoretical work has been done in this regard.

We present some of the results below:

Theorem 4.1 (Conrey-Farmer-Wallace). Let k be a positive even integer.

Suppose there exists n ≥ 2 such that the operator Tn acting on Sk(SL(2,Z))

satisfies Conjecture 1.2. Then so does Tp acting on Sk(SL(2,Z)) for every

prime p in the set of density 5/6 defined by the conditions

p 6≡ ±1 (mod 5) and p 6≡ ±1 (mod 7).

Theorem 4.2 (Baba-Murty). Let k be a positive even integer. Suppose

there exists a prime p such that the characteristic polynomial of Tp acting on

Sk(SL(2,Z)) is irreducible over Q. Then there exists δ > 0 such that

|{` ≤ N prime | charpoly(T`) is reducible}| � N

(logN)1+δ
. (4.1)

Theorem 4.3 (Ahlgren). Let k be such that d = dimSk(SL(2,Z)) ≥ 2.

Suppose there exists n ≥ 2 such that the operator Tn acting on Sk(SL(2,Z))

satisfies Conjecture 1.2. Then

(1) Tp acting on Sk(SL(2,Z)) satisfies Conjecture 1.2 for all primes p ≤
4000000,

(2) Tn acting on Sk(SL(2,Z)) satisfies Conjecture 1.2 for all n ≤ 10000.
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Our results are as stated above in Figure 2, focusing on the computational

aspects of the operator T2 on the spaces Sk(SL(2,Z)) for various weights k.

Our approach is based on those introduced by Buzzard in [Buzzard 96] and

refined by Conrey-Farmer in [CF99]. The technique comes from the obser-

vation that the Fourier coefficients an grow very quickly with the index n.

Furthermore, in the study of this conjecture, what sort of questions are we

asking? We are investigating some polynomial, and determining irreducibil-

ity and facts about its Galois group.

Given this problem, it is a standard technique to work over a finite field

Fp = Z/pZ rather than Z itself. First we have the following definition:

Definition 4.4 (Reduced Polynomial). Let F ∈ Z[X] and p ∈ Z a prime,

such that we can write

F = anX
n + an−1 +Xn−1 + . . .+ a1X + a0. (4.2)

Then the reduction of F mod p, denoted Fp ∈ Fp[X] is

F = anX
n + an−1 +Xn−1 + . . .+ a1X + a0, (4.3)

where ai ∈ Fp is unique such that ai ≡ ai (mod p) for all i ∈ {1, . . . , n}.

Now, it is a standard result that given a polynomial F ∈ Z[X], if the reduc-

tion Fp is irreducible then F is also irreducible. However, what can be said of

the Galois group? For this, we first have the following group theoretic result

Lemma 4.5. Let G < Sd be a subgroup of the symmetric group on d symbols

such that there exist elements τ1, τ2 ∈ G such that τ1 is a 2-cycle and τ2 is a

p-cycle, where p is a prime with p > d/2. Then G = Sd.

Proof. For i, j ∈ S = {1, . . . , d}, write i ∼ j if i = j or if the transposition

(i j) is in G. This is an equivalence relation on S. Since G is transitive, each

equivalence class has the same number n of elements and it follows that n|d,

since d = |S|. Note that n > 1 since G contains at least one transposition,

namely τ1. Let T be the subset of S permuted by τ2, and let GT be the

subgroup of G fixing S \ T . Define an equivalence relation on T by i ' j if
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i = j or if the transposition (i j) ∈ GT . As before, each equivalence class

has the same number m of elements and m|p, since p = |T |. Since n > 1, we

have m > 1, so m = p since p is prime. But n ≥ m because GT ⊂ G. Thus

n > d/2, so n = d. This implies G = Sd.

This allows us prove that the Galois Group of a given characteristic polyno-

mial F is equal to Sd for d = dimSk(SL(2,Z)) if we can exhibit the existence

of just two elements, a transposition and a p-cycle, where p > d/2 is prime.

We wish to infer this from the existence of certain factorization patterns in

Fp for various p. The connection between these concepts is given by the

Frobenius elements of the Galois Group. This is a central concept in Alge-

braic Number Theory, and is a common tool for gaining information about

various Galois Groups by looking at finite or local fields (i.e. Fp, Qp, etc.).

First we define some terminology:

Definition 4.6 (Cycle pattern). Let τ ∈ Sd be a permutation on d symbols.

Then it can be decomposed into a product of disjoint cycles. The cycle

pattern of τ is

dm1
1 dm2

2 . . . dmtt (4.4)

if its decomposition contains exactlymi cycles of length di for all i ∈ {1, . . . , t}.
Definition 4.7 (Factorization pattern, Separable). Let K be a field and let

H ∈ K[X] be a polynomial. The factorization pattern of H is

dm1
1 dm2

2 . . . dmtt (4.5)

if H has exactly mi irreducible factors of degree di for all i ∈ {1, . . . , t}. We

say H is separable if it has distinct roots over K, the algebraic closure of K.

We can now state the main result that we wish to use, with a proof due to

John Tate:

Theorem 4.8. Let F ∈ Z[X] be monic, let p be a prime and let Fp ∈ Fp[X]

be the reduction of F mod p. If Fp is separable, then there exists an element

σ of the Galois group of F such that the cycle pattern of σ is the same as the

factorization pattern of Fp.
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Proof. Let x1, . . . , xn be the roots of F . Let K = Q(x1, . . . , xn) be the

splitting field of F . Let GF = Gal(K/Q). Let AF = Z[x1, . . . , xn] and let p

be a prime ideal of AF such that p∩Z = pZ. Since F is monic, AF is integral

over Z. Thus p is not invertible in AF and we can therefore find such an ideal

p. Further, this ideal is maximal since p∩Z = pZ is maximal in Z. Further,

the field EFp = AF/p = Fp[x1, x2, . . . , xn], where xi ∈ Fp is unique such that

xi ≡ xi (mod P ), is the splitting field of Fp.

Since EFp is a finite extension of the finite field Fp, the Galois group GFp =

Gal(EFp/Fp) is cyclic generated by the automorphism x 7→ xp. Let Dp =

{σ ∈ GF | σ(p) = p}. Dp is a subgroup of GF called the decomposition group

at P . Given an automorphism σ ∈ Dp we can construct an automorphism

σ ∈ GFp = Gal(EFp), where σ(x) = σ(x). Since σ(p) = p, we have that σ is

well defined and further that this association is injective. We can thus define

an injective homomorphism

φ : Dp −→ GFp

σ 7−→ σ.
(4.6)

We wish to show that this is in fact an isomorphism. Thus we must show

that it is surjective.

First, we will demonstrate that the fixed field of φ(Dp) is Fp. Let a ∈ AF .

Then by the Chinese Remainder Theorem, there exists an element x ∈ AF
such that x ≡ a (mod p) and x ≡ 0 (mod σ−1(p)) for all σ ∈ GF \Dp. Then∏

σ∈GF

(X − σ(x)) ∈ Z[X] and Xm
∏
σ∈Dp

(X − σ(a)) ∈ Fp[X].

Thus all the conjugates of a are of the form σ(a, which implies that the fixed

field of φ(Dp) is Fp, as desired.

Let σp ∈ Dp be the unique element such that σp(x) = xp, which we can find

by injectivity. Then σp is the unique element of GF such that σp(x) ≡ xp for

every x ∈ AF . Since the homomorphism x 7→ x is a bijection between the

roots of F and Fp, we thus have that the groups Dp and GFp are isomorphic,

as desired.
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Then, since the cycle pattern of σp is determined by the orbits of the action

of GFp on the roots of Fp, and since the group GFp acts transitively on the

roots of each irreducible factor in the factorization pattern of Fp, we have

that the cycle pattern of σp is equal to the factorization pattern of Fp, as

desired.

In the literature, this is often referred to as follows:

Definition 4.9 (Frobenius Element). Let F ∈ Z[X] be a monic polynomial

with splitting field K, Galois group GF = Gal(K/Q) and let p be a prime

such that Fp is separable. Let p ∈ OK be a prime above p. The Frobenius

Element Frobp ∈ GF is the unique element with cycle pattern equal to the

factorisation pattern of Fp as determined by Theorem 4.8.

This leads to the following important result:

Lemma 4.10. Let F ∈ Z[X] be a monic polynomial of degree d. Suppose

that there exists primes p1, p2, p3 such that

• Fp1 is irreducible over Fp1 (denoted a prime of type I),

• Fp2 = g1g2 . . . gr, where gi is irreducible for all i ∈ {1, . . . , r}, deg g1 =

2, and deg gi is odd for i ∈ {2, . . . , r} (denoted a prime of type II),

• Fp3 = h1h2 . . . hs, where hi is irreducible for all i ∈ {1, . . . , s} and

deg h1 = ` with ` > d/2 a prime (denoted a prime of type III).

Then F is irreducible over Z and the splitting field has Galois group equal to

the full symmetric group Sd.

Proof. Since there exists a prime p1 such that Fp1 is irreducible over Fp1 , we

immediately have that F is irreducible over Z.

As for the Galois group, the existence of the primes p2 and p3 allows us

to find elements of the Galois group Frobp2 and Frobp3 , where p2 and p3

are primes lying above p2 and p3, respectively. These elements have cycle

pattern equal to the factorisation pattern of Fp2 and Fp3 . Thus, let n1 =
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deg(g2) deg(g3) . . . deg(gr) and n2 = deg(h2) deg(h3) . . . deg(hs). Then Frobn1
p2

is a 2-cycle and Frobn2
p3

is a `-cycle, where ` > d/2 is a prime.

Then, since the Galois group is a subset of the symmetric group Sd which

contains a 2-cycle and a `-cycle, where ` > d/2 is a prime, by Lemma 4.5 we

have that the Galois group is equal to the symmetric group Sd, as desired.

So what does this all mean for us? It allows us to confirm that the Galois

group of a given polynomial F is equal to the full symmetric group by only

looking at factorization patterns of Fp for various primes p. We can now fully

describe the algorithm we used to study Maeda’s conjecture, for the operator

T2 on the space Sk(SL(2,Z)) for a given weight k:

(1) Compute the Victor Miller basis B for Sk(SL(2,Z)) up to precision 2(d+

2), where d is the dimension of Sk(SL(2,Z)).

(2) Compute the matrix M of the Hecke operator T2 with respect to the

basis B: this is very efficient since the basis B is echelonized.

(3) Pick a random prime p < 220, uniformly over this range. (This choice

of upper bound gives a large enough range so that it is likely to contain

primes of type we are looking for, but not so large that the arithmetic

over Fp gets too expensive.)

(4) Reduce M mod p and compute the characteristic polynomial Fp ∈ Fp[X].

The characteristic polynomial is computed by the Linbox library (see

[DGG+02]).

(5) Is Fp irreducible? If so, p is a prime of type I. The irreducibility test uses

FLINT (see [Har10]).

(6) Factor Fp over Fp and use this factorization to decide whether p is a

prime of type II or III. The factorization is done by FLINT.

(7) Repeat from step (3) until we have found at least one prime of each type.

This algorithm is based on the algorithm originally employed by Buzzard and
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later refined by Conrey-Farmer. Our main input was to improve the choice of

prime to a random method. The original method was a consecutive method,

in which to find the primes of each type one would simply test the primes

in order. It turns out that significant time savings can be made by using

a random approach, suggesting that low primes are generally unsuitable for

this purpose.

The code that we used and the data we gathered are available at

http://bitbucket.org/aghitza/maeda_data.

We will now make this precise by looking at the expected length of time

to find primes of the desired types by a random method. That is, we must

determine the density of primes of the right types within the set of all primes.

For this purpose there is a very precise result known as the Theorem of

Frobenius, which can be stated as follows:

Theorem 4.11 (Frobenius). Let F ∈ Z[X] be monic, let K be the splitting

field of F and let G = Gal(K/Q). Then the density of primes p for which Fp

has factorization pattern dm1
1 . . . dmtt is equal to

|{σ ∈ G | the cycle pattern of σ is dm1
1 . . . dmtt }|

|G|
. (4.7)

In fact, when we have a specified cycle pattern, there is a specific formula for

the number of elements of Sd with that cycle pattern, which is given in the

following:

Lemma 4.12. Let an element σ of Sd have cycle pattern dm1
1 dm2

2 . . . dmtt ,

where mi is the number of times a cycle of length di appears in the cy-

cle decomposition of σ. The number of elements of Sd of cycle pattern

dm1
1 dm2

2 . . . dmtt is equal to

C(dm1
1 dm2

2 . . . dmtt ) =
d!∏t

j=1

(
d
mj
j mj!

) . (4.8)

However, in many of our cases, we do not know the precise cycle pattern,

only certain restrictions which still could correspond to multiple patterns.

33

http://bitbucket.org/aghitza/maeda_data


For example, for a prime of type II we only have one cycle specified (a 2-

cycle), while the others could be anything as long as they are odd order.

Still, we can find precise statements for the density of each type of prime as

follows. We provide a proof of the formula for primes of type I as an example

of how one can use Lemma 4.12. Proofs of the formulas for the other prime

types can be found in [GM12].

Proposition 4.13. The density of primes of type I is

DI(d) =
1

d
. (4.9)

Proof. Primes of type I correspond to d-cycles in Sd. Each such cycle can be

written uniquely as a sequence 1, a1, . . . , ad−1, where a1, . . . , ad−1 ∈ {2, . . . , d}
can appear in any order. Therefore there are (d− 1)! d-cycles, and by The-

orem 4.11, the density of primes of type I is

(d− 1)!

d!
=

1

d
. (4.10)

In order to state our result on primes of type II, we will use the double

factorial n!! of n, which is defined to be the product of all the odd positive

integers less than or equal to n.

Proposition 4.14. Let d > 2 and let d̃ be the largest even integer such that

d̃ ≤ d. The density of primes of type II is given by

DII(d) =
[(d̃− 3)!!]2

2(d̃− 2)!
(4.11)

and satisfies the inequality

DII(d) >
1

4
√
d
. (4.12)

Proposition 4.15. The density of primes of type III is

DIII(d) =
∑

d/2<`≤d, ` prime

1

`
. (4.13)
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If d > 2, then

DIII(d) >
1

d
. (4.14)

We can get a much better lower bound on the density DIII by using some

recent results of Dusart on explicit estimates for sums over primes.

Theorem 4.16 (Dusart, Theorem 6.10 in [Dus10]). Let B ≈ 0.26149 denote

the Meissel-Mertens constant. For all x > 1 we have

log log x+B −
(

1

10 log2 x
+

4

15 log3 x

)
≤
∑
p≤x

1

p
. (4.15)

We will also need an upper bound on the sum of the reciprocals of primes up

to x, but Dusart’s upper bound only holds for x ≥ 10372. For our purposes,

the following weaker result is sufficient: for all x > 1 we have∑
p≤x

1

p
≤ log log x+B +

1

log2 x
. (4.16)

(This inequality can be found in Theorem 8.8.5 of [BS96].)

Proposition 4.17. If d > 10, then

DIII(d) >
1

3 log d
. (4.17)

We now state the main result we have achieved through this algorithm

Theorem 4.18. Let k ≤ 14 000 and let

n ∈{2, ..., 10 000} ∪ {p prime | 2 ≤ p ≤ 4 000 000}

∪ {p prime | p ≡ 1 (mod 5)} ∪ {p prime | p ≡ 1 (mod 7)}.

Let F be the characteristic polynomial of the Hecke operator Tn acting on the

space Sk(SL(2,Z)) of cusp forms of weight k and level 1. Then F is irre-

ducible over Q and the Galois group of its splitting field is the full symmetric

group Sd, where d is the dimension of the space Sk(SL(2,Z).

Proof. The statement for T2 is the result of our computations. The statement

for Tn for other values of n follows from applying Theorem 4.1 and Theorem

4.3.
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5 Siegel Modular Forms

5.1 Introduction

We are interested in how conjecture 1.2 behaves as we modify the conditions.

It transpires that there exist modular forms attached to groups other than

SL(2,Z)). The theory of Siegel modular forms replaces the group SL(2,Z)

with the group Sp(2g,Z). In this case Maeda’s Conjecture displays some

interesting properties.

5.2 Preliminaries

We begin with the basic definitions in the theory of Siegel modular forms.

The symplectic group is the matrix group

Sp(2g,Z) =


(
A B

C D

)
∈M2g×2g(Z)

∣∣∣∣∣∣∣∣
A,B,C,D ∈Mg(Z)

AB> = BA>, CD> = DC>,

and AD> −BC> = I

 .

(5.1)

This group does not act on the upper half plane H as the group SL(2,Z)

does. It acts on what is called the Siegel upper half space, which is defined

as

Hg = {Z ∈Mg(C) | Z> = Z, Im(Z) > 0}. (5.2)

In the above, the notation Im(Z) > 0 is taken to mean that the matrix made

by taking the imaginary part of each entry of Z is positive-definite.

The action of an element γ =

(
A B

C D

)
∈ Sp(2g,Z) on Z ∈ Hg is defined by

Z 7−→ γZ = (AZ +B)(CZ +D)−1. (5.3)

In the theory of classical modular forms, we have a factor of automorphy

(cz + d)k. To generalise this, we introduce the following notion:
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Definition 5.1 (Representation). A representation ρ of a group G on a

vector space V is a group homomorphism

ρ : G −→ GL(V ) (5.4)

where GL(V ) is the group of automorphisms of V .

We can now define the focal object of study in the theory:

Definition 5.2 (Siegel modular form). Let ρ : GL(g,C) → GL(V ) be a

representation of GL(g,C) on a finite dimensional C-vector space V . A Siegel

modular form of weight ρ is a holomorphic function f : Hg → V such that

(1) f(γZ) = ρ(CZ +D)f(Z) for all γ =

(
A B

C D

)
∈ Sp(2g,Z) and Z ∈ Hg,

(2) if g = 1 then f is holomorphic at ∞.

Note that condition (2) is only required if g = 1. If g > 1, this is immediately

satisfied, due to the Koecher principle (Theorem 4.4 in [vdG06]).

An interesting special case is that of scalar-valued Siegel modular forms.

These arise by restricting our attention to powers of the determinant repre-

sentation, i.e.

detk : GL(g,C) −→ C∗

M 7−→ det(M)k
(5.5)

where C∗ is the multiplicative group of nonzero complex numbers. From this

we get the following:

Definition 5.3 (Scalar-Valued Siegel modular form). A scalar-valued Siegel

modular form of weight k and genus g is a holomorphic f : Hg → C such

that

(1) f(γZ) = det(CZ + D)kf(Z) for all γ =

(
A B

C D

)
∈ Sp(2g,Z) and

Z ∈ Hg,

(2) if g = 1 then f is holomorphic at ∞.
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Note that these forms again form a vector space for a fixed weight. On this

vector space, there is in fact an inner product, given by the following:

Definition 5.4 (Petersson Inner Product). Let F1, F2 ∈Mk(Sp(2g,Z)) such

that at least one is a cusp form. Then the Petersson inner product of F1 and

F2 is given by

〈F1, F2〉 =

∫
Sp(2g,Z)\Hg

det(Y )kF1(Z)F2(Z)dZ, (5.6)

where

• Z = X + iY , X = (xij), Y = (yij),

• dZ = det(y)−(g+1)
∏

i≤j dxijdyij is an Sp(2g,Z)-invariant measure on

Hg (see proposition 2.9 in Chapter 1 of [AZ95]), and

• the integral converges absolutely because of our assumption that at

least one of F1 and F2 is a cusp form (see Lemma 5.2 and Theorem 5.3

in Chapter 2 of [AZ95]).

In fact, there is a similar inner product on the space of elliptic modular

forms. We did not define it in our discussion of elliptic modular forms since

our use will be to look at the orthogonal complement of certain subspaces of

the space of Siegel cusp forms (defined below). However, in the elliptic case

we simply looked at the whole of Sk(SL(2,Z)) at once.

5.3 Genus two

5.3.1 Definition and generators

In the above definition, if we consider g = 1, we get Sp(2,Z) = SL(2,Z) and

H1 = H. Thus this reduces to the case of classic elliptic modular forms. So

the first case of the theory in which we see something new occurs for genus

g = 2. Specifically, we wish to consider the case of genus 2 scalar-valued

Siegel modular forms.
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In this case there is a large body of results and computational techniques.

We primarily follow [Sko92]. As in the elliptic case, for a fixed weight k we

get a finite dimensional vector space Mk(Sp(4,Z)) with a subspace of cusp

forms Sk(Sp(4,Z)). Taking a direct sum over even weights, these forms form

a graded algebra

M∗ =
⊕
k even

Mk(Sp(4,Z)). (5.7)

As with the elliptic case, we have a finite algebraic generating set for the

algebra. This is given in the following theorem of Igusa:

Theorem 5.5 (Igusa). Let ψ4, ψ6, χ10, χ12 be nonzero forms in the one-

dimensional spaces M4(Sp(4,Z)),M6(Sp(4,Z)), S10(Sp(4,Z)), S12(Sp(4,Z)),

respectively. Then

M∗(Sp(4,Z)) =
⊕
k even

Mk(Sp(4,Z)) = C[ψ4, ψ6, χ10, χ12], (5.8)

i.e. the modular forms ψ4, ψ6, ψ10, ψ12 are algebraically independent and any

element of M∗(Sp(4,Z)) can be written as a polynomial in these functions.

An immediate consequence of the theorem is that dimMk(Sp(4,Z)) = 0 for

k = 0, 2.

Remark 5.6. Unlike the elliptic case, there do exist Siegel modular forms of

odd weight in level 1, which occur if and only if the genus g is even. For

genus 2, the form of odd weight in the generating set is χ35, and there exists

a polynomial R in the even weight generators such that χ2
35 = R. Thus if we

wish to consider only even weight forms, we do not need to worry about χ35.

5.3.2 Fourier expansion

As in the elliptic case, we look to express forms as a series expansion. In the

case g = 1, this follows from the action of the matrix

(
1 1

0 1

)
implying that

the forms are Z-periodic and allowing us to make use of Fourier analysis.

This gives us an expression for the form as a series indexed over Z.
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In the genus 2 case we consider the matrix

γ =


1 0

0 1
S

0 0

0 0

1 0

0 1

 (5.9)

which is an element of Sp(4,Z) if and only if S ∈ M2×2(Z) is symmetric.

Then let f ∈ Mk(Sp(4,Z)). Substituting this into the modularity condition

for f , we have that

f(Z + S) = f(γZ) = det (0Z + I)k f(Z) = f(Z) (5.10)

where

0 =

(
0 0

0 0

)
and I =

(
1 0

0 1

)
. (5.11)

So we have that f is periodic in all the individual entries of the argument Z.

In fact, the restrictions on H2 and the symmetric matrices in M2×2(Z) mean

that these entries form a space of dimension 3, so the Fourier expansion is

indexed over triples A = [a, b, c] ∈ Z3 corresponding to semi-positive definite

quadratic forms aX2 + bXY + cY 2. So we have the conditions a ≥ 0 and

b2 − 4ac ≤ 0. Thus we let

Q = {A = [a, b, c] ∈ Z3 | b2 − 4ac ≤ 0, a ≥ 0}. (5.12)

So we have that a Siegel modular form f ∈ Mk(Sp(4,Z)) has a Fourier

expansion given by

f(Z) =
∑

A=[a,b,c]∈Q

Cf (A)e(aτ + bz + cτ ′) (5.13)

where

• e(x) = e2πix,

• Cf (A) ∈ C, and

• Z =

(
τ z

z τ ′

)
with τ, τ ′ ∈ H and z ∈ C.
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Further, these can be represented by matrices MA =

(
a b/2

b/2 c

)
. Thus we

have

f(Z) =
∑
A∈Q

Cf (A)e(tr(ZMA)). (5.14)

5.3.3 Important forms

We now wish to construct some useful examples of Siegel modular forms,

motivated by the classical examples of the elliptic case. Specifically, we would

like to know if there are analogous theories for cusp forms and Eisenstein

series.

One way to define cusp forms is to say that f ∈Mk(Sp(4,Z)) is a cusp form

if Cf (A) = 0 for all singular (i.e. non-invertible) matrices A. However, the

coefficients Cf (A) are not independent. In fact we have

Cf (B · A) = det(B)kB · Cf (A), (5.15)

for all A ∈ GL(2,Z) such that

(
(A−1)T 0

0 A

)
∈ Sp(4,Z). So a more common

approach is to define the following function, called the Siegel Φ-operator

which maps Siegel modular forms of genus 2 to genus 1 (i.e. elliptic) modular

forms. It is given by the following formula:

Φ : Mk(Sp(4,Z)) −−−−→ Mk(SL(2,Z))

f(Z) =
∑

A∈QCf (A)etr(ZMA) 7−−−−→ Φ(f)(q) =
∞∑
n=0

Cf ([0, 0, n])qn.

(5.16)

A cusp form f ∈ Mk(Sp(4,Z)) is then a Siegel modular form such that

Φ(f) = 0. That is, it lies in the kernel of the Siegel Φ-operator. The subspace

of weight k cusp forms is denoted f ∈ Sk(Sp(4,Z)). In fact, there is an

alternative characterization given as follows

Proposition 5.7. Let f ∈Mk(Sp(4,Z)). Then f ∈ Sk(Sp(4,Z)) if and only

if there exist modular forms g ∈ Mk−10(Sp(4,Z)) and h ∈ Mk−12(Sp(4,Z))
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such that

f = gχ10 + hχ12. (5.17)

Proof. First we note that of the Igusa generators, χ10 and χ12 are cusp forms,

while ψ4 and ψ6 are not. This is a result of Theorem 5.11, Proposition 5.12

and the formulae given in equation (5.29).

(⇐) : We have that f = gχ10 + hχ12. We thus compute the desired Fourier

coefficients by

Cf ([0, 0, n]) =
n∑
k=0

(Cg([0, 0, k])Cχ10([0, 0, n− k]) + Ch([0, 0, k])Cχ12([0, 0, n− k]))

=
n∑
k=0

(Cg([0, 0, k])0 + Ch([0, 0, k])0) = 0.

Thus f ∈ Sk(Sp(4,Z)), as required.

(⇒) : Assume it is not the case that f can be represented as stated above.

Then we will have that

f = g1χ10 + g2χ12 + g3 (5.18)

where g1 ∈ Mk−10(Sp(4,Z)), g2 ∈ Mk−12(Sp(4,Z)) and g3 is a polyno-

mial expression in the generators ψ4 and ψ6. However, we have that

Cf ([0, 0, n]) = Cg1χ10([0, 0, n]) + Cg2χ12([0, 0, n]) + Cg3([0, 0, n])

= 0 + 0 + Cg3([0, 0, n]) = Cg3([0, 0, n]),

and based on the Fourier expansions of ψ4 and ψ6, there exists no

polynomial such that you can have the [0, 0, n] coefficient equal to zero

for all n ∈ Z≥0. Thus f 6∈ Sk(Sp(4,Z)), as required.

As for Eisenstein Series, they are defined in a completely analogous way

to elliptic modular forms. That is, for Mk(Sp(4,Z)), k ≥ 4, the weight-k
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Eisenstein Series is defined by

Ek(Z) =
∑
{C,D}

det(CZ +D)−k, (5.19)

where the sum is indexed over C,D ∈ M2×2(Z) such that C and D are

coprime and nonassociated (under left multiplication by GL(2,Z)). Two

integral matrices are said to be coprime if whenever GC and GD are both

integral, then G is an integral matrix.

We can also compute the Fourier expansions of these Eisenstein Series. First

we must define Cohen’s function, which is given by

H(k−1, N) =


0, if N 6≡ 0, 3 (mod 4)

ζ(3− 2k), if N = 0

L(2− k,
(−N0

·

)
)H0(k − 1, N), if N ≡ 0, 3 (mod 4) and N 6= 0

(5.20)

where

H0(k − 1, N) =
∑
d|f

µ(d)

(
−N0

d

)
dk−2σ2k−3(f/d) (5.21)

and N has been written N = N0f
2 with f ∈ N, where N0 is the discriminant

of Q(
√
−N). Further, σk(n) =

∑
d|n d

k is the divisor function and L(s, χ) is

the Dirichlet L-function, attached to the Dirichlet character χ,

L(s, χ) =
∞∑
n=1

χ(n)

ns
. (5.22)

The character χ appearing in equations (5.20) and (5.21) is the quadratic

character of Q(
√
−N), i.e. the quadratic residue symbol

(
N0

·

)
.

Now we have that the Fourier coefficients of the Eisenstein series Ek are given

by

CEk([a, b, c]) =
∑

d| gcd(a,b,c)

dk−1H

(
k − 1,

4ac− b2

d2

)
. (5.23)

Remark 5.8. If we consider the image of Ek under the Siegel Φ-operator, we

note that CEk([0, 0, n]) = ζ(3−2k)σk(n), which is precisely the nth coefficient
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of the weight-k Eisenstein series in degree 1. In fact, for any genus we have

that the Siegel Φ-operator maps Eisenstein series to Eisenstein series.

5.3.4 Maaß lifts

At this stage we would like to know the extent to which we are able to use

classical results from the theory of elliptic modular forms in the theory of

Siegel modular forms. In fact, many examples of Siegel modular forms arise

as “lifts” of elliptic modular forms. That is, they lie in the image of Hecke

equivariant linear embeddings from elliptic to Siegel forms.

To define these lifts, we first require the following notion:

Definition 5.9 (Jacobi Form). A Jacobi form of level 1, weight k and index

1 is a function φ : H1 × C→ C such that

1. φ
(
aτ+b
cτ+d

, z
cτ+d

)
= (cτ+d)ke

2πicz2

cτ+d φ(τ, z) for τ ∈ H1, z ∈ C and

(
a b

c d

)
∈

SL(2,Z);

2. φ(τ, z + λτ + µ) = e−2πi(λ2τ+2λz)φ(τ, z) for all λ, µ ∈ Z; and

3. φ has a Fourier expansion of the form

φ(τ, z) =
∞∑
n=0

∑
r2≤4n

d(n, r)qnζr, (5.24)

where q = e2πiτ and ζ = e2πiz.

We write Jk(SL(2,Z)) to mean the space of such Jacobi forms of weight k

and index 1 (we do not need to be concerned with higher index forms for

our purposes). Let the subspace of Jacobi cusp forms, which are forms in

which the Fourier coefficients d(n, r) = 0 whenever r2 = 4mn, be denoted

SJk (SL(2,Z)). Note that any Jacobi form φ ∈ Jk(SL(2,Z)) can have their

series expansion represented by:

φ(τ, z) =
∑

D,r∈Z,D≤0
D≡r2 mod 4

Cφ(D)q(r2−D)/4ζr, (5.25)
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where q2πiτ , ζ = e2πiz, for τ ∈ H and z ∈ C.

We now define a Maaß lift as follows:

Definition 5.10 (Maaß Lift, see [Sko92], p. 384). For any integer k ≥ 0, let

the Maaß Lift, V , be the map

V : Jk(SL(2,Z)) −−−−→ Mk(Sp(4,Z))

φ =
∑

D,r∈Z,D≤0
D≡r2 mod 4

Cφ(D)q(r2−D)/4ζr 7−−−−→
∑

n,r,m∈Z
r2−4mn≤0
n,m≥0

a(n, r,m)qnζr(q′)m,

(5.26)

where q = e2πiτ , ζ = e2πiz, q′ = e2πiτ ′ , and

a(n, r,m) =
∑

a| gcd(n,r,m)

ak−1Cφ

(
r2 − 4mn

a2

)
(5.27)

and a(0, 0, 0) = −(B2k/4k)Cφ(0).

Theorem 5.11. V defines a Hecke invariant embedding which maps cusp

forms to cusp forms, and Eisenstein series to Eisenstein series.

For this theorem, we need to know what the Hecke Operators are on the

spaces Jk(SL(2,Z)) and Mk(Sp(4,Z)), this is outlined in subsection 5.4.

Any Siegel modular form which is the image of a Jacobi form under the above

embedding is called a Maaß Spezialform. However, we needn’t concern our-

selves too greatly with the theory of Jacobi forms. The following proposition

allows us to construct Jk(SL(2,Z)) from elliptic modular forms, and thus

bypass the theory entirely in favour of the elliptic case:

Proposition 5.12 (See [Sko92], p. 384). Let

A = ∆−1/4
∑
r,s∈Z

r 6≡ mod 2

s2(−1)rq(s2+r2)/4ζr,

B = ∆−1/4
∑
r,s∈Z

r 6≡ mod 2

(−1)rq(s2+r2)/4ζr,
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where ∆ = q
∏∞

n=1(1− qn)24. Then, for any integer k, the map

I : Mk(SL(2,Z))⊕ Sk+2(SL(2,Z))
∼−−→ Jk(SL(2,Z))

(f, g) 7−−→ k

2
fA−

(
q
d

dq
f

)
B + gB

(5.28)

is a Hecke equivariant isomorphism of C-vector spaces.

An important remark is that the Jacobi form I(f, g) is a cusp form if and only

if f is a cusp form. Thus we have an isomorphism between Sk(SL(2,Z)) ⊕
Sk+2(SL(2,Z)) and the space of Jacobi cusp forms.

Thus the composition map V ◦ I is a linear Hecke invariant embedding of

elliptic modular forms attached to SL(2,Z) into Siegel modular forms at-

tached to Sp(4,Z). In fact, the generators given in Theorem 5.5 are all

Maaß Spezialformen, given as follows:

ψ4 = V (I(E4, 0)), ψ6 = V (I(E6, 0)),

χ10 = V (I(0,−∆)), χ12 = V (I(∆, 0)).
(5.29)

Remark 5.13. The composition map V ◦I is linear (i.e. a morphism of vector

spaces), but not a ring morphism. That is, the product of two Maaß Spezial-

formen need not be a Maaß Spezialform itself.

We now have some good fundamentals for explicit computation of Siegel

modular forms. Coefficients in the Fourier expansion of any form can be

computed via multiplication of the above generators. The Fourier expansions

of these generators are computed via composition of the formulas given in

Theorem 5.11 and Proposition 5.12.

5.4 Hecke operators for ...

5.4.1 ... Elliptic modular forms

This is the classical case of the Hecke Operators. It is covered in greater

depth in section 3.
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We start with the action of an element of GL(2,Q)+ on an elliptic modular

form, which is given by

f |γ(z) = (det γ)k/2(cz + d)−kf

(
az + b

cz + d

)
. (5.30)

This allows us to define the action of a double coset in SL(2,Z)\GL(2,Q)+/SL(2,Z).

First, we have the following result.

Lemma 5.14. Let α ∈ GL(2,Q)+. Then the double coset SL(2,Z)αSL(2,Z)

is a finite union of right cosets

SL(2,Z)αSL(2,Z) =
n⋃
i=1

SL(2,Z)αi, αi ∈ GL(2,Q)+. (5.31)

Proof. See [Bum98], Proposition 1.4.1.

Now we define the Hecke Operator Tα attached to an element α ∈ GL(2,Q)+

by

Tαf =
n∑
i=1

f |αi , (5.32)

where the αi are as given in Lemma 5.14. To define Hecke Operators of the

type Tn, we will first consider the set

∆n = {γ ∈ GL(2,Q)+ | det γ = n}, (5.33)

which has a decomposition given by the following result.

Lemma 5.15. We have

SL(2,Z)∆nSL(2,Z) =
⋃

a,d>0,ad=n
0≤b<n

SL(2,Z)

(
a b

0 d

)
. (5.34)

If we express the above decomposition as SL(2,Z)∆nSL(2,Z) =
⋃
j SL(2,Z)δn,j,

we then see that

Tnf =
∑
j

f |δn,j . (5.35)

The ideal of cusp forms is invariant under the action of the Hecke Operators.

For computation purposes, we wish to know the explicit effect of the Tn

operators on the Fourier expansions of Cusp Forms. This is given as follows
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Theorem 5.16. Let f ∈ Sk(SL(2,Z)) have Fourier expansion f(z) =
∑∞

m=1 amq
m.

Then

(Tnf)(z) =
∞∑
m=1

 ∑
d| gcd(m,n)

dk−1amn/d2

 qm (5.36)

5.4.2 ... Siegel modular forms

We will begin with the purely general definition for vector-valued Siegel mod-

ular forms of any genus and then restrict to the scalar-valued genus 2 case

when it comes to finding an expression for the action on the Fourier coeffi-

cients. Analogously to the case of elliptic modular forms, we have the action

of a Hecke Algebra. In this case, we consider the Hecke Algebra of double

cosets of Sp(2g,Z) in the matrix group

GSp(2g,Q) =

{(
A B

C D

)
∈M2g(Q)

∣∣∣∣∣ A,B,C,D ∈Mg(Q)

AB> = BA>, and CD> = DC>

}
.

(5.37)

Within this, there is a subgroup

GSp(2g,Q)+ = {γ ∈ GSp(2g,Q) | det γ > 0}. (5.38)

The operators are defined in a completely analogous way to those acting

on the space of elliptic modular forms. That is, we define the action of an

element γ ∈ GSp(2g,Q)+ by

f |γ(Z) = ρ(CZ +D)−1f(γZ), where γ =

(
A B

C D

)
. (5.39)

As in the elliptic case, for γ ∈ GSp(2g,Q)+, there exist {γi}Ni=1 ⊆ GSp(2g,Q)+

such that

Sp(2g,Z)γSp(2g,Q) =
N⋃
i=1

Sp(2g,Z)γi. (5.40)

(See [vdG06], Lemma 16.1) So we now define the action of the Hecke Operator

Tγ by

Tγf =
N∑
i=1

f |γi , (5.41)
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where the γi are as in equation (5.40). Now we define

Tnf =
N∑
j=1

f |δn,j , (5.42)

where Sp(2g,Z)∆nSp(2g,Q) =
⋃
j SL(2,Z)δn,j, where

∆n = {γ ∈ GSp(2g,Q)+ | det γ = n}. (5.43)

In the scalar-valued genus 2 case, we would like a formula for the Fourier

coefficients of the image of a form under the action of a Hecke Operator,

in terms of the coefficients of the original form. In this case we have the

following result:

Theorem 5.17 (See [Sko92], p. 386). Let k, ` ∈ Z and ` ≥ 1. Let

F =
∑

Q=[n,r,m]≥0

a(Q)qnζr(q′)m and T`F =
∑

Q=[n,r,m]≥0

a∗(Q)qnζr(q′)m,

(5.44)

where F ∈Mk(Sp(4,Z)) and T` denotes the `th Hecke operator on this space.

Then

a∗(Q) =
∑
t2|t1|`

tk−2
1 tk−1

2

∑
V ∈Γ0(t1/t2)\SL(2,Z)
Q((X,Y )V )=[n′,r′,m′]

t1|n′,t2|r′,m′

a

([
`n′

t21
,
`r′

t1t2
,
`m′

t22

])
(5.45)

where the inner sum is over a set of representatives for Γ0(t1/t2) \ SL(2,Z)

satisfying the stated conditions, and where

Γ0(N) =

{(
a b

c d

)
∈ SL(2,Z)

∣∣∣∣∣ c ≡ 0 (mod N)

}
. (5.46)

As in the elliptic case, the ideal of cusp forms is invariant under the action

of the Hecke Operators.

5.4.3 ... Jacobi modular forms

We include this case of Hecke Theory so that one may confirm the Hecke

equivariance of the Maass lifts from Elliptic modular forms to Siegel modu-

lar forms. To that end, we will directly provide the definition of T` for ` ∈ Z>0
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and then provide the formula for the Fourier coefficients of the image of a

Jacobi form under the action of a Hecke Operator.

Definition 5.18 (Hecke Operator on Jk,m(SL(2,Z))). Let φ ∈ Jk,m(SL(2,Z)).

We define the Hecke Operator T` by

T`φ = `k−4
∑

M∈Γ1\M2(Z)
detM=`2

∃n∈Z s.t. gcd(M)=n2

∑
X∈Z2/`Z2

(φ|k,mM)|mX, (5.47)

where(
φ|k,m

(
a b

c d

))
(τ, z) = (cτ + d)−kem

(
−cz2

cτ + d

)
φ

(
aτ + b

cτ + d
,

z

cτ + d

)
,

(φ|m
(
λ µ

)
)(τ, z) = em(λ2τ + 2λz)φ(τ, z + λτ + µ).

To give the formula for the Fourier coefficients, we must first define the

following functions. Consider D ∈ Z≥0. This can be written as D = D0f
2

where f ∈ Z>0 and D0 is the discriminant of Q(
√
D). Let χ be the primitive

Dirichlet character (modD0) corresponding to Q(
√
D), i.e. the multiplicative

function defined by

χ(p) =



(
D0

p

)
, if p odd,

1, if p = 2, D ≡ 1 (mod 8),

−1, if p = 2, D ≡ 5 (mod 8),

0, if p = 2, D ≡ 0 (mod 4)

χ(−1) = signD,

and we now can define

εD(n) =

χ(n0)g, if n = n0g
2, g|f, gcd

(
f
g
, n0

)
= 1,

0, if gcd(n, f 2) 6=
(5.48)

We now have the following result:
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Theorem 5.19 (See [EZ85], p. 50). Let f(τ, z) =
∑∞

n=0

∑
r2≤4mn d(n, r)qnζr

be a Jacobi form of weight k, index m. Let ` ∈ Z>0 be such that gcd(`,m) = 1.

Then we write

(T`f)(τ, z) =
∞∑
n=0

∑
r2≤4mn

c∗(n, r)qnζr (5.49)

where

c∗(n, r) =
∑

a satisfying (5.51)

εr2−4mn(a)ak−2c(n′, r′), (5.50)

and
a|`2, a2|`2(r2 − 4mn),

a−2`2(r2 − 4mn) ≡ 0, 1 (mod 4),

(r′)2 − 4n′m = `2(r2 − 4mn)/a2,

ar′ ≡ `r (mod 2m).

(5.51)

5.5 Studying the conjecture

5.5.1 Hecke invariant splittings

For an analogue to the conjecture, we would like to consider the characteristic

polynomial of the Hecke Operator Tn on the subspace of cusp forms. In

the elliptic case we have that the characteristic polynomial is irreducible.

However even just in the genus 2 case, we have that there are Hecke invariant

splittings due to the Maaß lifts.

Specifically, if f ∈ Sk(Sp(4,Z)) is a Maaß Spezialform, then Tnf is also a

Maaß Spezialform. Within this space is the subspace V (SJk (SL(2,Z))) of

such forms which are also cusp forms. Since V is Hecke equivariant (that is,

the map commutes with any Hecke operator Tn), we have that the subspace

is fixed (but not pointwise) by the Hecke operators. This follows since if

F = V (f) ∈ V (SJk (SL(2,Z))) with f ∈ SJk (SL(2,Z)), then

TnF = Tn ◦ V (f) = V ◦ Tn(f) = V (Tnf) ∈ V (SJk (SL(2,Z))). (5.52)
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One can decompose the space of Siegel cusp forms as:

Sk(Sp(4,Z)) = V (SJk (SL(2,Z)))⊕ S?
k(Sp(4,Z)), (5.53)

where S?
k(Sp(4,Z)) is often referred to as the space of interesting Siegel mod-

ular forms. The leading notation (i.e. use of a question mark) gives some

insight to the lack of understanding of this subspace in the theory thus far.

We would like to say that S?
k(Sp(4,Z)) is also fixed (again, not pointwise)

under the Hecke operators. This follows from the existence of a Hecke invari-

ant inner product with respect to which the above subspaces are orthogonal.

Such an inner product is given by the Petersson Inner Product, see Definition

5.4. We now have the following result regarding this inner product

Lemma 5.20. The Hecke operators are Hermitian with respect to the Pe-

tersson Inner product, and the spaces V (SJk (SL(2,Z))) and S?
k(Sp(4,Z)) are

orthogonal with respect to the inner product.

Thus S?
k(Sp(4,Z)) is also fixed under the Hecke operators and thus the de-

composition

Sk(Sp(4,Z)) = V (SJk (SL(2,Z)))⊕ S?
k(Sp(4,Z)), (5.54)

is Hecke invariant.

Since the space Sk(Sp(4,Z)) has (in general) nontrivial Hecke invariant sub-

spaces, the characteristic polynomial will certainly not be irreducible. This

follows since if T is an operator on a vector space W with W = A⊕ B and

TA ⊆ A, TB ⊆ B, then with the correct choice of basis for W the matrix of

T can be written as:

MT =

(
MT |A 0

0 MT |B

)
, (5.55)
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where 0 is the zero matrix. Then the characteristic polynomial of T will be

charpoly(T ) = charpoly(MT ) = charpoly

(
MT |A 0

0 MT |B

)
= charpoly(MT |A) charpoly(MT |B)

= charpoly(T |A) charpoly(T |B).

So the characteristic polynomial will factor into a product of the characteris-

tic polynomials of the operator restricted to the subspaces, so it will certainly

be reducible. However, it is of interest to note what the circumstances for the

reducibility of charpoly(T ) are. If this is the only reason for the polynomial

to be reducible, then it is in some sense “as irreducible as possible”.

Thus, to remove the trivial factorisation over this splitting, we will restrict our

attention to the space S?
k(Sp(4,Z)). This leads us to suggest the following as

the correct analogy for Maeda’s conjecture when considering Siegel modular

forms of genus 2:

Conjecture 5.21. Let n ∈ Z>0, k ∈ Z>0 \{24, 26}1. Let S?
k(Sp(4,Z)) be the

space of weight k Siegel cusp forms of genus 2 which are not Maaß Spezial-

formen. Let f be the characteristic polynomial of the Hecke Operator Tn

acting on S?
k(Sp(4,Z)). Let K be the splitting field of f . Then

(1) f is irreducible over Q,

(2) the Galois group Gal(K/Q) ∼= Sd, the symmetric group on d letters,

where d = dimS?
k(Sp(4,Z)).

5.5.2 Computing the Hecke matrix

We considered two approaches to this, which will be referred to as the “naive

approach” and “Skoruppa’s approach”, with the second being in reference to

the methods used by Skoruppa in [Sko92]. All computations were done using

1The reason for avoiding 24 and 26 is covered in section 5.5.2
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the Siegel modular forms package for Sage currently under construction by

Martin Raum, Nathan C. Ryan, Nils-Peter Skoruppa, and Gonzalo Tornaŕıa.

Naive approach

We wish to find the characteristic polynomial of the Hecke Operator Tn acting

on the space S?
k(Sp(4,Z)). This space cannot be computed directly, since it

is defined to be “the part of Sk(Sp(4,Z)) not coming from V (SJk (SL(2,Z)))”.

Given this definition, we compute the space S?
k(Sp(4,Z)) by first computing

the spaces Sk(Sp(4,Z)) and V (SJk (SL(2,Z))). Given these, we have

S?
k(Sp(4,Z)) = Sk(Sp(4,Z))

/
V (SJk (SL(2,Z))) . (5.56)

In Sage, we compute a basis for Sk(Sp(4,Z)) using products of the Igusa

generators, noting that the form ψa4ψ
b
6χ

c
10χ

d
12 is a cusp form if and only if

c ≥ 1 or d ≥ 1. Further, using Definition 5.10 and Proposition 5.12, we have

explicit formulas for the Maaß lift of elliptic forms, so we can compute a basis

for V (SJk (SL(2,Z))). This is implemented in the Sage package.

Then, for each basis element, take a number of Fourier coefficients equal to

n = dimSk(Sp(4,Z)) (note that these are integral after a renormalisation),

and treat the space as a formal Q-vector space isomorphic to Qn. This allows

us to compute the vector space quotient and find the space S?
k(Sp(4,Z)).

Here we come across a difficulty. That is, Sage is rather over-zealously “help-

ful” when it comes to formal vector spaces, and will automatically reset your

basis to something of the form {(1, 0, 0, . . .), (0, 1, 0, . . .), . . .}. This is a

difficulty, because we need to keep track of the Fourier coefficients so we can

find which forms these arbitrary vectors actually correspond to.

Naivest approach

The difficulty above is keeping track of your basis of coefficients when you

compute the quotient space. This makes it impossible to find what linear

combinations of the forms we know gives us a basis for S?
k(Sp(4,Z)). However,

we needn’t fully compute this space and the operator acting upon it, as all
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we require is the characteristic polynomial of Tn. As observed in subsection

5.5.1, we have that

charpoly
(
Tn|Sk(Sp(4,Z))

)
= charpoly

(
Tn|S?

k(Sp(4,Z))

)
×charpoly

(
Tn|V (SJk (SL(2,Z)))

)
,

(5.57)

and so rearranging this allows us to directly compute

charpoly
(
Tn|S?

k(Sp(4,Z))

)
=

charpoly
(
Tn|Sk(Sp(4,Z))

)
charpoly

(
Tn|V (SJk (SL(2,Z)))

) . (5.58)

So, in full, the algorithm to find the characteristic polynomial of Tn on the

space S?
k(Sp(4,Z)) is as follows:

(1) Compute the Igusa generators ψ4, ψ6, χ10, χ12 to a precision prec.

(2) Find all multiples that give rise to weight k cusp forms (i.e. solve 4a +

6b+ 10c+ 12d = k for a, b ∈ Z≥0 and c, d ∈ Z>0).

(3) Compute these products to find a basis for the space Sk(Sp(4,Z)).

(4) Compute bases for the spaces Sk(SL(2,Z)) and Sk+2(SL(2,Z)).

(5) Compute the Maaß subspace V (SJk (SL(2,Z))) by computing V (I(f, 0))

and V (I(0, g)) for each f ∈ Sk(SL(2,Z)) and g ∈ Sk+2(SL(2,Z)).

(6) Compute the images of the basis elements for Sk(Sp(4,Z)) and V (SJk (SL(2,Z)))

under the action of the Hecke Operator Tn.

(7) Compute the matrices of Tn|Sk(Sp(4,Z)) and Tn|V (SJk (SL(2,Z))). To do this,

we perform the following steps

(a) Compute a number of coefficients ai for each form f in the basis

of Sk(Sp(4,Z)) equal to n = dimSk(Sp(4,Z) such that the vectors

(a1, . . . , an) are linearly independent. If too few coefficients have been

computed to do this successfully, restart and increase precision.

(b) Repeat the above for the basis of V (SJk (SL(2,Z))). If too few co-

efficients have been computed to do this successfully, restart and

increase precision.

55



(c) Repeat the above for Tnf for f in the basis of Sk(Sp(4,Z)) and

V (SJk (SL(2,Z))), respectively. If too few coefficients have been com-

puted to do this successfully, restart and increase precision.

(d) Consider the matrices M with columns the coefficient vectors of the

forms Tnf , and F with columns the coefficient vectors of the forms

f , for f in the basis of Sk(Sp(4,Z)). Then the matrix of Tn|Sk(Sp(4,Z))

is given by MF−1.

(e) Repeat the above for f in the basis of V (SJk (SL(2,Z))) to compute

the matrix of Tn|Sk(Sp(4,Z)). If too few coefficients have been computed

to do this successfully, restart and increase precision.

(8) Compute charpoly
(
Tn|Sk(Sp(4,Z))

)
and charpoly

(
Tn|V (SJk (SL(2,Z)))

)
and from

that charpoly
(
Tn|S?

k(Sp(4,Z))

)
by equation (5.58).

As for confirming irreducibility and that the Galois group is equal to the full

symmetric group, we make use of Lemma 4.10, as in the elliptic case. We

have implemented this algorithm in Sage, and are currently running it over

a series of weights. This leads to our current result

Theorem 5.22. Conjecture 5.21 is true for

n = 2 and k ∈ {20, 22} ∪ ([28, 110] ∩ 2Z).

The above theorem was confirmed using a slight upgrade of the above algo-

rithm in which we reduced the number of multiplications required for step

(3). This is outlined in 5.5.3.

Weight 24 and 26

One may note that in the Theorem above, we do not claim that Conjecture

5.21 holds for weights 24 and 26. This is due to the rationality of the Fourier

coefficients of the Hecke eigenforms in S?
k(Sp(4,Z)). For weights up to 26,

all the Hecke eigenforms have coefficients (and eigenvalues) in Q, while for

weights k ≥ 28 the coefficients lie in some number field (i.e. a finite field

extension of Q).
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For weights k ≤ 22, we have dimS?
k(Sp(4,Z)) = 0 or 1. However, for k >

22, we have dimS?
k(Sp(4,Z)) ≥ 2. However, we know from above that the

eigenvalues are in Q. Thus since the characteristic polynomial will be a

quadratic over Q with roots in Q, it will certainly be reducible.

This is the only case in which this particular phenomena is observed. This,

along with the Hecke invariant splitting of Sk(Sp(4,Z)) outlined in subsection

5.5.1, is what has lead some authors to use the phrase ”as irreducible as

possible”. Since it is not entirely accurate to say that the characteristic

polynomial is always irreducible, but the only reasons why it would factorise

generally occur in isolation (i.e. the issue in weights 24 and 26), or are

otherwise well understood and one can make a more precise statement that

avoids the issue (i.e. the Hecke invariant splitting, for which one restricts to

the subspace S?
k(Sp(4,Z)).

5.5.3 The computational price of products

In the algorithm presented in subsection 5.5.2, by far the most computation-

ally expensive part is step (3). That is, computing the products of the Igusa

generators which give rise to the basis for the space Sk(Sp(4,Z)). This is

simply due to the fact that taking the products of series indexed over three

variables is long. For example, when computing the above algorithm for

weight 80 with precision 1600, computing the products took 3.5 hours, while

everything else took in total 84 seconds.

The question then is how best to reduce the number of products required to

compute this basis.

Method 1: Precompute powers

The first method was based on the observation that a lot of the products had

common terms between them, which one could compute in advance so as not

to have to compute said product many times over. For example, consider
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weight 30, in which the products

A2B2C B5C B2CD AB3D

all have the term B2 in common. So in the algorithm outlined above, at the

point where we computed the products, one could precompute E = B2 and

reduce the above to

A2EC BE2C ECD ABED,

which would reduce the total number of products required by 3.

Extending this, we updated the algorithm as follows: Once one has deter-

mined the required products to form a basis for Sk(Sp(4,Z)), we precompute

all powers of the individual Igusa generators that will be needed for the

products. Here is a comparison of the required number of products for this

method and the original method over various weights:

20 30 40 50 60 70 80 90 100
0

500

1000

1500

2000

Figure 3: The circles and red line correspond to the original method, the

crosses and blue line correspond to the method of precomputing powers.

58



A better method would be to completely determine all repeated products so

they need not be done more than once. In the above example, the product B2

may appear four times, but even the product B2C appears three times. So to

be able to make use of the minimal number of products would be ideal, but

as of the moment a method of identifying all repeated products in advance

is not clear.

Method 2: Use general Maaß forms, rather than just the Igusa generators

This is based on a conjecture of Martin Raum in [Rau10]. Raum has conjec-

tured that for any k, any f ∈Mk(Sp(4,Z)) can be computed as the product

of no more than 2 elements of the Maaß Spezialschar. Formally,

Conjecture 5.23. Let k ∈ Z≥0, and f ∈Mk(Sp(4,Z)). Then either

(1) f ∈ V (Jk(SL(2,Z))), or

(2) there exist k1, k2 ∈ Z≥0 such that k1 + k2 = k and there exist

g ∈ V (Jk1(SL(2,Z))) and h ∈ V (Jk2(SL(2,Z))) such that f = gh.

Raum has confirmed this up to weight 172. However, what has not yet been

determined is a method to identify the Maaß Spezialformen which will give

rise to Sk(Sp(4,Z)) for a given k. Using this method, Raum has achieved

the following result:

Theorem 5.24. Let n ∈ Z>0, k ∈ {20, 22}∩([28, 150]∩2Z). Let S?
k(Sp(4,Z))

be the space of weight k Siegel cusp forms of genus 2 which are not Maaß Spezial-

formen. Let f be the characteristic polynomial of the Hecke Operator Tn

acting on S?
k(Sp(4,Z)). Then f is irreducible over Q.

One will note that this is precisely part (1) of Conjecture 5.21.
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6 A Look to the Future

6.1 Higher genus and vector-valued Siegel modular forms

We have been interested in extending Maeda’s conjecture to the case of Siegel

modular forms. Thanks to the package in Sage provided by the work of

Raum, Ryan, Skoruppa, Tornaŕıa we have been able to establish an algorithm

to explore Maeda’s Conjecture in the case of scalar-valued Siegel modular

forms attached to the group Sp(4,Z). However, as one may have noted from

the definition above, there are many more cases of Siegel modular forms.

Our definition of Hecke Operators was already in the general setting of vector-

valued forms of any genus g. Further, we can extend the definitions of Fourier

expansions as follows:

Consider a vector-valued Siegel modular form f and the matrix

γ =

(
I S

0 I

)
, (6.1)

where I is the g × g identity matrix, 0 is the g × g zero matrix, and S is a

symmetric integral matrix. Substituting this in to the modularity condition

for f , we see

f(Z + S) = f(γZ) = ρ(0Z + I)f(Z) = f(Z), (6.2)

so again we have periodicity in the coordinates ofHg. Recall that in the genus

2 case, we had that the Fourier expansion was indexed over triples [a, b, c]

corresponding to semi-positive definite quadratic forms. The generalisation

begins with the following definition

Definition 6.1 (Half-integral matrix). A symmetric g × g matrix m ∈
GL(g,Q) is half-integral if m has integral diagonal entries, and 2m is in-

tegral.

From such a matrix m, we can define a linear form on the coordinates Zij of

60



Hg (for i, j ∈ {1, . . . , g}) by

Tr(mZ) =

g∑
i=1

miiZii + 2
∑

1≤i<j≤g

mijZij. (6.3)

In this way, we can now write

f(Z) =
∑

m half-integral

a(m)e2πiTr(mZ). (6.4)

So we have defined Hecke Operators and Fourier expansions fully, however

there are some features that make this more difficult to study in the full

breath of cases:

• Examples of Siegel modular forms are only known for very low genus.

• Further, even in the cases where some examples are known, the full

structure of the ring of Siegel modular forms for a fixed group Sp(2g,Z),

including generators, is not know for any cases beyond Sp(4,Z).

• Even when the ring structure is known, not a great deal is known re-

garding lifting maps to higher genus, or other Hecke invariant splittings

of the space.

One case in which some work has been done is the case of vector-valued

Siegel modular forms attached to Sp(4,Z). This work has been carried out

by Ghitza, Ryan, Sulon in [GRS13]. In this case, we are considering repre-

sentations of GL(2,C), which are given by

ρ = Symj(W )⊗ det(W )k, (6.5)

where W is the standard representation of GL(2,C). So we can write that

the weight of such a Siegel modular form is given by a pair (k, j).The Siegel

modular forms of this weight are functions f : H2 → C[X, Y ]j, the space of

homogeneous polynomials of degree j. This space has a GL(2,Q)+ action

given by

(A, p) 7−→ A · p := p((X, Y )A). (6.6)

61



The work done was specifically looking at the case j = 2, that is forms of

weight (k, 2), given by

ρ = Sym2(W )⊗ det(W )k. (6.7)

In this case, the work of Satoh gives an explicit generating set. However, we

first need the following construction.

Definition 6.2 (Satoh bracket). Let F ∈ Mk(Sp(4,Z)), G ∈ Mk′(Sp(4,Z))

be scalar-valued Siegel modular forms of weight k and k′ respectively, and

let Mk+k′,2(Sp(4,Z)) be the space of weight (k + k′, 2) vector-valued Siegel

modular forms. The Satoh bracket of F and G is

[F,G]2 =
1

2πi

(
1

k
G∂ZF −

1

k′
F∂ZG

)
∈Mk+k′,2(Sp(4,Z)), (6.8)

where

∂Z =

(
∂Z11 1/2∂Z12

1/2∂Z12 ∂Z22

)
, (6.9)

and

∂Zii = Zii
d

dZii
. (6.10)

The use here is that we can construct an explicit basis for Mk,2(Sp(4,Z)).

Before we give the decomposition of the space, we will make the note that the

notation C[A1, . . . , An]m refers to the space of weight m Modular Forms that

can be expressed in terms of the generators A1, . . . , An. The decomposition

is given as follows:

Mk,2(Sp(4,Z)) = [ψ4, ψ6]2 ·Mk−10(Sp(4,Z))⊕ [ψ4, chi10]2 ·Mk−14(Sp(4,Z))

⊕ [ψ4, χ12]2 ·Mk−16(Sp(4,Z)) · [ψ6, χ10]2 · C[ψ6, χ10, χ12]k−16

⊕ [ψ6, χ12]2 · C[ψ6, χ10, χ12]k−18 ⊕ [χ10, χ12]2 · C[χ10, χ12]k−22,

where ψ4, ψ6, χ10, χ12 are the Igusa generators for the space M∗(Sp(4,Z)).

In this setting we can write the Fourier expansion as

F (Z) =
∑

A=[a,b,c]∈Q

CF (A)e (aτ + bz + cτ ′) , (6.11)

where
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• Q = {[a, b, c] ∈ Z3 | b2 − 4ac ≤ 0, a ≥ 0},

• e(x) = e2πix,

• CF (A) ∈ C[X, Y ]2, and

• Z =

(
τ z

z τ ′

)
.

Further, we can generalise the notion of a cusp form as being any form F

such that CF (A) = 0 for all A which are not positive-definite. Denote the

space of such forms of weight k by Sk,j(Sp(4,Z)).

While we have expressed the definition for the Hecke Operators in full gener-

ality, for computational purposes we have to find a new expression for their

action on the Fourier coefficients in this new setting. Given Hecke operators

Tn, Tm with m and n coprime, we have that Tnm = TnTm, so it is common

restrict to the case Tpδ for δ ∈ Z≥0 and p prime. We have not done this in

previous cases, but this is desirable here due the complexity of the formula.

The action on Fourier coefficients is given by the following:

Theorem 6.3. Let F ∈ Mk,2(Sp(4,Z)) with Fourier coefficients given by

CF ([a, b, c]). Consider the Hecke operator Tpδ with δ ∈ Z≥0 and p prime. Let

the Fourier coefficients of TpδF be given by CT
pδ

([a, b, c]). then

CT
pδ

([a, b, c]) =
∑

α+β+γ=δ

pβk+γ(2k−1)
∑

U∈R(pβ)

aU≡0 (mod pβ+γ)
bU≡cU≡0 (mod pγ)

(d0,βU)·CF
(
pα
[
aU
pβ+γ

,
bU
pγ
,
cU
pγ−β

])
,

(6.12)

where

• R(pβ) is a complete set of representatives for SL(2,Z)/Γ0(pβ) where

Γ0(pβ) is the congruence subgroup of SL(2,Z) of level pβ,

• for f = [a, b, c], f := [aU , bU , cU ] = f((X, Y )TU),

• d0,β =

(
1 0

0 pβ

)
, and
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• the · is given by the action defined in equation 6.6.

Using this as a computational basis, the authors have arrived at the following:

Proposition 6.4 (See [GRS13], Prop 3.2). Let k ∈ {14, 16, 18, 22, 24, 26, 28, 30}.
Then the characteristic polynomial of the Hecke operator T2 acting on

Sk,2(Sp(4,Z)) is irreducible over Q. If k = 20, the characteristic polyno-

mial of the Hecke operator T2 decomposes over Q into a linear factor and a

quadratic factor.

6.2 Higher level

As opposed to looking to Siegel modular forms and increasing the genus,

another avenue by which one can extend the conjecture is to look at the

case of elliptic modular forms attached to Γ0(N) ⊆ SL(2,Z) for N ∈ N,

that is modular forms of level N (see 2.4). There has been some interest

in this particular generalisation of Maeda’s Conjecture of late, with much

work being done by Tsaknias in [Tsa12] and by Chow, Ghitza, Withers (in

preparation).

Again, here there exists a Hecke invariant splitting of the space Sk(Γ0(N))

coming from a phenomenon which is quite analogous to the liftings we see in

the Siegel case. This is given by the following definition:

Definition 6.5 (Oldform). Let M,N ∈ Z>0 such that M |N , and let t
∣∣M
N

.

Consider the function

αM,t : Sk(Γ0(M)) −→ Sk(Γ0(N))

f 7−→ f

∣∣∣∣∣
(
t 0

0 1

)
(6.13)

An oldform is a modular form f ∈ Sold
k (Γ0(N)), where

Sold
k (Γ0(N)) =

⊕
M |N and t| NM

αM,t (Sk(Γ0(M))) . (6.14)
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We can decompose the space Sk(Γ0(N)) as follows:

Sk(Γ0(N)) = Sold
k (Γ0(N))⊕ Snew

k (Γ0(N)). (6.15)

As in the Siegel case (see definition 5.4), we can define the Petersson inner

product on the space of modular forms of level N . Given f, g ∈ Sk(Γ0(N))

we define the product by

〈f, g〉 =

∫
F

f(z)g(z)yk
dxdy

y2
, (6.16)

where F is a fundamental domain for the action of Γ0(N) on H. Here again

we have that the Hecke operators are Hermitian with respect to the Petersson

inner product, and the decomposition

Sk(Γ0(N)) = Sold
k (Γ0(N))⊕ Snew

k (Γ0(N)). (6.17)

is Hecke invariant.

So here one restricts to the space Snew
k (Γ0(N)), and rather remarkable phe-

nomena occur in this context. Essentially, it is difficult to say anything

directly about the nature of the characteristic polynomial. What is easier

to get a hold of is the nature of the space as a Hecke module. That is, as

a module over the Hecke algebra (recall that this is the C-algebra generated

by the Hecke operators Tn for n ∈ Z≥0).

This is a common way to study Maeda’s conjecture, since as observed in

section 5.5.1, it cannot be the case that the characteristic polynomial of an

operator is irreducible if the space it acts upon is not itself irreducible. This

is the method used in [Tsa12], and the conjecture can be stated as follows

Conjecture 6.6. Let k,N ∈ Z≥0. Consider Sk(Γ0(N)) as a Hecke module,

and let its decomposition into irreducible modules be written as

Sk(Γ0(N)) =

mk,N⊕
i=1

Vi. (6.18)

Then
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(1) mk,N is bounded as k →∞ and in fact mk,N will tend towards a constant

quickly,

(2) if N = p1p2 . . . pr is squarefree, then mk,N = 2r, and

(3) if N and M are coprime, then mk,NM = mk,Nmk,M .

James Withers has data supporting this conjecture for N ≤ 200 and k ≤ 30.
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Appendix: Siegel Code

1 def s i ege l maeda ( weight , n hecke , prec = 0 , verbose = False ,

wr i t eout = False , charpo ly = False , PRIME BOUND =

2 2ˆ12) :

3

4 i f wri teout :

5 doc = open( ’ /home/hs/ stude /mcandrew/ s a g e s t u f f /

s i e g e l c omputa t i on s / computations%d %d %d . txt ’

6 %(weight , n hecke , prec ) , ’w ’ )

7 doc . wr i t e ( ’ Space o f weight %d S i e g e l Cusp forms ’ % (

weight ) + ’ \n ’ )

8 doc . wr i t e ( ’ Hecke Operator T {%d} ’ % ( n hecke ) + ’ \n ’

)

9 doc . wr i t e ( ’ Using p r e c i s i o n prec = %d ’ % ( prec ) + ’ \n
’ + ’ \n ’ )

10

11 # s t a r t t iming

12

13 import time

14 t0 = time . time ( )

15

16 # Find which product s o f genera tor s are cusp forms in a

g iven weigh t

17

18 span l s t = [ ]

19 k = weight − 10

20 for a in range ( ( k/4) . f l o o r ( ) + 1) :

21 for b in range ( ( k/6) . f l o o r ( ) + 1) :

22 for c in range ( ( k/10) . f l o o r ( ) + 1) :

23 for d in range ( ( k/12) . f l o o r ( ) + 1) :

24 i f 4∗a + 6∗b + 10∗ c + 12∗d == k :

25 span l s t . append ( ( a , b , c+1, d

) )

26 k = weight − 12

27 for a in range ( ( k/4) . f l o o r ( ) + 1) :

28 for b in range ( ( k/6) . f l o o r ( ) + 1) :

29 for c in range ( ( k/10) . f l o o r ( ) + 1) :
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30 for d in range ( ( k/12) . f l o o r ( ) + 1) :

31 i f 4∗a + 6∗b + 10∗ c + 12∗d == k :

32 span l s t . append ( ( a , b , c , d

+1) )

33

34 span l s t = uniq ( span l s t )

35 span l s t . r e v e r s e ( )

36 print ( len ( span l s t ) )

37 print ( span l s t )

38

39 # Set p r e c i s i on and genera tor s

40

41 i f prec == 0 :

42 prec = weight ∗10
43 A,B,C,D = SiegelModularFormsAlgebra ( ) . gens ( prec=prec )

44 spanset = [ ]

45

46 Apow = [ 1 ]

47 for j in range (1 , max( [ x [ 0 ] for x in span l s t ] ) + 1) :

48 Apow. append (Apow[ j −1] ∗ A)

49

50 Bpow = [ 1 ]

51 for j in range (1 , max( [ x [ 1 ] for x in span l s t ] ) + 1) :

52 Bpow . append (Bpow [ j −1] ∗ B)

53

54 Cpow = [ 1 ]

55 for j in range (1 , max( [ x [ 2 ] for x in span l s t ] ) + 1) :

56 Cpow . append (Cpow [ j −1] ∗ C)

57

58 Dpow = [ 1 ]

59 for j in range (1 , max( [ x [ 3 ] for x in span l s t ] ) + 1) :

60 Dpow. append (Dpow[ j −1] ∗ D)

61

62 spanset = [Apow[ a ] ∗ Bpow [ b ] ∗ Cpow [ c ] ∗ Dpow[ d ] for ( a , b

, c , d ) in span l s t ]

63 # t h i s i s c a l l e d spanset , but i t seems to a c t u a l l y be a

b a s i s f o r the

64 # space o f a l l cusp forms o f t h a t we igh t

72



65

66 t1 = time . time ( )

67 s t = ” f i nd i n g spanset took %f seconds ” % ( t1 − t0 ) + ’ \n ’

68 i f verbose :

69 print s t

70 i f wri teout :

71 doc . wr i t e ( s t + ’ \n ’ )

72

73 Sk = CuspForms (1 , weight ) . b a s i s ( )

74 Sk2 = CuspForms (1 , weight+2) . b a s i s ( )

75 Maass = [ SiegelModularForm ( f , 0 , prec=prec ) for f in Sk ]

76 Maass = Maass + [ SiegelModularForm (0 , g , prec=prec ) for g in

Sk2 ]

77

78 CuspImages = [ f . hecke image ( n hecke ) for f in spanset ]

79 MaassImages = [ f . hecke image ( n hecke ) for f in Maass ]

80

81 # f ind suppor t f o r a l l forms

82

83 c o e f f s = spanset [ 0 ] . c o e f f s ( ) . keys ( )

84 d l s t = sorted ( [ ( 4 ∗ a∗c−b∗∗2 , a , b , c ) for ( a , b , c ) in

c o e f f s ] )

85 c o e f f s = [ ( a , b , c ) for (d , a , b , c ) in d l s t ]

86

87 m = matrix (QQ, [ [ f [ x ] for x in c o e f f s ] for f in spanset ] )

88 i f verbose :

89 print (m. p ivo t s ( ) )

90 support = [ c o e f f s [ j ] for j in m. p ivo t s ( ) ]

91 i f verbose :

92 print ( support )

93 i f len ( support ) < len ( spanset ) :

94 i f wri teout :

95 doc . wr i t e ( ’ prec too low ’ + ’ \n ’ )

96 doc . c l o s e ( )

97 raise RuntimeError ( ” support too smal l ; i n c r e a s e

p r e c i s i o n ” )

98

99 c o e f f s = Maass [ 0 ] . c o e f f s ( ) . keys ( )
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100 d l s t = sorted ( [ ( 4 ∗ a∗c−b∗∗2 , a , b , c ) for ( a , b , c ) in

c o e f f s ] )

101 c o e f f s = [ ( a , b , c ) for (d , a , b , c ) in d l s t ]

102

103 m = matrix (QQ, [ [ f [ x ] for x in c o e f f s ] for f in Maass ] )

104 i f verbose :

105 print (m. p ivo t s ( ) )

106 supportmaass = [ c o e f f s [ j ] for j in m. p ivo t s ( ) ]

107 i f verbose :

108 print ( supportmaass )

109 i f len ( supportmaass ) < len (Maass ) :

110 i f wri teout :

111 doc . wr i t e ( ’ prec too low ’ + ’ \n ’ )

112 doc . c l o s e ( )

113 raise RuntimeError ( ” support too smal l ; i n c r e a s e

p r e c i s i o n ” )

114

115 t2 = time . time ( )

116 s t = ” f i nd i n g support took %f seconds ” % ( t2 − t1 ) + ’ \n ’

117 i f verbose :

118 print s t

119 i f wri teout :

120 doc . wr i t e ( s t + ’ \n ’ )

121

122 # Compute f u l l Hecke matrix

123

124 v = [ support [ i ] for i in range ( len ( spanset ) ) ]

125

126 T = matrix ( [ [ f [ x ] for f in CuspImages ] for x in v ] )

127 F = matrix ( [ [ f [ x ] for f in spanset ] for x in v ] )

128 i f det (F) == 0 :

129 i f wri teout :

130 doc . wr i t e ( ’ prec too low ’ + ’ \n ’ )

131 doc . c l o s e ( )

132 raise RuntimeError ( ” det F = 0 ; i n c r e a s e p r e c i s i o n ” )

133

134 MT = T∗(F . i nv e r s e ( ) )

135
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136 v = [ supportmaass [ i ] for i in range ( len (Maass ) ) ]

137

138 TMas = matrix ( [ [ f [ x ] for f in MaassImages ] for x in v ] )

139 FMas = matrix ( [ [ f [ x ] for f in Maass ] for x in v ] )

140 i f det (FMas) == 0 :

141 i f wri teout :

142 doc . wr i t e ( ’ prec too low ’ + ’ \n ’ )

143 doc . c l o s e ( )

144 raise RuntimeError ( ” det FMas = 0 ; i n c r e a s e p r e c i s i o n

” )

145

146 MTMas = TMas∗(FMas . i nv e r s e ( ) )

147

148 i f charpoly :

149 poly1 = MT. charpoly ( )

150 poly2 = MTMas. charpoly ( )

151 f = poly1 /poly2

152 return f . numerator ( )

153

154 t3 = time . time ( )

155 s t = ”computing Hecke matr i ce s took %f seconds ” % ( t3 − t2

) + ’ \n ’

156 i f verbose :

157 print s t

158 i f wri teout :

159 doc . wr i t e ( s t + ’ \n ’ )

160

161 # Compute charpo ly mod p to determine Galo i s group an

i r r e d u c i b i l i t y

162

163 p = 1

164 type1 prime = None

165 type2 prime = None

166 type3 prime = None

167 Gal = None

168 i r r e d = None

169 denom = MT. denominator ( ) ∗MTMas. denominator ( )

170
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171 while ( ( ( type1 prime i s None ) or ( type2 prime i s None ) or

( type3 prime i s None ) ) and (p < PRIME BOUND) ) :

172 p = next pr ime (p)

173 while (denom % p == 0) :

174 p = next pr ime (p)

175

176 MTp = MT. change r ing (GF(p) )

177 poly1 = MTp. charpoly ( )

178 MTMasp = MTMas. change r ing (GF(p) )

179 poly2 = MTMasp. charpoly ( )

180 poly = ( poly1 / poly2 ) . numerator ( )

181

182 i f poly . degree ( ) < 2 :

183 i r r e d = True

184 Gal = True

185 break

186 i f verbose :

187 print p , ’ \n ’ , poly

188 i f ( type1 prime i s None ) and poly . i s i r r e d u c i b l e ( ) :

189 i r r e d = True

190 type1 prime = p

191 i f ( type3 prime i s None ) and i s p r ime ( poly .

degree ( ) ) :

192 type3 prime = p

193 continue

194 i f not poly . i s s q u a r e f r e e ( ) :

195 continue

196 f a c t = poly . f a c t o r ( )

197 l s t = sorted ( [ g [ 0 ] . degree ( ) for g in f a c t ] )

198 i f ( type2 prime i s None ) and i s t y p e I I ( l s t ) :

199 type2 prime = p

200 i f ( type3 prime i s None ) and i s t y p e I I I ( l s t ) :

201 type3 prime = p

202 i f ( ( type1 prime i s None ) or ( type2 prime i s None ) or (

type3 prime i s None ) ) and (Gal i s None ) :

203 print ”Prime bound exceeded without f i nd i n g primes

o f each type”

204 else :
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205 #pr in t ”Galo i s group equa l to the f u l l symmetric

group S {%d}” % po ly . degree ( )

206 Gal = True

207

208 t4 = time . time ( )

209 s t = ”computing c h a r a c t e r i s t i c po lynomia l s took %f seconds

” % ( t4 − t3 ) + ’ \n ’

210 i f verbose :

211 print s t

212 i f wri teout :

213 doc . wr i t e ( s t + ’ \n ’ )

214

215 i f wri teout :

216 doc . wr i t e ( ’ charpoly i r r e d u c i b l e = %s ’ % ( i r r e d ) + ’ \
n ’ )

217 doc . wr i t e ( ’Gal ( charpo ly ) i s S {%d} = %s ’ % ( poly .

degree ( ) , Gal ) + ’ \n ’ + ’ \n ’ )

218 doc . c l o s e ( )

219 return ’ Gal ( charpoly ) i s S {%d} = %s ’ % ( poly . degree ( ) ,

Gal )

220

221

222

223 def ga l o i s g r oup ( poly , PRIME BOUND=2ˆ12 , verbose=False ) :

224 i f poly . degree ( ) < 2 :

225 return True

226 ZP.<x> = ZZ [ ]

227 type1 prime = None

228 type2 prime = None

229 type3 prime = None

230 p = 1

231 while ( ( ( type1 prime i s None ) or ( type2 prime i s None ) or

( type3 prime i s None ) ) and (p < PRIME BOUND) ) :

232 p = next pr ime (p)

233 f = poly . change r ing (GF(p) )

234 i f verbose :

235 print f

236 i f ( type1 prime i s None ) and f . i s i r r e d u c i b l e ( ) :
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237 type1 prime = p

238 i f ( type3 prime i s None ) and i s p r ime ( f . degree

( ) ) :

239 type3 prime = p

240 continue

241 i f not f . i s s q u a r e f r e e ( ) :

242 continue

243 f a c t = f . f a c t o r ( )

244 l s t = sorted ( [ g [ 0 ] . degree ( ) for g in f a c t ] )

245 i f ( type2 prime i s None ) and i s t y p e I I ( l s t ) :

246 type2 prime = p

247 i f ( type3 prime i s None ) and i s t y p e I I I ( l s t ) :

248 type3 prime = p

249 i f ( ( type1 prime i s None ) or ( type2 prime i s None ) or (

type3 prime i s None ) ) :

250 print ”Prime bound exceeded without f i nd i n g primes

o f each type”

251 else :

252 print ”Galo i s group equal to the f u l l symmetric

group S {%d}” % f . degree ( )

253 return True

254

255 def i s t y p e I I ( l s t ) :

256 mylst = copy ( l s t )

257 i f mylst . count (2 ) != 1 :

258 return False

259 mylst . remove (2 )

260 for l in mylst :

261 i f ( l % 2) == 0 :

262 return False

263 return True

264

265 def i s t y p e I I I ( l s t ) :

266 return ( i s p r ime ( l s t [−1]) and ( l s t [−1] > sum( l s t ) /2) )
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