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ABSTRACT. We consider inverse problems where the conditional distribution of the observation \( y \) given the latent variable of interest \( x \) (also known as the forward model) is known, and we have access to a data set in which multiple instances of \( x \) and \( y \) are both observed. In this context, algorithm unrolling has become a very popular approach for designing state-of-the-art deep neural network architectures that effectively exploit the forward model. We analyze the statistical complexity of the gradient descent network (GDN), an algorithm unrolling architecture driven by proximal gradient descent. We show that the unrolling depth needed for the optimal statistical performance of GDNs is of order \( \log(n)/\log(\varphi_n^{-1}) \), where \( n \) is the sample size, and \( \varphi_n \) is the convergence rate of the corresponding gradient descent algorithm. We also show that when the negative log-density of the latent variable \( x \) has a simple proximal operator, then a GDN unrolled at depth \( D' \) can solve the inverse problem at the parametric rate \( O(D'/\sqrt{n}) \). Our results thus also suggest that algorithm unrolling models are prone to overfitting as the unrolling depth \( D' \) increases. We provide several examples to illustrate these results.

1. Introduction

Inverse problems are common problems in science and engineering where one seeks information on a latent variable of interest, given some related observation. We consider an inverse problem with a latent quantity of interest \( x \in \mathbb{R}^d_x \) that is related to the observed variable \( y \in \mathbb{R}^d_y \) through the so-called forward statistical model

\[
  y \mid x \sim e^{-f(y|x)}dy,
\]
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for some function $f(\cdot | x) : \mathbb{R}^{d_y} \to \mathbb{R}$. Throughout the paper, unless otherwise stated, all model densities are defined with respect to the corresponding Lebesgue measure. Although the function $f$ is unknown in general, we focus in this work on inverse problems for which the forward model is well-understood and $f$ is known. This is the case with many inverse problems in imaging. An important special case in the applications is the Gaussian linear model corresponding (up to an additive constant that we ignore) to

$$f(y|x) = \frac{1}{2v^2} \|y - Ax\|_2^2,$$

with known parameters $v > 0$, and $A \in \mathbb{R}^{d_y \times d_x}$. When the inverse problem is ill-posed, additional knowledge is fundamental for good recovery of $x$. For example in the linear regression model (2), it is well-known that without any additional assumption, the minimax optimal rate in the estimation of $x$ is of order $\sqrt{d_x/d_y}$. However this rate can be improved if $x$ is known to possess some additional features such as smoothness or sparsity. A Bayesian perspective is particularly simple. If $\mu_0$ denotes a prior distribution that encodes the information available on $x$, then $x$ is inferred using its posterior distribution

$$\pi_{\mu_0}(dx|y) \propto \mu_0(dx)e^{-f(y|x)}.$$  

Inverse problems have a long history in statistics and applied mathematics, and the posterior distribution in (3) as well as related penalized estimators are the backbone of rigorous inference Bissantz et al. (2007); Stuart (2010); Knapik et al. (2011); Blanchard & Mücke (2018); Rastogi et al. (2020). When valid information are available on $x$ and appropriately encoded in $\mu_0$, the posterior distribution $\pi_{\mu_0}$ can enjoy better statistical properties than say, the minimizer of $x \mapsto f(y|x)$. However, finding such good prior distributions is often very challenging in many applications.

1.1. **Learning to solve inverse problems.** In a growing number of settings, particularly in image restoration tasks, researchers have access to datasets in which the latent variable $x$ and the related observation $y$ are both observed. Indeed such datasets can often be simulated in settings where $f$ is known. Hence, suppose that we have a dataset $D = \{(x_i, y_i), 1 \leq i \leq n\}$ of i.i.d. samples, such that for $1 \leq i \leq n$,

$$x_i \sim \mu, \quad \text{and} \quad y_i \mid x_i \sim e^{-f(y_i|x_i)}dy_i, \text{and where } \mu(dx) = \frac{1}{c\mu}e^{-\mathcal{R}(x)}dx,$$

for some function $\mathcal{R} : \mathbb{R}^{d_x} \to \mathbb{R}$, and a normalizing constant $c\mu$. Hence under (4), $\mu$ is the marginal distribution of the latent variables. The conditional distribution of $x_i$ given $y_i$ is then given by

$$\pi(dx|y_i) \propto \exp(-\mathcal{R}(x) - f(y_i|x))dx,$$
and its modal value is given by the function \( g : \mathbb{R}^d_y \rightarrow \mathbb{R}^d_x \) with

\[
g(y) \overset{\text{def}}{=} \arg\min_{x \in \mathbb{R}^d_x} [f(y|x) + \mathcal{R}(x)].
\] (5)

We will assume below that \( g(y) \) is uniquely defined. We stress again that the distribution \( \mu \) in (4) is not a prior distribution of \( x \) as selected by the researcher, but the actual marginal distribution of \( x \) unknown to the researcher. Hence \( g \) and \( \pi(\cdot|y) \) are typically unknown. In fact, one of the key challenges in inverse problems is building a prior distribution \( \mu_0 \) that is as close as possible to \( \mu \) so that the resulting posterior distribution as given in (3) approximates well the corresponding conditional distribution.

In keeping with the assumption that \( x \) possesses additional structures, in many inverse problems the support of the marginal distribution \( \mu \) lays in a much smaller (but unknown) subspace of \( \mathbb{R}^d_x \). As a result of such marginal distribution concentration, it is often the case that the conditional distribution of \( x \) given \( y \) is also tightly concentrated around \( g(y) \), in the sense that

\[
x_i = g(y_i) + \xi_i, \text{ where } E(\xi_i | y_i) \approx 0, \ 1 \leq i \leq n.
\] (6)

The representation (6) makes clear that in such settings where we have an informative (but unknown) marginal distribution, and given a dataset \( D \), one can learn the function \( g \) by regressing \( x \) on \( y \). In other words, we can learn to solve directly the inverse problem by regression using the dataset \( D \). The approach has become popular in computational imaging (Burger et al. (2012); Xie et al. (2012); Lucas et al. (2018); Yang et al. (2016); Ravishankar et al. (2017); Aggarwal et al. (2017); Chun & Fessler (2018); Zhang et al. (2017); Liu et al. (2019); Li et al. (2020)). A remarkable contribution of this literature is a number of specific deep neural network architectures generally called algorithm unrolling networks that leverage the structure of the forward model (Gregor & LeCun (2010); Sreter & Giryes (2018); Sulam et al. (2020); Tolooshams et al. (2020)), see also the reviews (Ongie et al. (2020); Shlezinger et al. (2021); Monga et al. (2021)).

However a fundamental question that has not been addressed in the literature so far is how well one can estimate the function \( g \) using these unrolling-based deep neural network architectures.

### 1.2. Main contributions

To address this problem, and assuming that the data generating process (6) holds, we consider the nonparametric regression model

\[
x_i = g_W(y_i) + \epsilon_i, \quad i = 1, \ldots, n,
\] (7)
with regression errors $\mathbf{e}_i \sim_{i.i.d.} \mathcal{N}(0, \sigma^2 I_{d_x})$, for some positive variance parameter $\sigma^2$ taken as known for simplicity, and for a function class $\{g_W, W \in \mathcal{W}\}$, where $g_W : \mathbb{R}^{d_y} \rightarrow \mathbb{R}^{d_x}$ is a gradient descent neural network (GDN) function obtained by unrolling $D'$ times a parametrized proximal gradient descent algorithm for solving (5). We give precise definition below. The architecture thus makes explicit use of the forward map $f$. We develop a sparse Bayesian framework for estimating $\mathcal{R}$ using a spike-and-slab prior distribution on the parameter $W$, and we analyze the statistical performance of the resulting estimator of $g$. We focus on the setting where the function $\mathcal{R}$ is convex, but not necessarily differentiable. Under some additional regularity conditions, and ignoring logarithmic terms, we show that GDN for estimating $g$ achieves the statistical error rate

$$C_1(D') \times n^{-\frac{1}{2+d_x}},$$

for some constant $C_1(D')$ that depends on the unrolling depth $D'$, but also on the input dimensions $d_x, d_y$. Keeping dimensions and the number of unrolling $D'$ fixed, the result implies for example that when $d_y \geq d_x$, the GDN architecture, by making explicit use of the forward model, achieves a better rate than the minimax rate $C_2n^{-\frac{1}{2+d_y}}$ for estimating $g : \mathbb{R}^{d_y} \rightarrow \mathbb{R}^{d_x}$ viewed as a Lipschitz function. We note however that these constants $C_1(D'), C_2$ can depend poorly on the dimensions $d_x, d_y$.

The convergence rate of the estimator can be faster than the aforementioned rate. Indeed, we also show that when the proximal map of $\mathcal{R}$ is simple and can be well-approximated by a simple neural network function, then the GDN architecture achieves a faster statistical rate. For instance, if $\mu$ is as in (20) below, a common assumption in image restoration tasks, then ignoring log terms, our result shows that the GDN achieves the parametric rate $C_3 \times D' / \sqrt{n}$, for some dimension-dependent constant $C_3$. Importantly, our result thus suggests that the statistical performance of a GDN unrolled at depth $D'$ deteriorates as $D'$ increases, implying an overfitting phenomenon. Although we do not have a matching lower bound theory to confirm this overfitting phenomenon, we have performed extensive numerical experiments that all show an overfitting of the model as $D'$ increases.

One of the practical challenges in building a GDN is the lack of theoretical guidelines in the choice of the depth $D'$. An offshoot of our theoretical analysis is the derivation that the best performance of a GDN is achieved by scaling the network depth as $D' \sim \log(n) / \log(\varrho_n^{-1})$, where $\varrho_n$ is the convergence rate of the proximal gradient algorithm for solving (5).

---

1The poor dependence on the input dimensions is not specific to our work, and is rooted in the current state of knowledge in deep learning approximation theory (see e.g. Yarotsky (2017)).
1.3. **Related work.** Most of the existing theoretical results on algorithm unrolling have studied the approximation capability of the resulting function class in the linear case. For instance Chen et al. (2018) studied the capability of the GDN function class to recover directly the signal $x$ in the linear model (2). Gilton et al. (2020) proposed a novel unrolling architecture based on the Neumann series identity, and studied its approximation capability in the noiseless version of the linear model (2). To the best of our knowledge, our work is the first to analyze the statistical properties of algorithm unrolling in a way that accounts for both its approximation capability and its complexity.

Several prior works have also considered the statistical complexity of other deep learning models using a similar nonparametric regression setting where regularization is explicitly introduced to control model complexity Barron & Klusowski (2018); Schmidt-Hieber (2020); Taheri et al. (2021); Ee et al. (2020). Our framework is closer to Polson & Ročková (2018) and employs a Bayesian approach. However none of these results can be directly applied to algorithm unrolling architectures. Another unique feature of our framework that is worth emphasizing is that it produces posterior distributions that are computationally tractable using the sparse asynchronous SGLD of (Atchadé & Wang (2021)).

Finally we contrast our nonparametric regression approach with the two-step approach proposed for instance by Chang et al. (2017), where the proximity operator of $R$ is first estimated from the dataset $D$, and $g$ is then estimated by solving (5) using the estimated proximal operator obtained from the first step. The strategy seems statistically sub-optimal because the estimation of the proximal operator requires estimating the density of $\mu$ in general, which is a fundamentally more difficult statistical problem (Samworth (2018)). However it is conceivable that an adaptive density estimation method may exist that achieve better rates for densities with simple proximal maps, thus matching the approach developed here. More research is needed on this topic.

1.4. **Outline of the paper.** The remainder of the paper is organized as follows. We close this introduction with some general notations. The main results are described in Section 2. The results are obtained using a more general Bayesian posterior contraction result of independent interest that we described in Section 4. Some supporting numerical illustrations are presented in Section 3. All the proofs are postponed to Appendix A.
1.5. **Notations.** We define the sub-Gaussian norm of a probability measure \( \nu \) on \( \mathbb{R}^d \) with expected value \( m \) as the smallest constant \( c \) for which the following holds

\[
\int_{\mathbb{R}^d} e^{(u,z-m)\nu(dz)} \leq e^{c\|u\|_2^2 / 2}, \quad \text{for all } u \in \mathbb{R}^d.
\]

If \( Z \) is a random variable with distribution \( \nu \), we write \( \|Z\|_{\psi_2} \) to denote the sub-Gaussian norm of \( \nu \). We note that this definition applies also to conditional densities, and we write \( \|Z|X\|_{\psi_2} \) to denote the sub-Gaussian norm of the conditional distribution of \( Z \) given \( X \).

Throughout the paper the notation \( a \lesssim b \) means that \( a \leq cb \), for some constant \( c \) that does not depend on the sample size \( n \).

1.5.1. **Vectorization.** Let \( \{h_W, W \in W\} \) denote a generic deep neural network class of function where \( h_W : \mathbb{R}^{p_0} \to \mathbb{R}^{p_D} \), with parameter \( W = (W_D, \ldots, W_1) \in W \equiv \mathbb{R}^{p_D \times p_{D-1}} \times \cdots \times \mathbb{R}^{p_1 \times p_0} \). By vectorization, we will view \( W \) as the Euclidean space \( \mathbb{R}^{q} \) (where \( q \equiv \sum_{\ell=1}^{D} p_{\ell} (p_{\ell}-1) \)), and we will use a generic notation \( \| \cdot \|_2 \) to denote its Euclidean norm. Similarly, we will write \( \|W\|_0 \) (resp. \( \|W\|_{\infty} \)) to denote the number of non-zeros components of \( W \) (resp. the largest absolute value of the components of \( W \)). For any \( 1 \leq \ell \leq D \), we will similarly view \( W_\ell \) as a vector element of \( \mathbb{R}^{p_{\ell} \times (p_{\ell}-1)} \), and define similarly \( \|W_\ell\|_2 \), \( \|W_\ell\|_0 \) and \( \|W_\ell\|_{\infty} \). Hence, in what follows, for a matrix \( M \), \( \|M\|_2 \) will always denote the Frobenius norm of \( M \), not its spectral norm. We will write the spectral norm as \( \| \cdot \|_{\text{op}} \).

2. **Learning to solve inverse problems**

Summarizing the introductory discussion on the data generating process, we make the following assumption.

**H 1.** We have a data set \( \mathcal{D} = \{(x_i, y_i), \ 1 \leq i \leq n\} \) of i.i.d. samples generated according to (4) such that for \( 1 \leq i \leq n \),

\[
x_i = g(y_i) + \xi_i, \quad \text{where} \quad \mathbb{E}(\xi_i \mid y_i) = 0,
\]

for some independent error terms \((\xi_1, \ldots, \xi_n)\). Furthermore we assume that each \( \xi_i \) is a conditionally sub-Gaussian random vector given \( y_i \), with a non-random sub-Gaussian norm \( \sigma_i < \infty \).

**Remark 1.** Assumption **H1** formalizes the discussion in the introduction on the concentration of the conditional distribution of \( x_i \) given \( y_i \). As expanded upon in the introduction, this assumption is conceptually justified in settings where the latent variable \( x \) has additional structures, and the marginal distribution of \( x \) is concentrated on a low-dimensional subset of \( \mathbb{R}^{d_x} \). Checking **H1** is similar to establishing a
Bernstein-von Mises theorem for the conditional distribution of $x_i$ given $y_i$, a challenging problem that is beyond the scope of this work (Vaart (1998); Bickel & Kleijn (2012); Nickl (2017); Nickl & Sohl (2019)).

Let $\varsigma_i$ denote the conditional sub-Gaussian norm of $\|\xi_i\|_2$ given $y_i$. The conditional sub-Gaussian assumption on $\xi_i$ imposed in Assumption 1 implies that $\varsigma_i < \infty$ (see e.g. Theorem 3.1.1 of Vershynin (2018)). Throughout we set

$$\bar{\sigma} \stackrel{\text{def}}{=} \max_{1 \leq i \leq n} \sigma_i,$$

and

$$\bar{\varsigma} \stackrel{\text{def}}{=} \max_{1 \leq i \leq n} \varsigma_i.$$

2.1. **Gradient descent networks.** We consider the nonparametric regression (7), where $\{g_W, W \in \mathcal{W}\}$ is a gradient descent network (GDN) function class that we now define. First we introduce a generic feed-forward deep neural network function $H_W : \mathbb{R}^{d_x} \to \mathbb{R}^{d_x}$. Let $D > 0$ be the depth of the network. Let $(p_D, \ldots, p_0)$ be a sequence of integers representing the sizes of the layers of the network, with $p_0 = d_x$, and $p_D = d_x$. For $1 \leq \ell \leq D$, let $a_\ell : \mathbb{R}^{p_\ell} \to \mathbb{R}^{p_\ell}$ be activation functions that we assume Lipschitz: for all $z_1, z_2 \in \mathbb{R}^{p_\ell}$,

$$a_\ell(0) = 0, \quad \text{and} \quad \|a_\ell(z_1) - a_\ell(z_2)\|_2 \leq \|z_1 - z_2\|_2. \quad (8)$$

For $B \in \mathbb{R}^{p_\ell \times p_{\ell-1}}$, we set

$$\Psi_\ell^{(B)}(z) \stackrel{\text{def}}{=} a_\ell(Bz), \quad z \in \mathbb{R}^{p_{\ell-1}}. \quad (9)$$

With parameter $W = (W_D, \ldots, W_1)$, where $W_\ell \in \mathbb{R}^{p_\ell \times p_{\ell-1}}$, we consider the function $H_W : \mathbb{R}^{d_x} \to \mathbb{R}^{d_x}$ defined as

$$H_W(x) = \Psi_{W_D}^{(D)} \circ \cdots \circ \Psi_{W_1}^{(1)}(x), \quad x \in \mathbb{R}^{d_x}, \quad (10)$$

where $f \circ g$ is the composition of $f$ with $g$.

**Remark 2.** Feed-forward deep neural network models are usually written with additional bias terms (that is, by defining $\Psi_\ell^{(B)}(z)$ as $a_\ell(Bz + b)$). However our formulation incurs no loss of generality, since these bias parameters can always be subsumed into the matrix $B$, by appropriately enlarging $B$ and adding an intercept to the input.

Given $\gamma > 0$, we use the function $H_W$ to approximate the proximal map of $\gamma R$ (where $R$ is as in [1]), defined as

$$\text{Prox}^{\gamma R}(x) \stackrel{\text{def}}{=} \text{Argmin}_{u \in \mathbb{R}^{d_x}} \left[ \gamma R(u) + \frac{1}{2} \|u - x\|_2^2 \right].$$

Given a step-size $\gamma > 0$, $W \in \mathcal{W}$, and $y \in \mathbb{R}^{d_y}$ we thus define the function $F_{y,W} : \mathbb{R}^{d_x} \to \mathbb{R}^{d_x}$ by

$$F_{y,W}(x) \stackrel{\text{def}}{=} H_W(x - \gamma \nabla_x f(y|x)).$$
Given $D' \geq 1$ (the depth of the network), we consider the function $g_W$ defined as

$$g_W(y) \overset{\text{def}}{=} F_{y,W}(x(0)) \circ \cdots \circ F_{y,W},$$

for some initial value $x(0) \in \mathbb{R}^{d_x}$. We note that in addition to $W$, the function $g_W$ depends also on the step-size $\gamma$, the depth $D'$, and the initial value $x(0)$. The network architecture in (11) is the so-called (proximal) gradient descent network (GDN), and belong to the class of so-called algorithm unrolling (or unfolding) deep learning models, where a statistical model is built by iterating an optimization algorithm. Many variations have been proposed in the literature based on various other optimization schemes (we refer the reader to the references in the introduction).

For $x \in \mathbb{R}^{d_x}$, and $y \in \mathbb{R}^{d_y}$, we set

$$F_y(x) \overset{\text{def}}{=} \text{Prox}^{\gamma R}(x - \gamma \nabla_x f(y | x)).$$

Looking at the definition of (11), it is clear that under appropriate convexity assumptions and for well-selected step size $\gamma$, the convergence of $F^j_y(x)$ toward $g(y)$ is guaranteed, where $h^j$ denotes the composition of $h$, $j$ times. Therefore, if for some $W$, $H_W \approx \text{Prox}^{\gamma R}$, then we can expect $g_W \approx g$ for $D'$ sufficiently large, by standard convex optimization theory. As a result, the function class $\{g_W, W \in W\}$ typically has good skills in approximating $g$. We impose next the necessary assumptions for the intuition above to hold.

**H2.**

1. The function $\mathcal{R} : \mathbb{R}^{d_x} \to \mathbb{R}$ is convex. There exists $M$ such that for all $y \in \mathbb{R}^{d_y}$, the function $x \mapsto f(y | x)$ is convex, differentiable, and with a $M$-Lipschitz gradient. Furthermore, the step-size $\gamma$ satisfies $0 < \gamma \leq M^{-1}$, and for all $y \in \mathbb{R}^{d_y}$, $g(y)$ is uniquely defined.

2. There exist $R_0 < \infty$, $\rho_n \in [0, 1)$ such that for all $k \geq 1$,

$$\max_{1 \leq i \leq n} \|F^k_{y_i}(x(0)) - g(y_i)\|_2 \leq R_0 \rho_n^k.$$

**Remark 3.** Assumption H2-1 is a standard set up for proximal gradient descent (Parikh & Boyd (2013)). Assumption H2-2 is stronger and imposes a linear convergence rate. It is well-known to hold for strongly convex problems. For problems where a local linear convergence holds, H2-2 can also be shown to follow from H2-1 when $x(0)$ is close enough to the solution. For instance it is known that such local linear convergence of proximal gradient descent holds for the lasso problem (Tao et al. (2016)). The main challenge to go beyond the linear rate is the fact that sub-linear rates are typically expressed in terms of the function value, not in terms of the parameter as needed here.
We also impose the following assumption that models the approximation of the proximal map $\text{Prox}^{\gamma R}$.

**H3.** There exist $\beta_1, \beta_2 \geq 0$, such that for all $\epsilon \in (0, 1)$ we can construct a feed-forward deep neural network $H_W$, as in (10), with depth $1 \leq D \leq D_0 \log(\sqrt{d_x}/\epsilon)$, maximum layer size no larger than $N_0 (\sqrt{d_x}/\epsilon)^{\beta_1}$, maximum parameter absolute value $\|W\|_\infty$ no larger than $1$, and maximum sparsity $\|W\|_0$ no larger than $s_0 (\sqrt{d_x}/\epsilon)^{\beta_2}$, for constants $D_0, N_0, s_0$ that do not depend on $\epsilon$ such that for all $R < \infty$,

$$\sup_{x: \|x\|_2 \leq R} \|H_W(x) - \text{Prox}^{\gamma R}(x)\|_2 \leq \epsilon. \quad (12)$$

Furthermore, there exists $R_1 < \infty$ such that with the constructed network $H_W$,

$$\max_{j \geq 1} \max_{1 \leq i \leq n} \|F_{y_i, W}(x^{(0)})\|_2 \leq R_1. \quad (13)$$

**Remark 4.** Since $x \mapsto \text{Prox}^{\gamma R}(x)$ is a Lipschitz map, we can always invoke classical deep learning approximation theory for smooth functions (see e.g. Schmidt-Hieber (2020); DeVore et al. (2021)) to conclude that Assumption 3 holds with $\beta_1 = \beta_2 = d_x$. However better approximation is possible if $\text{Prox}^{\gamma R}$ is a simple map.

The condition in (13) is a technical assumption that simplifies the mathematical analysis. It can be automatically enforced by adding a layer-normalization layer in $H_W$ (Ba et al. (2016)).

### 2.2. Bayesian inference using spike-and-slab priors.

We consider the problem of fitting model (7), where $\{g_W, W \in \mathcal{W}\}$ is the GDN function class constructed in (11). The parameter space is $\mathcal{W} \overset{\text{def}}{=} \mathbb{R}^{PD \times PD-1} \times \cdots \times \mathbb{R}^{P_1 \times P_0}$. As indicated at the end of the introduction, at times we shall view $\mathcal{W}$ as the Euclidean space $\mathbb{R}^q$, where

$$q \overset{\text{def}}{=} \sum_{\ell=1}^D (p_\ell \times p_{\ell-1}).$$

Our initial motivation in this work comes from inverse problems in remote sensing. It was therefore important for us to analyze a statistical procedure that can be implemented in practice. An important shortcoming of the current statistical theory of deep learning models under sparsity constraints (Barron & Klusowski (2018); Schmidt-Hieber (2020); Taheri et al. (2021); Ee et al. (2020)) is the lack of computational tractability of the resulting estimators. To address this issue we propose to fit the model $\{g_W, W \in \mathcal{W}\}$ in a Bayesian framework using a spike and slab prior (Atchade & Bhattacharyya (2018)). To that end, we introduce a sparsity structure parameter $\Lambda = (\Lambda_D, \ldots, \Lambda_1) \in \mathcal{S} \overset{\text{def}}{=} \{0, 1\}^{PD \times PD-1} \times \cdots \times \{0, 1\}^{P_1 \times P_0}$ that encodes
the support of $W$. We assume that $\Lambda$ has a prior distribution given by
\[
\Pi_0(\Lambda) \propto \left(\frac{1}{q}\right)^{(u+1)\|\Lambda\|_0}, \quad \Lambda \in \mathcal{S},
\] (14)
for some parameter $u \geq 1$. This prior corresponds to the assumption that the entries of $\Lambda$ are independent Bernoulli random variables $\text{Ber}((1 + q^{u+1})^{-1})$. Given $\Lambda$ we assume that the entries of $W$ are conditionally independent with joint density
\[
\Pi_0(W|\Lambda) = \prod_{\ell=1}^D \prod_{(i,k): \Lambda_{\ell,i,k}=1} \sqrt{\frac{\rho_1}{2\pi}} e^{-\frac{\rho_1}{2}W_{\ell,i,k}^2} \prod_{(i,k): \Lambda_{\ell,i,k}=0} \sqrt{\frac{\rho_0}{2\pi}} e^{-\frac{\rho_0}{2}W_{\ell,i,k}^2},
\] (15)
for some parameters $0 < \rho_1 < \rho_0$. Throughout the paper, and without further notice we set
\[
\rho_1 = 1.
\] (16)
The variance parameter $\rho_0$ can be chosen fairly arbitrarily. However, in order to ease MCMC sampling from the resulting posterior distribution it is crucial to choose $\rho_0$ small, of order $1/n$. We refer the reader to (Atchade & Bhattacharyya (2018)) for further discussion. Using this prior distribution and the regression model (7), we consider the posterior distribution on $\Theta \overset{\text{def}}{=} \mathcal{S} \times \mathcal{W}$ with density given by
\[
\Pi(\Lambda, W | D) \propto \Pi_0(\Lambda, W) \exp\left(-\frac{1}{2\sigma^2} \sum_{i=1}^n \|x_i - g_{W\circ\Lambda}(y_i)\|_2^2\right),
\] (17)
where $W \circ \Lambda$ denotes the component-wise product of $W$ and $\Lambda$. To use this posterior distribution we draw sample $(\Lambda, W) \sim \Pi(\cdot | D)$, and use $g_{\Lambda \circ W}$ as inversion map. Since $\Lambda$ is typically sparse under $\Pi$, $g_{\Lambda \circ W}$ is a sparse GDN. For $h : \mathbb{R}^{d_x} \to \mathbb{R}^{d_x}$, we set
\[
\|h\|_n \overset{\text{def}}{=} \sqrt{\frac{1}{n} \sum_{i=1}^n \|h(y_i)\|_2^2}.
\]
Our goal is to derive a bound on $\|g_{\Lambda \circ W} - g\|_n$, when $(\Lambda, W) \sim \Pi(\cdot | D)$.

**Theorem 5.** Assume $H_1,H_3$. Consider the nonparametric regression (7) for estimating $g$, where the function class $\{g_W, \ W \in \mathcal{W}\}$ is as defined in (11), and the regression variance parameter $\sigma$ satisfies $\sigma \geq \bar{\sigma}$. Then for all $q$ large enough, and $n \geq \sigma^2 \log(p)$, we can construct a function class $\{H_W, \ W \in \mathcal{W}\}$, such that at unrolling depth $D'$ that satisfies
\[
D' \geq \frac{\log(n)}{-\log(g_n)},
\]
the posterior distribution $\Pi(\cdot | D)$ in (17) satisfies
\begin{equation}
\Pi \left( \| g_\Lambda \odot W - g \|_n > M \bar{\sigma} \frac{(D')^{1+\beta_2} n^{\frac{1}{1+\beta_2}}}{n^{\frac{1}{2}}} | D \right) \leq \frac{12}{q},
\end{equation}

with probability at least $1 - e^{-c_1 n - \frac{c_1}{q}}$, for some absolute constant $c_1$, and a constant $M \lesssim \left( \log(q) \right)^{1/(2+\beta_2)} \log(n)^{3/2}$.

Proof. See Section A.2. \qed

We make several remarks here. (a) In contrast to common practice where $D'$ is often chosen on an ad-hoc manner, Theorem 5 recommends carefully scaling the depth parameter $D'$ as
\[ D' \sim - \log(n)/\log(g_n), \]
for optimal performance. (b) The expression of the rate in (18) suggests that the statistical performance of GDN unrolled at depth $D'$ deteriorates as $D'$ increases, implying an overfitting phenomenon. Although we do not have a matching lower bound theory to confirm this overfitting phenomenon, we have performed several numerical experiments that all show an overfitting of the model as $D'$ increases. (c) Algorithm unrolling allows researchers to build deep neural network architectures that exploit the structure of the problem. Are those architecture provably better than off-the-shelves architectures that do not make use of the forward problem? Our results shed some light on this question. In the setting of H2, the function $g$ of interest is at best Lipschitz. Therefore the minimax rate in the estimation of $g$ in a nonparametric regression setting without further knowledge on the structure of the problem is
\[ C_2 n^{-\frac{1}{2+d_g}}. \]

We can invoke classical deep learning approximation theory (see e.g. Yarotsky (2017); Schmidt-Hieber (2020); DeVore et al. (2021)) to conclude that H3 holds with $\beta_1 = \beta_2 = d_x$. In that case, up to log-terms, we deduce from Theorem 5 that GDN achieves the convergence rate
\[ C_1 n^{-\frac{1}{2+d_g}}. \]

Hence, Theorem 5 implies that in inverse problems where $d_g$ is larger than $d_x$, the unrolling framework has a better convergence rate than the minimax rate of estimating $g$ from the data $D$ in a nonparametric regression. However Theorem 5 has some limitations. Firstly, the constants $C_1, C_2$ in the rates posted above depend

\[ 2\bar{\kappa}/\kappa \]

Indeed, it can be easily shown that if for all $y \in Y$, $x \mapsto f(y|x)$ is strongly convex with strong convexity parameter $\kappa$, and $x \mapsto \nabla_x f(y|x)$ is $\bar{\kappa}$ Lipschitz then $y \mapsto g(y)$ is $L_g$-Lipschitz with

\[ L_g \leq 2\bar{\kappa}/\kappa. \]
on \( d_x \) and \( d_y \) in ways that are poorly understood. This comes from the scalings of constants in current deep neural network approximation theory (Yarotsky 2017; Schmidt-Hieber 2020). Another limitation of current minimax rates is the fact that deep learning models can often adapt to additional properties of the function of interest and converge much faster than the theoretical minimax rate. For instance Schmidt-Hieber (2020) shows that FNN models achieves faster rate in the estimation of compositional functions. We give a similar example below.

(d) The use of the empirical norm

\[
\| u \|_n = \sqrt{\sum_{i=1}^{n} u(y_i)^2}
\]

instead of the \( L^2 \) population norm of \( y \) in (18) is another limitation of our result, although this is a fairly common practice in nonparametric estimation, and does not fundamentally change the resulting contraction rate. More technically, working in the \( L^2 \) norm amounts to the additional control of the term

\[
\sup_{W \in \tilde{W}(j)} \left| \frac{1}{n} \sum_{i=1}^{n} (g_W(y_i) - g(y_i))^2 - \|g_W - g\|_2^2 \right|
\]

in Lemma D.5. Because the sup in (19) is taken over well behaved sets \( \tilde{W}(j) \), this uniform deviation can be controlled using standard tools as in Wainwright (2019) Chapter 14, but would require additional assumptions on the marginal distribution of \( y \) that we wish to avoid making.

2.2.1. Application to sparse marginal distributions. We give another application of Theorem 5 where the posterior predictive function obtained from the GDN achieves the parametric rate. When dealing with images, several authors such as Beck & Teboulle (2010); Dong et al. (2011) have argued that natural image data are often sparse after linear transformation (such as a difference operators, or wavelet transforms), and suggested modeling the marginal distribution \( \mu \) as

\[
\mu(dx) = \frac{1}{\varepsilon_{\mu}} e^{-\mathcal{R}_0(Bx)} dx,
\]

for some simple sparsity inducing function \( \mathcal{R}_0 \), and a non-singular matrix \( B \in \mathbb{R}^{d_x \times d_x} \). In other words, \( \mathcal{R}(x) = \mathcal{R}_0(Bx) \). A common choice is \( \mathcal{R}_0(x) = \lambda \|x\|_1 \) or \( \mathcal{R}_0(x) = \lambda \|x\|_1 + \lambda_2 \|x\|_2^2 \), for parameters \( \lambda, \lambda_1, \lambda_2 \geq 0 \). If \( B \) is an orthogonal matrix, and Prox\(^{\gamma\mathcal{R}_0} \) denotes the proximal operator of \( \mathcal{R}_0 \), then by proximal calculus (see e.g. Lemma 2.8 of Combettes & Wajs (2005)), we have

\[
\text{Prox}^{\gamma\mathcal{R}}(x) = B^{-1} \text{Prox}^{\gamma\mathcal{R}_0}(Bx).
\]

For example, given \( \lambda_1 > 0, \lambda_2 \geq 0 \), suppose that \( \mathcal{R}_0 \) is the elastic-net regularization prior of Zou & Hastie (2005) given by

\[
\mathcal{R}_0(x) = \lambda_1 \|x\|_1 + \frac{\lambda_2}{2} \|x\|_2^2.
\]
Then the proximal of $\gamma R_0$ is $\text{Prox}^\gamma R_0(x) = (s_\gamma(x_1), \ldots, s_\gamma(x_d))^T$, where

$$s_\gamma(x) = \text{ReLU}(x - \gamma \lambda_1) - \text{ReLU}(-x - \gamma \lambda_1),$$

and where $\text{ReLU}(t) := \max(t, 0)$. Therefore, $\text{Prox}^\gamma R_0(x)$ can be represented exactly using a 2-layer ReLu neural network with layer sizes $(d_x, 2d_x)$, and $\text{Prox}^\gamma R(x)$ can be represented exactly using a 4-layer ReLu neural network with layer sizes $(d_x, d_x, 2d_x, d_x)$. Hence, $H3$ holds with depth $D = 4$, $\beta_1 = \beta_2 = 0$. Furthermore, since $R$ is strongly convex, if we focus on the linear regression model and take the forward model as in (2), then $H2$ holds. Hence Theorem 5 yields the following.

**Corollary 6.** Suppose that $H4$ holds with $f$ as in (3), and suppose that $\mu$ is as in (20) with some orthogonal matrix $B$, and $R_0$ as in (22). Suppose also that $\sigma \geq \bar{\sigma}$. Then we can construct a deep learning function class $\{H_W, W \in \mathcal{W}\}$ with depth $D = 4$, such that at unrolling depth $D' \gtrsim -\log(n)/\log(\rho_n)$ the posterior distribution $\Pi(\cdot | D)$ in (17) satisfies

$$\Pi\left(\|g_{A \otimes W} - g\|_n \geq \frac{M\bar{\sigma}D'}{\sqrt{n}} | D\right) \leq \frac{12}{q},$$

with probability at least $1 - \frac{c_1}{q} - e^{-c_1n}$, for some absolute constant $c_1$, where $M$ depends on some log terms that we ignore.

### 3. Numerical Illustration

We illustrate our theoretical results with a toy example, a simulation and a real data deblurring problem. For all examples we draw samples from the posterior distribution (17) using the Sparse Asynchronous Stochastic Gradient Langevin Dynamics (SA-SGLD) sampler of Atchade & Wang (202X), an approximate MCMC sampler designed for posterior distributions of the form (17), that employs asynchronicity for fast sampling. For more details on the approximate correctness of the sampler we refer the reader to Atchade & Wang (202X). Computationally the SA-SGLD sampler is implemented at the cost of 2 back-propagation through the GDN per MCMC iteration.

**3.1. Learning the Elastic Net regression map.** In this section, we illustrate our theoretical results with the example of learning the elastic-net regularization to solve a linear regression model.

**Data generation:** We generate a dataset $D = \{(x_i, y_i), 1 \leq i \leq n\}$ where $x_i \overset{i.i.d.}{\sim} \mu$, and $y_i | x_i \sim N(Ax_i, \nu^2 I_{d_i})$. The entries of the matrix $A$ are generated independently from the standard normal distribution, and we set...
\[ v^2 = 0.001. \] We choose \( \mu(dx) \propto e^{-R_0(Bx)}dx \) as in (20), where \( R_0 \) is the elastic net density as in (22), and \( B = I_{d_x} \). We set \( n = 200, d_x = d_y = 100, \) and \( \lambda_1 = 1, \lambda_2 = 1. \)

**Model architecture.** We specify \( H_W \) as a FNN with depth \( D = 2, \) and layer \((p_0, p_1, p_2) = (d_x, 2d_x, d_x)\). To prevent overfitting, we specify the models to only learn the parameters that connect the nodes between layers in each dimension of \( x_i \), which reduces the number of model parameters to \( q = 7 \times d_x = 700. \) We consider several values of the unrolling depth \( D' \): \( D' = 1 \) (GDN1), \( D' = 5 \) (GDN2), \( D' = 10 \) (GDN3), and \( D' = 20 \) (GDN4) for comparison.

**Training details:** For the Bayesian prior we choose \( \rho_0 = n, \rho_1 = 1, \) and \( u = 1. \) We choose \( \sigma = 0.001 \) in (17), and run the SA-SGLD with a constant step-size \( 2 \times 10^{-6} \) for GDN. The mini-batch size is set to 100. The initial value \( x^{(0)} \) of GDN is set to 0. The MCMC sampler is implemented in Pytorch on a high-performance computer with a Nvidia Tesla V100 GPU. We run the sampler for \( 10^4 \) iterations.

**Evaluation procedure:** For the comparison, we generate 1000 test samples and evaluate the prediction errors of the resulting estimator \( g_{\Lambda \odot W} \), where \( (\Lambda, W) \sim \Pi(\cdot|D) \). The performance of GDN are compared to the performance of \( g \), which in this problem is easily calculated by proximal gradient descent. We do this comparison by computing the error

\[
e(\Lambda, W) = \frac{1}{1000} \sum_{i=1}^{1000} \|g_{\Lambda \odot W}(y_i) - g(y_i)\|_2,
\]

where the average is taking over the test sample. The boxplots in Figure 1 show the distributions of the errors obtained by taking 500 samples of \( (\Lambda, W) \) along the MCMC sampler. In this toy example, \( D' = 10 \) (GDN3) yields the best results and as predicted by our theory, GDN deteriorates as the unrolling depth increases.

### 3.2. Illustration with a simulated data deblurring problem.

Image deblurring is a common inverse problem in computational imaging. Here for illustration, we start with a simulated dataset \( \mathcal{D} \) for experimental purposes.

**Data generation.** We generate \( n = 500 \) images of size \( 16 \times 16 \), that we then blurred using a Gaussian blurring convolution kernel with variance 3 without restriction on the kernel range.

---

\(^3\)The step-size \( \gamma \) of GDN is taken as \( \gamma = \frac{2 \varepsilon^2}{\lambda_{\max}(A' A)} \) a, where \( \lambda_{\max}(A'A) \) is the largest eigenvalue of \( A'A \).

\(^4\)Each image is \( 16 \times 16 \) matrix partitioned into 4 blocks where the upper left and lower right are \( 8 \times 8 \) diagonal matrices with diagonal elements sampled from \( N(20, 0.5) \) and \( N(-10, 0.1) \) respectively, where the upper right is a \( 8 \times 8 \) matrix with entries sampled from \( N(10, 0.1) \), and the lower left a \( 8 \times 8 \) matrix with entries sampled from \( N(-10, 5) \).
**Figure 1.** Distributions of prediction errors on test samples: GDN1 ($D' = 1$), GDN2 ($D' = 5$) and GDN3 ($D' = 10$), GDN4 ($D' = 20$).

**Model architecture.** We construct $H_W$ in (10) as a 3-layer relu-convolutional neural network. The total number of parameters is $q = 18,881$. We evaluate the GDN model at unrolling depth $D' = 2$ (GDN1), $D' = 4$ (GDN2), $D' = 12$ (GDN3) and $D' = 24$ (GDN4), and we do a comparison with two feedforward convolutional neural network (FNN) that do not make use of the forward problem. The first FNN has the same architecture as $H_W$ (FNN1), while the second is a 6-layer FNN with total number of parameter $q = 136,641$ (FNN2). All the layers are padded to keep the image size constant.

**Training details:** For the Bayesian prior, we use $\rho_0 = n, \rho_1 = 1$, and $u = 8000$. We choose $\sigma^2 = 0.01$ in (17), and run the SA-SAGLD with a constant step-size $2 \times 10^{-8}$ for both FNN and GDN. The mini-batch size is set to 50 in both cases. The MCMC sampler are implemented on a Nvidia Tesla V100 GPU system with 384 GB GPU memory running Pytorch. We run both samplers for $10^4$ iterations.

---

5consisting of 3 convolutional layers with respective sizes 3, 3, 1, respective number of filters 32, 64, 1. Each layer except the last layer is followed by a LayerNorm layer and a ReLu layer.

6The 6-layer network consists of 2 convolutional layers, 1 channel-wise fully connected layer, 3 de-convolutional layers with respective sizes 5, 3, 2, 4, 5, 3, respective number of filters 32, 64, 64, 64, 32, 1. Each layer except the last layer is followed by a LayerNorm layer and a ReLu layer.
**Evaluation procedure.** We generate 500 test samples to evaluate the prediction errors of the six models. The boxplots in Figure 2 show the distribution of the mean square error (same as 3.1) of the last 2000 samples of $(\Lambda, W)$ along the MCMC sampler of each model. Figure 3 shows an example of reconstruction from FNN1, FNN2, GDN1, and GDN3. We observe that GDN outperforms FNN1, and can achieve similar performance as FNN2 when the unrolling depth is appropriately selected (not too small, nor too large). The experiment again confirms the importance of scaling appropriately the unrolling depth as highlighted in our theoretical results.

![Figure 2. Test loss comparison between FNN1 (3 conv), FNN2 (3 conv + 1 cfc + 3 deconv), GDN1 ($D' = 2$), GDN2 ($D' = 4$), GDN3 ($D' = 12$) and GDN4 ($D' = 24$)](image)

3.3. **Illustration with CelebA dataset.** We extend the last example to the deblurring of CelebA images [Liu et al. (2015)].

**Data generation.** We randomly select 20,000 images from the celebA dataset that we resize to $64 \times 64$. We generate the corresponding observed measurements $y_i$ through the linear forward model (1), where $A$ is a Gaussian blurring convolution matrix with variance 6.25, and where $\nu^2 = 0.01$ leading to a highly ill-conditioned inverse problem.

**Model architecture.** We take $H_W$ in (10) as a 3-layer relu-convolutional neural network\(^7\). The depth of the GDN is either $D' = 4$ (GDN1), $D' = 12$ (GDN2), or $D' = 24$ (GDN3). The total number of parameters in the same in all three cases and equal to $q = 267,777$. We compare this model with a feedforward architecture that

\(^7\)with kernel sizes 4, 4, 2, and the number of filters that we take here as 256, 256, 1. All padded to keep image size constant.
The total number of parameter of the FNN is $q = 2, 271, 297$.

**Training details:** In the MCMC, the mini-batch size taken as $B = 164$, and the step-size is taken as $\gamma = 10^{-9}$ for FNN, GDN2, and GDN3, and $\gamma = 10^{-8}$ for GDN1. We run the algorithms for 80,000 iterations using a high-performance computer with a Nvidia Tesla V100 GPU running Matlab 2022a.

**Evaluation procedure.** Figure 4 shows the distributions of the test error from 500 drawn from the MCMC sampler after burn-in. We see again that at appropriate depth GDN matches FNN. However we see a decrease in performance at deeper depth $D’ = 24$, which again suggests overfitting. Figure 5 shows three examples of reconstructed images.

### 4. A general Bayesian posterior contraction result

Theorem 5 is derived as special cases of a more general result of independent interest that we establish in this section. We consider again the regression model (7), where \{g_W, W \in \mathcal{W}\} is some arbitrary deep neural network function class. We assume that the parameter space is $\mathcal{W} \triangleq \mathbb{R}^{p_D \times p_{D-1}} \times \cdots \times \mathbb{R}^{p_1 \times p_0}$, for some depth $D \geq 1$, and layer dimensions $p_0, p_1, \ldots, p_D \geq 1$. As indicated at the end of the introduction, at

---

8With 3 convolutional layers (with size 4, 4, 2, filter number 256, 256, 32, and strides 1, 2, 1) followed by 4 corresponding deconvolutional layers (with kernel size 2, 4, 4, 2, filter number 32, 256, 256, 1, and strides 1, 2, 1, 1).
times we shall view $W$ as the Euclidean space $\mathbb{R}^q$, with Euclidean norm denoted $\| \cdot \|_2$, where

$$q \overset{\text{def}}{=} \sum_{\ell=1}^{D} (p_{\ell} \times p_{\ell-1}).$$

We make the following local Lipschitz assumption on the function class.

**H 4.** For all $0 < \eta < \infty$, there exists $L(\eta) \geq 1$ such that for all $W, W' \in W$ that satisfy $\max(\|W\|_2, \|W'\|_2) \leq \eta$, and for all $y \in Y$, we have

$$\|g_W(y) - g_{W'}(y)\|_2 \leq L(\eta)\|W - W'\|_2. \quad (23)$$

The constant $L(\eta)$ is a local Lipschitz constant of the function $W \mapsto g_W(y)$. Controlling appropriately these local Lipschitz constants is a major theoretical challenge in dealing with deep neural networks.
Theorem 7. Suppose that the dataset \( \mathcal{D} \) is generated as in \( H_1 \) and consider the nonparametric regression \( [7] \) for some function class \( \{ g_W, W \in \mathcal{W} \} \) that satisfies \( H_4 \), and the corresponding posterior distribution \( [17] \). Suppose that the regression variance parameter \( \sigma \) satisfies \( \sigma \geq \bar{\sigma} \). Let \( \varpi_{\star} = 0, s_{\star} \geq 1 \), be such that

\[
\min \left\{ \| g_W - g \|_{\infty}, W \in \mathcal{W} \text{ s.t. } \| W \|_0 \leq s_{\star}, \| W \|_{\infty} \leq 1 \right\} \leq \varpi_{\star},
\]

and set \( L_{\star} = L(2s_{\star}^{1/2}) \), where the function \( L \) is as in \( H_4 \). Define

\[
s = \left( 1 + \frac{\log(L_{\star} \sqrt{n})}{u \log(q)} \right) s_{\star} = \frac{4n\varpi_{\star}^2}{\sigma^2 u \log(q)}, \quad \text{and} \quad r = \sigma \sqrt{\frac{s \log(q) + s \log(L_{\star})}{n}},
\]

where

\[
L_{\star} = L(s_{\star}^{1/2} b_{\star}), \quad \text{with} \quad b_{\star} = \sqrt{2(1 + u)(1 + s)\log(q)}.
\]

Then for all \( q \) large enough, and \( n \geq \sigma^2 \log(q) \), we can find a constant \( M^2 \geq u \max((\sigma/\bar{\sigma})^2, 1) \), and absolute constant \( c_1 \) such that

\[
\Pi \left( \| g_{\Lambda \odot W} - g \|_n > M r | \mathcal{D} \right) \leq \frac{12}{q},
\]

with probability at least \( 1 - e^{-c_1 n} - \frac{c_1}{q} \).

Proof. See Section A.1.

Remark 8. Theorem 7 applies well beyond the GDN of interest in this work. For any function class \( \{ g_W, W \in \mathcal{W} \} \) trained under the proposed sparse spike-and-slab prior, one can read off the posterior contraction rate of \( \Pi(\cdot | \mathcal{D}) \) from Theorem 7. The rate is driven by the local Lipschitz constant \( L(\eta) \) of the function class, and the relationship between \( (s_{\star}, \beta_{\star}) \) and \( \varpi_{\star} \), which captures the approximation capability of the function class.

4.1. Sketch of the proof of Theorem 7. To improve readability we give here a high-level description of the proof of Theorem 7. Several approaches have been developed in the literature to study the contraction of posterior distributions. Here we follow an approach due to [Shen & Wasserman (2001)]. The merit of their approach is that it makes a direct connection between the contraction properties of the posterior distribution and the properties of the corresponding log-likelihood empirical process.

Let \( f, \{ f_\theta, \theta \in \Theta \} \) be a family of densities on a measurable space \( Z \) equipped with a reference sigma-finite measure that we write as \( dz \). All densities considered on the sample space \( Z \) are defined with respect to \( dz \). The parameter space \( \Theta \) is some arbitrary measurable space. Let \( \pi \) be a prior probability measure on \( \Theta \). We consider the posterior distribution of \( \theta \) given by

\[
\Pi(A|z) = \frac{\int_A f_\theta(z) \pi(d\theta)}{\int_{\Theta} f_\theta(z) \pi(d\theta)}, \quad A \text{ meas.}, \quad z \in Z.
\]
The next lemma is a generalization of Shen & Wasserman (2001), and summarizes the main arguments used in the proof of Theorem 7.

**Lemma 9.** Let $S, B$ and $\{\Xi_k, k \geq 1\}$ be measurable subsets of $\Theta$, such that $S \cap B^c \subseteq \cup_{k \geq 1} \Xi_k$. Let $\beta > 0$, $\rho \geq 0$ and $\{r_j, j \geq 1\}$ a sequence of positive numbers. Let $E$ be any subset of $Z$ such that

$$E \subseteq \left\{ z \in Z : \int_{\Theta} f_{\theta}(z) \pi(d\theta) \geq e^{-\beta}, \int_{S^c} f_{\theta}(z) \pi(d\theta) \leq \rho \right. \left. \text{ and } \sup_{\theta \in \Xi_j} [\log f_{\theta}(z) - \log f(z)] \leq -r_j \right\}.$$  

(25)

Then for all $z \in E$, we have

$$\Pi(B^c|z) \leq e^{\beta} \left( \rho + \sum_{j \geq 1} e^{-r_j} \right).$$

(26)

**Proof.** Using the lower bound on the normalizing constant provided by the event (25), for $z \in E$, we have

$$\Pi(B^c|z) = \frac{\int_{B^c} f_{\theta}(z) \pi(d\theta)}{\int_{\Theta} f_{\theta}(z) \pi(d\theta)} \leq e^{\beta} \left( \int_{S^c} f_{\theta}(z) \pi(d\theta) + \int_{S \cap B^c} f_{\theta}(z) \pi(d\theta) \right)$$

$$\leq e^{\beta} \left( \rho + \int_{S \cap B^c} f_{\theta}(z) \pi(d\theta) \right).$$

Furthermore, for $z \in E$, the last integral in the last display satisfies

$$\int_{S \cap B^c} f_{\theta}(z) \pi(d\theta) \leq \sum_{j \geq 1} \int_{\Xi_j} \exp (\log f_{\theta}(z) - \log f(z)) \pi(d\theta) \leq \sum_{j \geq 1} e^{-r_j} \pi(\Xi_j).$$

Equation (26) follows by collecting the terms. \qed

**Remark 10.** From the lemma we are left with the problem of finding $\rho, \beta, \{r_j, j \geq 1\}$ such that the right hand size of Equation (26) is small and $P(Z \notin E)$ is small.

5. **Concluding remarks**

There is a need for a deeper theoretical understanding of deep learning models. We have focused here on a class of algorithm unrolling models for inverse problems. And we have shown that for convex inverse problems and under a concentration of measure assumption, GDN can recover the inverse map at optimal rate, provided that the unrolling depth is appropriately tuned. These findings are confirmed in our numerical example. Our results also suggest that algorithm unrolling models are...
prone to overfitting as the unrolling depth $D'$ increases. The theoretical results are obtained as special cases of a more general posterior contraction result for Bayesian deep learning.

One natural question is whether our analysis extends beyond the concentration of measure assumption in Assumption 1. Without the content of H1, a more sensible approach would be to estimate the entire conditional distribution, not just its mean. Several recent works have proposed to extend algorithm unrolling architectures for conditional density estimation in inverse problems (Ardizzone et al. (2019)). Extending our analysis to these conditional density models is an important direction for future research.

Another outstanding challenge not addressed in this work is the computational and memory cost of implementing algorithm unrolling models. Our results suggest that fairly deep (but not too deep) networks are typically needed for optimal performance of GDNs. In practice, the gradient of the loss with respect to $W$ in (17) is typically computed by back-propagation through the entire network of depth $D \times D'$, at a memory cost of order $O(D \times D')$. This often puts severe limitations on the unrolling depth that can be considered (Putzky & Welling (2019)). Mitigating this memory cost and easing the implementation of algorithm unrolling architectures (for instance by developing specialized back-propagation algorithms) is another important problem for future research.
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Appendix A. Proofs

A.1. Proof of Theorem 7

Proof. We follow the same general steps outlined above in Lemma 9. We recall that the dataset is \( D = (x_1, y_1), \ldots, (x_n, y_n) \). For \( W \in W \), we define

\[
F_W(D) \overset{\text{def}}{=} \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \| x_i - g_W(y_i) \|_2^2 \right),
\]

and

\[
F_* (D) \overset{\text{def}}{=} \exp \left( -\frac{1}{2\sigma^2} \sum_{i=1}^{n} \| x_i - g(y_i) \|_2^2 \right). \quad (27)
\]
We recall that $\Theta = \mathcal{W} \times \mathcal{S}$. For any measurable set $A \subset \Theta$, we can write the posterior probability $\Pi(A|\mathcal{D})$ as

$$
\Pi(A|\mathcal{D}) = \frac{\int_A f_{\Lambda \circ W}(\mathcal{D}) \Pi_0(\text{d}\Lambda, \text{d}W)}{\int_{\Theta} f_{\Lambda \circ W}(\mathcal{D}) \Pi_0(\text{d}\Lambda, \text{d}W)}.
$$

(28)

We will repeatedly use the following observation. For $W \in \mathcal{W}$, we have

$$
\log \left( \frac{f_W(\mathcal{D})}{f_*(\mathcal{D})} \right) = \frac{1}{2\sigma^2} \sum_{i=1}^n (\|x_i - g(y_i)\|^2 - \|x_i - gw(y_i)\|^2)
\quad = -\frac{n}{2\sigma^2} \|gw - g\|^2_n - \frac{1}{\sigma^2} \sum_{i=1}^n (x_i - g(y_i), g(y_i) - gw(y_i)).
$$

(29)

Given $s_0 \geq 1$, $\beta_0 \geq 0$, we set

$$
\Theta(s_0, \beta_0) \overset{\text{def}}{=} \{ (\Lambda, W) \in \Theta : \|\Lambda\|_0 \leq s_0, \text{ and } \|\Lambda \circ W\|_{\infty} \leq \beta_0 \},
$$

and

$$
\mathcal{W}(s_0, \beta_0) \overset{\text{def}}{=} \{ W \in \mathcal{W} : \|W\|_0 \leq s_0, \|W\|_{\infty} \leq \beta_0 \}.
$$

We set

$$
s \overset{\text{def}}{=} \frac{1}{u} + \left(1 + \frac{5}{u} + \frac{\log(L_* \sqrt{n})}{u \log(q)} \right) s_* + \frac{4n\omega^2_*}{\sigma^2 u \log(q)}, \text{ and } 
\tilde{s} \overset{\text{def}}{=} \sqrt{\frac{s \log(qL_*)}{n}},
$$

and

$$
\tilde{\alpha} \overset{\text{def}}{=} u s - 1,
$$

where $L_* \overset{\text{def}}{=} L(2s_*^{1/2})$, $L_s \overset{\text{def}}{=} L(2s^{1/2}b_s)$, and $b_s \overset{\text{def}}{=} \sqrt{2p_1^{-1}(1 + u)(s + 1) \log(q)}$, and where $L$ is as in Assumption [4].

Fix $M \geq 2$. For $j \geq 1$ we also set

$$
\mathcal{W}_j(s_0, \beta_0) \overset{\text{def}}{=} \{ W \in \mathcal{W}(s_0, \beta_0) : j(Mr) < \|gw - g\|_n \leq (j + 1)Mr \}.
$$

We shall apply the same idea as in Lemma [9]. Specifically, let

$$
\mathcal{B} \overset{\text{def}}{=} \{ (\Lambda, W) \in \Theta : \|g_{\Lambda \circ W} - g\|_n \leq Mr \},
$$

and consider the $\mathcal{E}$

$$
\mathcal{E} = \left\{ \mathcal{D} : \int_{\Theta} \frac{f_{\Lambda \circ W}(\mathcal{D})}{f_*(\mathcal{D})} \Pi_0(\text{d}\Lambda, \text{d}W) > \frac{1}{4q^2}, \int_{\mathcal{A}(s)} \frac{f_{\Lambda \circ W}(\mathcal{D})}{f_*(\mathcal{D})} \Pi_0(\text{d}\Lambda, \text{d}W) \leq \frac{1}{q^{2s}}
\quad \text{and } \sup_{W \in \mathcal{W}_j(s, b_s)} [\log f_W(\mathcal{D}) - \log f_*(\mathcal{D})] \leq -\frac{n(jMr)^2}{8\sigma^2}, \text{ for all } j \geq 1 \right\},
$$

where $\mathcal{A}(s)$ denotes the complement of $\Theta(s, b_s)$. We note if $(\Lambda, W) \in \mathcal{B}^c \cap \Theta(s, b_s)$, then $\Lambda \circ W \in \bigcup_{j \geq 1} \mathcal{W}_j(s, b_s)$. Let $\tilde{\Pi}_0$ be the distribution of $\Lambda \circ W$, when $(\Lambda, W) \sim \Pi_0$. 

Starting from (28), and following the same argument leading to (26), for $D \in \mathcal{E}$, we have

$$\Pi(B^c|D) \leq 4q^\bar{\alpha} \int_{B^c} \frac{f_{\Lambda \otimes W}(D)}{f_*(D)} \Pi_0(d\Lambda, dW)$$

$$\leq 4q^\bar{\alpha} \left( \int_{A(s)} \frac{f_{\Lambda \otimes W}(D)}{f_*(D)} \Pi_0(d\Lambda, dW) + \int_{B^c \cap \Theta(s,b_s)} \frac{f_{\Lambda \otimes W}(D)}{f_*(D)} \Pi_0(d\Lambda, dW) \right)$$

$$\leq 4e^{\bar{\alpha} \log(q)} \left( \frac{1}{q^{us}} + \int_{B^c \cap \Theta(s,b_s)} \frac{f_{\Lambda \otimes W}(D)}{f_*(D)} \Pi_0(d\Lambda, dW) \right)$$

$$\leq 4e^{\bar{\alpha} \log(q)} \left( e^{-us \log(q)} + \sum_{j \geq 1} e^{- \frac{n(Mr)^2}{8s^2}} \right)$$

$$\leq 4e^{\bar{\alpha} \log(q)} \left( e^{-us \log(q)} + 2e^{- \frac{n(Mr)^2}{8s^2}} \right).$$

By the definition of $s$ and $r$ above, we have $us = \bar{\alpha} + 1$, and

$$n(Mr)^2 \geq M^2 \sigma^2 s \log(q) = M^2 \sigma^2 \left( \frac{1 + \bar{\alpha}}{u} \right) \log(q) \geq 8\sigma^2(1 + \bar{\alpha}) \log(q),$$

by taking $M^2 \geq 8u(\sigma^2/\bar{\sigma}^2)$. Hence for $D \in \mathcal{E}$,

$$\Pi(B^c|D) \leq \frac{12}{q}. \leq$$

This implies that with probability at least $P(D \in \mathcal{E})$, we have

$$\Pi(B^c|D) \leq \frac{12}{q}. \leq$$

We show in Lemma 12 below that

$$\mathbb{P} \left[ \int_{\Theta} \frac{f_{\Lambda \otimes W}(D)}{f_*(D)} \Pi_0(d\Lambda, dW) \leq \frac{1}{4q^\alpha} \mid y_{1:n} \right] \leq \frac{4}{q^{u^*}},$$

and we show in Lemma 11 below that

$$\mathbb{P} \left[ \int_{A} \frac{f_{\Lambda \otimes W}(D)}{f_*(D)} \Pi_0(d\Lambda, dW) > \frac{1}{q^{u^*}} \mid y_{1:n} \right] \leq \frac{3}{q^{u^*}}.$$
Therefore, we can use the metric entropy of the $W$ parameter.

By Lemma 13 applied with $W_0 = W(s, b_s)$, the rightmost term in the last display is bounded from above by $e^{-c_0 n} + 4e^{-n(Mr)^2/(c_0^2)}$, for some absolute constant $c_0$ provided that the term $r$ defined above satisfies

$$288 \sqrt{n} \int \frac{x^2}{\pi^2} \log \mathcal{N}(\epsilon, \mathcal{W}(x)(s, b_s), \| \cdot \|_n) \, \text{d} \epsilon \leq \frac{x^2}{\sigma}, \text{ for all } x \geq r, \quad (30)$$

where for $s_0 \geq 1, \ x \geq 0, \ \beta_0 \geq 0$ we define

$$\mathcal{W}(x)(s_0, \beta_0) \overset{\text{def}}{=} \{ W \in \mathcal{W}(s_0, \beta_0), \| g_W - g \|_n \leq x \},$$

and given $\epsilon > 0$, and $A \subset \mathcal{W}$, $\mathcal{N}(\epsilon, A, \| \cdot \|_n)$ denotes the cardinality of a smallest $\epsilon$-cover of $A$ in the pseudo-metric $\| \cdot \|_n$ defined as $\| W - W' \|_n \overset{\text{def}}{=} \| g_W - g_{W'} \|_n$. We therefore reach the conclusion that with probability at least $1 - e^{-c_0 n} - c_1/q$,

$$\Pi(B^c | D) \leq \frac{12}{q},$$

for some absolute constants $c_0, c_1$. It remains to check (30). First we use the majoration

$$\int \frac{x^2}{\pi^2} \log \mathcal{N}(\epsilon, \mathcal{W}(s, b_s), \| \cdot \|_n) \, \text{d} \epsilon \leq x \sqrt{\log \mathcal{N}\left(\frac{x^2}{32\epsilon^2}, \mathcal{W}(s, b_s), \| \cdot \|_n\right)}.$$

We recall that our notation $\| W \|_2$ denotes the Euclidean norm of the vectorized parameter $W$. For $W \in \mathcal{W}(s, b_s)$, $\| W \|_2 \leq s^{1/2} b_s$. Hence, assumption H3 and the definition of $L_s = L(s^{1/2} b_s)$ implies that for all $W, W' \in \mathcal{W}(s, b_s)$, we have

$$\| W - W' \|_n = \| g_W - g_{W'} \|_n \leq L_s \| W - W' \|_2.$$

Therefore, we can use the metric entropy of the $s$-sparse ball of $\mathbb{R}^q$ with radius $s^{1/2} b_s / L_s$ with respect to the Euclidean norm to get

$$\mathcal{N}(\epsilon, \mathcal{W}(s, b_s), \| \cdot \|_n) \leq q^s \left(1 + \frac{2s^{1/2} b_s L_s}{\epsilon}\right)^s.$$

Hence

$$288 \sqrt{n} \int \frac{x^2}{\pi^2} \log \mathcal{N}(\epsilon, \mathcal{W}(x)(s, b_s), \| \cdot \|_n) \, \text{d} \epsilon \leq 288x \sqrt{\frac{s \log(q)}{n} + \frac{s \log\left(1 + \frac{64s^{1/2} b_s L_s}{x^2}\right)}{n}}.$$
We can insist to search for \( x \geq \sqrt{128\varsigma/n} \), and conclude that the right hand side of the last display is always upper bounded by

\[
288x\sqrt{s \log\left(\frac{q}{n}\right) + \frac{s \log\left(1 + \frac{n^{s/2}b_1L_s}{2}\right)}{n}} \leq c_0x\sqrt{s \log(qL_s)} , 
\]

for some absolute constant \( c_0 \). The right hand side of the last display is upper bounded by \( \frac{x^2}{\sigma} \) for all \( x \geq c_0\sigma \)

hence the theorem, after moving the constant \( c_0 \) into \( M \). \( \square \)

**Lemma 11.** Assume \( H_1 \) and suppose that \( \sigma^2 \geq \max_i \sigma_i^2 \). For all integers \( s \geq 1 \), with \( b_s \overset{\text{def}}{=} \sqrt{2(1+u)(1+s)\log(q)/\rho_1} \), we have

\[
\mathbb{P}\left[ \int_{\mathcal{A}(s)} \frac{f_{\Lambda \circ W}(D)}{f_s(D)} \Pi_0(d\Lambda,dW) > \frac{1}{q^{us}} \mid y_{1:n} \right] \leq \frac{4}{q^u},
\]

where \( \mathcal{A}(s) \) denotes the complement of the set \( \Theta(s,b_s) \) where

\[
\Theta(s,b) \overset{\text{def}}{=} \{(\Lambda,W) \in \Theta : \|\Lambda\|_0 \leq s, \text{ and } \|\Lambda \circ W\|_\infty \leq b\}.
\]

**Proof.** Since \( \mathcal{A}(s) \) is the complement of the set \( \Theta(s,b_s) \), we can write

\[
\Pi_0(\mathcal{A}(s)) = \Pi_0(\|\Lambda\|_0 > s) + \sum_{\Lambda: \|\Lambda\|_0 \leq s} \Pi_0(\Lambda) \times \Pi_0(\|\Lambda \circ W\|_\infty > b_s|\Lambda).
\]

If \( (\Lambda, W) \sim \Pi_0 \), then \( \Lambda \) is an ensemble of iid random variables drawn from the Bernoulli distribution with success probability \((1 + q^{u+1})^{-1}\). Hence

\[
\Pi_0(\|\Lambda\|_0 > s) \leq \sum_{k>s} \binom{q}{k} \left( \frac{1}{1 + q^{u+1}} \right)^k \left( \frac{1}{1 + q^{u+1}} \right)^{q-k} \leq \sum_{k>s} \binom{q}{k} \left( \frac{1}{q^{u+1}} \right)^k \leq 2 \left( \frac{1}{q^u} \right)^{s+1} ,
\]

where we use \( \binom{q}{k} \leq q^k \), and \( q^u \geq 2 \). Given \( \Lambda_k = 1 \), \( W_k \sim \mathcal{N}(0, \rho_1^{-1}) \). Therefore, \( \mathbb{P}(|W_k| > t) \leq 2e^{-\rho_1 t^2/2} \) for all \( t \geq 0 \). Hence by union bound, for \( \|\Lambda\|_0 \leq s \), we obtain

\[
\Pi_0 (\|\Lambda \circ W\|_\infty > b_s \mid \Lambda) \leq 2e^{-\rho_1 b_s^2/2+\log(s)} \leq \frac{2}{q^b(1+s)}. 
\]

We conclude that

\[
\Pi_0(\mathcal{A}(s)) \leq \frac{4}{q^u(1+s)}.
\]
Now, by Markov’s inequality, and Fubini’s theorem, we have
\[
\mathbb{P}\left[ \int_{\mathcal{A}(s)} \frac{f_{\Lambda \otimes W}(D)}{f_s(D)} \Pi_0(d\Lambda, dW) > \frac{1}{q^{us}} \mid y_{1:n} \right] \leq q^{us} \int_{\mathcal{A}(s)} \mathbb{E}\left[ \frac{f_{\Lambda \otimes W}(D)}{f_s(D)} \mid y_{1:n} \right] \Pi_0(d\Lambda, dW),
\]
and from (29) we have
\[
\mathbb{E}\left[ \frac{f_{\Lambda \otimes W}(D)}{f_s(D)} \mid y_{1:n} \right] = e^{-\frac{\sigma^2}{2\sigma^2} \|g_{\Lambda \otimes W}-g\|^2} \mathbb{E}\left[ e^{-\frac{1}{\sigma^2} \sum_{i=1}^n (\xi_i g(y_i) - g_{\Lambda \otimes W}(y_i))} \mid y_{1:n} \right].
\]
We have assumed in \( \Pi \) that \( \mathbb{E}(\xi_i | y_i) = 0 \), and \( \|\xi_i | y_i\|_{\psi_2} \leq \sigma_i \). Therefore,
\[
\mathbb{E}\left[ e^{-\frac{1}{\sigma^2} \sum_{i=1}^n (\xi_i g(y_i) - g_{\Lambda \otimes W}(y_i))} \mid y_{1:n} \right] \leq e^{\frac{1}{\sigma^2} \sum_{i=1}^n \frac{\sigma_i^2 q^2}{2\sigma^2}},
\]
where \( d_i \) is a short for \( \|g(y_i) - g_{\Lambda \otimes W}(y_i)\|_2 \). We conclude that
\[
\mathbb{E}\left[ f_{\Lambda \otimes W}(D) \mid y_{1:n} \right] \leq \exp\left(-\frac{1}{2\sigma^2} \sum_{i=1}^n \left(1 - \frac{\sigma_i^2}{\sigma^2}\right) d_i^2 \right).
\]
And we easily check that for \( \sigma^2 \geq \bar{\sigma}^2 \), the right hand side of the last display is bounded from above by 1. We conclude that
\[
\mathbb{P}\left[ \int_{\mathcal{A}(s)} \frac{f_{\Lambda \otimes W}(D)}{f_s(D)} \Pi_0(d\Lambda, dW) > \frac{1}{q^{us}} \mid y_{1:n} \right] \leq q^{us} \Pi_0(\mathcal{A}(s)) \leq \frac{4}{q^{u}}.
\]

The next result lower bounds the normalizing constant of \( \Pi(\cdot | D) \).

**Lemma 12.** Under the assumption of Theorem 7 it holds,
\[
\mathbb{P}\left[ \int_{\Theta} \frac{f_{\Lambda \otimes W}(D)}{f_s(D)} \Pi_0(d\Lambda, dW) \leq \frac{1}{4q^{u}} \mid y_{1:n} \right] \leq \frac{4}{q^{us}},
\]
where
\[
\alpha \overset{\text{def}}{=} \left( u + 5 + \frac{\log(L_* \sqrt{n})}{\log(q)} \right) s_* + \frac{4n\varpi_*^2}{\sigma^2 \log(q)}.
\]

**Proof.** By the assumption of Theorem 7 we can find \( W_* \) with \( \|W_*\|_0 \leq s_* \), \( \|W_*\|_\infty \leq 1 \), such that \( \|g_{W_*} - g\|_n \leq \varpi_* \). Let \( \Lambda_* \) denote the sparsity support of \( W_* \). With \( L_* = L(2s_*^{1/2}) \), we set
\[
\eta \overset{\text{def}}{=} 1 \wedge \frac{\sigma}{L_*} \sqrt{\frac{\log(q)}{n}}, \quad \text{and} \quad \mathcal{N}(\eta) \overset{\text{def}}{=} \{ W \in \Theta : \|W \circ \Lambda_* - W_*\|_\infty \leq \eta \}.
\]
We see that \( \|W_*\|_2 \leq s_*^{1/2} \), and for \( W \in \mathcal{N}(\eta) \),
\[
\|W \circ \Lambda_*\|_2 \leq \|W_*\|_2 + \|W_* - W \circ \Lambda_*\|_2 \leq s_*^{1/2} + s_*^{1/2} \eta \leq 2s_*^{1/2}.
\]
Therefore, by $H^4$ applied with $\eta = 2s^{1/2}$, for all $W \in \mathcal{N}(\eta)$, we have

$$\max_{1 \leq i \leq n} \|g_{\Lambda \odot W}(y_i) - g_{W_*}(y_i)\|_2 \leq L_* \|\Lambda \odot W - W_*\|_2 \leq L_* \sqrt{s} \eta \leq \sigma \sqrt{s \log(q)} / n.$$ 

Hence

$$\max_{1 \leq i \leq n} \sup_{W \in \mathcal{N}(\eta)} \|g_{\Lambda \odot W}(y_i) - g_{W_*}(y_i)\|_2 \leq \sigma \sqrt{s \log(q)} / n. \quad (32)$$

Switching the sign and taking the conditional expectation in (29) using $E(x_i|y_i) = g(y_i)$, yields

$$E \log \left( \frac{f_*(D)}{f_{\Lambda \odot W}(D)} \right) | y_{1:n} = \frac{1}{2\sigma^2} \sum_{i=1}^{n} \|g_{\Lambda \odot W}(y_i) - g(y_i)\|_2^2,$$

and we conclude using (32) and the definition of $\varpi_*$ and $W_*$ in Theorem 7 that

$$\sup_{W \in \mathcal{N}(\eta)} E \left[ \log \left( \frac{f_*(D)}{f_{\Lambda \odot W}(D)} \right) | y_{1:n} \right] \leq \frac{n \varpi_*^2}{\sigma^2} + \frac{1}{\sigma^2} \sum_{i=1}^{n} \sup_{W \in \mathcal{N}(\eta)} \|g_{\Lambda \odot W}(y_i) - g_{W_*}(y_i)\|_2^2 \leq \frac{n \varpi_*^2}{\sigma^2} + s_* \log(q).$$

Going back to (29), we have

$$\log \left( \frac{f_*(D)}{f_{\Lambda \odot W}(D)} \right) - E \left[ \log \left( \frac{f_*(D)}{f_{\Lambda \odot W}(D)} \right) | y_{1:n} \right] = \frac{1}{\sigma^2} \sum_{i=1}^{n} \langle \xi_i, g(y_i) - g_{\Lambda \odot W}(y_i) \rangle.$$

We use the notation $\|Z\|_{\psi^2}$ to denote the sub-Gaussian norm of the conditional law of the random variable $Z$ given $y_{1:n}$. By conditional independence of the error terms $\xi_i$, for all $W \in \mathcal{N}(\eta)$, we have

$$\left\| \log \left( \frac{f_*(D)}{f_{\Lambda \odot W}(D)} \right) - E \left[ \log \left( \frac{f_*(D)}{f_{\Lambda \odot W}(D)} \right) | y_{1:n} \right] \right\|_{\psi^2}^2 \leq \frac{1}{\sigma^4} \sum_{i=1}^{n} \|\langle \xi_i, g(y_i) - g_{\Lambda \odot W}(y_i) \rangle\|_{\psi^2}^2 \leq \frac{n \varpi_*^2}{\sigma^2} + 2s_* \log(q).$$

In the sequel, we set

$$a \overset{\text{def}}{=} 2 \left( \frac{n \varpi_*^2}{\sigma^2} + s_* \log(q) \right).$$
Then by Hoeffding's inequality, for all $W \in \mathcal{N}(\eta)$, we have

$$
P \left[ \log \left( \frac{f_\lambda(D)}{f_{\Lambda \otimes W}(D)} \right) - \mathbb{E} \left[ \log \left( \frac{f_\lambda(D)}{f_{\Lambda \otimes W}(D)} \right) \mid y_{1:n} \right] > a \mid y_{1:n} \right] \leq 2 e^{-a/2} \leq \frac{2}{q^*}.
$$

We can rewrite this statement in the following equivalent form. For $W \in W$, define

$$
\mathcal{E}_W \overset{\text{def}}{=} \left\{ D : \left| \log \left( \frac{f_\lambda(D)}{f_{W}(D)} \right) - \mathbb{E} \left[ \log \left( \frac{f_\lambda(D)}{f_{W}(D)} \right) \mid y_{1:n} \right] \right| \leq a \right\}.
$$

We have

$$
\sup_{W \in \mathcal{N}(\eta)} P(D \notin \mathcal{E}_{\Lambda \otimes W} \mid y_{1:n}) \leq \frac{2}{q^*}. \quad (34)
$$

Using these observations, we have

$$
\int_{\Theta} \frac{f_{\Lambda \otimes W}(D)}{f_\lambda(D)} \Pi_0(d\Lambda, dW) \geq \int_{\Lambda \times \mathcal{N}(\eta)} e^{\mathbb{E} \left[ \log \left( \frac{f_\lambda(D)}{f_{\Lambda \otimes W}(D)} \right) \mid y_{1:n} \right]} \mathbf{1}_{\mathcal{E}_{\Lambda \otimes W}}(\mathcal{D}) \Pi_0(d\Lambda, dW) \\
\times \exp \left( - \left[ \log \left( \frac{f_\lambda(D)}{f_{\Lambda \otimes W}(D)} \right) - \mathbb{E} \left[ \log \left( \frac{f_\lambda(D)}{f_{\Lambda \otimes W}(D)} \right) \mid y_{1:n} \right] \right] \right) \mathbf{1}_{\mathcal{E}_{\Lambda \otimes W}}(\mathcal{D}) \Pi_0(d\Lambda, dW) \\
\geq e^{-2a} \int_{\Lambda \times \mathcal{N}(\eta)} \mathbf{1}_{\mathcal{E}_{\Lambda \otimes W}}(\mathcal{D}) \Pi_0(d\Lambda, dW) \\
= e^{-2a} \left( \Pi_0(\Lambda \times \mathcal{N}(\eta)) - \int_{\Lambda \times \mathcal{N}(\eta)} \mathbf{1}_{\mathcal{E}_{\Lambda \otimes W}}(\mathcal{D}) \Pi_0(d\Lambda, dW) \right).
$$

Therefore, by Chebyshev’s inequality,

$$
P \left[ \int_{\Theta} \frac{f_{\Lambda \otimes W}(D)}{f_\lambda(D)} \Pi_0(d\Lambda, dW) \leq e^{-2a} \Pi_0(\Lambda \times \mathcal{N}(\eta))/2 \mid y_{1:n} \right] \\
\leq P \left[ \int_{\Lambda \times \mathcal{N}(\eta)} \mathbf{1}_{\mathcal{E}_{\Lambda \otimes W}}(\mathcal{D}) \Pi_0(d\Lambda, dW) \geq \frac{1}{2} \Pi_0(\Lambda \times \mathcal{N}(\eta)) \mid y_{1:n} \right] \\
\leq \frac{2}{\Pi_0(\Lambda \times \mathcal{N}(\eta))} \int_{\Lambda \times \mathcal{N}(\eta)} P(D \notin \mathcal{E}_{\Lambda \otimes W} \mid y_{1:n}) \Pi_0(d\Lambda, dW) \\
\leq 2 \sup_{W \in \mathcal{N}(\eta)} P(D \notin \mathcal{E}_{\Lambda \otimes W} \mid y_{1:n}) \leq \frac{4}{q^*}.
$$
using (34). To conclude the proof it remains only to lower bound \( \Pi_0(\Lambda_\ast \times \mathcal{N}(\eta)) \). Since \( \log(1 - x) \geq -2x \) for all \( 0 \leq x \leq 1/2 \), for \( q^u \geq 2/\log(2) \), we have

\[
\Pi_0(\Lambda_\ast) = \left( \frac{1}{1 + q^u+1} \right)^{\|\Lambda_\ast\|_0} \left( 1 - \frac{1}{1 + q^u+1} \right)^{q - \|\Lambda_\ast\|_0}
\]

\[
= \left( \frac{1}{q^u+1} \right)^{\|\Lambda_\ast\|_0} \exp \left( q \log \left( 1 - \frac{1}{1 + q^u+1} \right) \right)
\]

\[
\geq \left( \frac{1}{q^u+1} \right)^{\|\Lambda_\ast\|_0} \exp \left( -\frac{2q}{1 + q^u+1} \right) \geq \frac{1}{2} \left( \frac{1}{q^u+1} \right)^{\|\Lambda_\ast\|_0} \geq \frac{1}{2} \left( \frac{1}{q^u+1} \right)^{s_\ast}.
\]

If \( U \sim \mathcal{N}(0, \rho_1) \), then \( P(|U - a| \leq t) \geq P(|a| \leq t \leq |a| + t) \) for all \( t \geq 0 \). We use this inequality to deduce that

\[
\Pi_0(\mathcal{N}(\eta) | \Lambda_\ast) \geq (\Phi(\sqrt{\rho_1}(1 + \eta)) - \Phi(\sqrt{\rho_1}))^{\|\Lambda_\ast\|_0} \geq (c_0\sqrt{\rho_1} \eta)^{s_\ast} \geq \left( \frac{c_0 \sigma}{L_\ast} \sqrt{\frac{n \log(q)}{n}} \right)^{s_\ast} \geq \left( \frac{1}{L_\ast \sqrt{n}} \right)^{s_\ast},
\]

for some absolute constant \( c_0 \) (\( c_0 \) can be taken as \( e^{-2}/\sqrt{2\pi} \), since \( \rho_1 = 1 \)), where \( \Phi \) is the cdf of the standard normal distribution. The last inequality in the last display uses the assumption that \( n \geq \sigma^2 \log(p) \), and \( c_0^2 \sigma^2 \log(q) \geq 1 \). We conclude that

\[
e^{-2s_\ast} \Pi_0(\Lambda_\ast \times \mathcal{N}(\eta)) \]

\[
\geq \frac{1}{2} \exp \left( -\frac{4n\bar{w}_\ast^2}{\sigma^2} - 4s_\ast \log(q) - (u + 1)s_\ast \log(q) - s_\ast \log \left( L_\ast \sqrt{n} \right) \right),
\]

\[
\geq \frac{1}{2} \exp \left( -\frac{4n\bar{w}_\ast^2}{\sigma^2} - (u + 5)s_\ast \log(q) - s_\ast \log(L_\ast \sqrt{n}) \right).
\]

Hence the result. \( \square \)

**Lemma 13.** Suppose that the dataset \( \mathcal{D} \) is generated as in \( \mathcal{H} \) and consider the nonparametric regression \( (7) \) for some function class \( \{g_W, W \in \mathcal{W} \subseteq \mathbb{R}^q \} \). Let \( \mathcal{W}_0 \) be some subset of \( \mathcal{W} \). Suppose that we can find \( r > 0 \) such that for all \( x \geq r \), it holds

\[
\frac{288}{\sqrt{n}} \int_{x^2}^{\infty} \sqrt{\log \mathcal{N}(e, \mathcal{W}(x), \| \cdot \|_n) \, de} \leq \frac{x^2}{\sigma},
\]

(35)

where \( \mathcal{W}(x) \) def = \( \{W \in \mathcal{W}_0, \|g_W - g\|_n \leq x \} \). Let \( f_W \) and \( f_\ast \) be as defined in (27). Then there exists an absolute constant \( c_0 \) such that for all \( M \geq 1 \), such that \( n(Mr)^2 \geq c_0 \sigma^2 \), it holds

\[
P \left[ \bigcup_{j \geq 1} \left\{ \sup_{W \in \mathcal{W}(x)} \log \left( \frac{f_W(D)}{f_\ast(D)} \right) > -\frac{n(jMr)^2}{8\sigma^2} \right\} \mid \mathbf{y}_{1:n} \right] \leq e^{-c_0 n} + 4e^{-\frac{n(Mr)^2}{c_0 \sigma^2}}.
\]
where $\mathcal{W}(j) \overset{\text{def}}{=} \{ W \in \mathcal{W}_0 : jMr < \| g_W - g \|_n \leq (j + 1)Mr \}.$

Proof. We proceed as in Lemma 3.2 of Geer et al. (2000). Throughout the proof, all expectations and probability are conditional given $y_{1:n}$. However to ease notation we omit the conditioning. With $M$ and $r$ as in the statement, and for each integer $j$, we set $r_j = Mr_j$. We recall the definition of the error terms $\xi_i \overset{\text{def}}{=} x_i - g(y_i)$, and we define

$$Z_n(g_W) \overset{\text{def}}{=} \frac{1}{n\sigma^2} \sum_{i=1}^{n} (\xi_i, g(y_i) - g_W(y_i)),$$

$W \in W.$

Using (29) we can re-express the log-likelihood ratio as

$$\log \left( \frac{f_W(D)}{f_*(D)} \right) = -\frac{n}{2\sigma^2} \| g_W - g \|_n^2 - nZ_n(g_W).$$

(36)

Let $\varsigma_i$ denote the sub-Gaussian norm of $\| \xi_i \|_2$, $\bar{\varsigma} \overset{\text{def}}{=} \max_{1 \leq i \leq n} \varsigma_i$.

The sub-Gaussian assumption on $\xi_i$ implies that $\varsigma_i < \infty$ (see e.g. Theorem 6.3.2 of Vershynin (2018)), and that $\| \xi_i \|_2$ is sub-exponential, with sub-exponential norm $\varsigma_i^2$. We note also that $E(\| \xi_i \|_2^2) \leq 2\varsigma_i^2$. Therefore, by Bernstein inequality (see e.g. Theorem 2.8.1 of Vershynin (2018)),

$$P \left( \frac{1}{n} \sum_{i=1}^{n} \| \xi_i \|_2^2 > 3\varsigma^2 \right) \leq P \left( \sum_{i=1}^{n} \| \xi_i \|_2^2 - E(\| \xi_i \|_2^2) > n\varsigma^2 \right) \leq e^{-c_0n},$$

for some absolute constant $c_0$. To make use of this bound, we define

$$F_0 \overset{\text{def}}{=} \left\{ D : \sum_{i=1}^{n} \| \xi_i \|_2^2 \leq 3n\varsigma^2 \right\}.$$

Therefore,

$$P \left[ \bigcup_{j \geq 1} \left\{ \sup_{W \in \mathcal{W}(j)} \log \left( \frac{f_W(D)}{f_*(D)} \right) > -\frac{nr_j^2}{8\sigma^2} \right\} \right] \leq e^{-c_0n} + \sum_{j \geq 1} P[F_j],$$

where

$$F_j \overset{\text{def}}{=} F_0 \bigcap \left\{ \sup_{W \in \mathcal{W}(j)} \log \left( \frac{f_W(D)}{f_*(D)} \right) > -\frac{nr_j^2}{8\sigma^2} \right\}.$$

For each $j \geq 1$, we set

$$\mathcal{W}(j) \overset{\text{def}}{=} \{ W \in \mathcal{W}_0 : \| g_W - g \|_n \leq r_{j+1} \},$$

and each $i = 1, \ldots$, let $C_{j,i} \overset{\text{def}}{=} \{ g_{j,i}, \ldots, g_{j,N_{j,i}} \}$ be a $(r_{j+1}2^{-i})$-covering of $\mathcal{W}(j)$. For $i = 0$, we set $C_j^{(0)} = \{ g \}$. The definition implies that for any $W \in \mathcal{W}(j)$, we can find
\( g_{j,W}^{(i)} \in c_{j}^{(i)} \) such that \( \| g_W - g_{j,W}^{(i)} \|_n \leq r_{j+1} 2^{-i} \). Let \( \ell_j \geq 0 \), be the smallest integer such that
\[
\frac{r_{j+1}}{2\ell_j} \leq \frac{r_j^2}{16\xi}.
\]

We consider separately the cases \( \ell_j = 0 \) and \( \ell_j > 0 \).

Suppose \( \ell_j = 0 \). In that case for any \( W \in \mathcal{W}(j) \), \( \| g_W - g \|_n \leq r_{j+1} \leq r_j^2/(16\xi) \). Therefore, on the event \( \mathcal{F}_0 \), we have
\[
\sup_{W \in \mathcal{W}_j} |Z_n(g_W)| \leq \frac{1}{n\sigma^2} \sum_{i=1}^n \| \xi_i \|_2 \| g_W(y_i) - g(y_i) \|_2 \leq \frac{3\xi^2}{\sigma^2} \| g_W - g \|_n
\leq \frac{3\xi^2}{\sigma^2} \frac{r_j^2}{16\xi} \leq \frac{r_j^2}{8\sigma^2}.
\]

Taking this conclusion to (36) implies that on \( \mathcal{F}_0 \),
\[
\sup_{W \in \mathcal{W}(j)} \log \left( \frac{f_W(D)}{f_\star(D)} \right) \leq - \frac{nr_j^2}{2\sigma^2} + n \sup_{W \in \mathcal{W}_j} |Z_n(g_W)| \leq - \frac{nr_j^2}{4\sigma^2}.
\]

Hence, when \( \ell_j = 0 \), \( \mathbb{P}(\mathcal{F}_j) = 0 \).

Suppose \( \ell_j > 0 \). Similarly, on the event \( \mathcal{F}_0 \), we have
\[
\left| Z_n(g_W) - Z_n(g_{j,W}^{(\ell_j)}) \right| \leq \frac{1}{n\sigma^2} \sum_{i=1}^n \| \xi_i \|_2 \| g_{j,W}^{(\ell_j)}(y_i) - g_W(y_i) \|_2
\leq \frac{\sqrt{3\xi^2}}{\sigma^2} \| g_{j,W}^{(\ell_j)} - g_W \|_n \leq \frac{\sqrt{3\xi^2}}{\sigma^2} \frac{r_{j+1}}{2\ell_j} \leq \frac{\sqrt{3\xi^2} r_j^2}{\sigma^2} \frac{r_j^2}{16\xi} \leq \frac{r_j^2}{8\sigma^2}.
\]

This implies that on \( \mathcal{F}_0 \),
\[
\sup_{W \in \mathcal{W}(j)} \log \left( \frac{f_W(D)}{f_\star(D)} \right) \leq - \frac{nr_j^2}{2\sigma^2} + n \sup_{W \in \mathcal{W}(j)} \left| Z_n(g_W) - Z_n(g_{j,W}^{(\ell_j)}) \right| + n \sup_{W \in \mathcal{W}(j)} \left| Z_n(g_{j,W}^{(\ell_j)}) \right|
\leq - \frac{3nr_j^2}{8\sigma^2} + n \sup_{W \in \mathcal{W}(j)} \left| Z_n(g_{j,W}^{(\ell_j)}) \right|.
\]

Hence
\[
\mathbb{P}(\mathcal{F}_j) \leq \mathbb{P} \left[ \sup_{W \in \mathcal{W}(j)} \left| Z_n(g_{j,W}^{(\ell_j)}) \right| > \frac{r_j^2}{4\sigma^2} \right].
\]

To bound this latter term we introduce
\[
\delta_j \overset{\text{def}}{=} \int_{\frac{r_{j+1}}{4\xi}}^\frac{r_j^2}{16\xi} \sqrt{\log \mathcal{N}(\epsilon, \mathcal{W}(j), \| \cdot \|_n)} \, d\epsilon,
\]
and
\[
\eta_{j,\ell} \overset{\text{def}}{=} \max \left( \frac{1}{6}, \frac{1}{2^{\ell_j}} \sqrt{\log \mathcal{N}_{j,\ell} r_{j+1}} \frac{r_j^2}{2^\ell} \right), \quad \ell = 1, \ldots, \ell_j.
\]
and we write $g_{j,W}^{(\ell_j)}$ as a telescoping sum
\[ g_{j,W}^{(\ell_j)} - g = \sum_{i=1}^{\ell_j} g_{j,W}^{(i)} - g_{j,W}^{(i-1)}, \]
so that
\[ \sup_{W \in \mathcal{W}(j)} \left| Z_n(g_{j,W}^{(\ell_j)}) \right| \leq \sum_{i=1}^{\ell_j} \sup_{W \in \mathcal{W}(j)} \left| \frac{1}{n\sigma^2} \sum_{i=1}^{n} \langle \xi_i, g_{j,W}^{(i-1)}(y_i) - g_{j,W}^{(i)}(y_i) \rangle \right|. \]
We show below that the sequence $\{\eta_{j,\ell}, \ell = 1, \ldots, \ell_j\}$ introduced above satisfies
\[ \sum_{i=1}^{\ell_j} \eta_{j,\ell} \leq 1. \] (37)
Due to (37), we can use the sequence $\{\eta_{j,\ell}, \ell = 1, \ldots, \ell_j\}$ to say that
\[ \mathbb{P} \left[ \sup_{W \in \mathcal{W}(j)} \left| Z_n(g_{j,W}^{(\ell_j)}) \right| > \frac{r_j^2}{4\sigma^2} \right] \leq \sum_{i=1}^{\ell_j} \mathbb{P} \left[ \sup_{W \in \mathcal{W}(j)} \left| \frac{1}{n\sigma^2} \sum_{i=1}^{n} \langle \xi_i, g_{j,W}^{(i-1)}(y_i) - g_{j,W}^{(i)}(y_i) \rangle \right| > \frac{\eta_{j,\ell} r_j^2}{4\sigma^2} \right]. \]
The supremum on the right-hand side of the last display is in fact a max over a finite set of cardinality at most $N_{j,\ell-1} \times N_{j,\ell} \leq N^2_{j,\ell}$, and for $W \in \mathcal{W}(j)$,
\[ \frac{1}{n^2\sigma^4} \sum_{i=1}^{n} \sigma_i^2 \| g_{j,W}^{(i-1)}(y_i) - g_{j,W}^{(i)}(y_i) \|_2^2 \]
\[ \leq \frac{2}{n^2\sigma^4} \left( n \| gw - g_{j,W}^{(i)} \|_n + n \| gw - g_{j,W}^{(i-1)} \|_n \right) \leq \frac{10}{n} \max_i \left( \frac{\sigma_i^2}{\sigma^4} \right) \frac{r_j^2}{22}. \]
Therefore by Hoeffding’s inequality,
\[ \mathbb{P} \left[ \sup_{W \in \mathcal{W}(j)} \left| Z_n(g_{j,W}^{(\ell_j)}) \right| > \frac{r_j^2}{4\sigma^2} \right] \leq \sum_{i=1}^{\ell_j} \exp \left( 2 \log N_{j,\ell} - \frac{n^2 \eta_{j,\ell}^2 r_j^4}{(20 \times 16)\sigma^2 r_j^2} \right). \]
By construction,
\[ \frac{2^2 \eta_{j,\ell}^2}{r_j^2} \geq \frac{\log N_{j,\ell}}{16\delta_j^2}, \]
which gives
\[ \frac{n^2 \eta_{j,\ell}^2 r_j^4}{(20 \times 16)\sigma^2 r_j^2} \geq \frac{4 \log N_{j,\ell}}{(20 \times 32^2)\sigma^2 \delta_j^2} \times (4 \log N_{j,\ell}) \geq 4 \log N_{j,\ell}, \]
using \([35]\). Therefore

\[
2 \log N_{j,t} - \frac{n2^{2t} \eta_{j,t}^2 r_j^2}{(20 \times 16) \sigma^2 r_{j+1}^2} \leq - \frac{n2^{2t} \eta_{j,t}^2 r_j^4}{(20 \times 32) \sigma^2 r_{j+1}^2} \leq - \frac{n r_j^2}{(80 \times 36 \times 32) \bar{\sigma}^2},
\]

where the last inequality uses the fact that \(2^{2t} \eta_{j,t}^2 \geq \nu/36\). It follows that

\[
P \left[ \sup_{W \in W_j} \left| Z_n(g^{(j)}_{j,W}) \right| > \frac{r_j^2}{4 \sigma^2} \right] \leq \sum_{t=1}^{\ell_j} \exp \left( -\frac{n r_j^2}{c_0 \bar{\sigma}^2} \right) \leq \exp \left( -\frac{n r_j^2}{c_0 \bar{\sigma}^2} \right),
\]

since \(n r_j^2 \geq c_0 \bar{\sigma}^2 \log(2)\), for some constant \(c_0\) that can be taken as \(c_0 = 80 \times 36 \times 32\).

In conclusion,

\[
P \left[ \bigcup_{j \geq 1} \left\{ \sup_{W \in W_j} \log \left( \frac{f_{W}(D)}{f_{*}(D)} \right) > -\frac{n r_j^2}{8 \bar{\sigma}^2} \right\} \right] \leq e^{-c_0 n} + 2 \sum_{j \geq 1} \exp \left( -\frac{n r_j^2}{c_0 \bar{\sigma}^2} \right) \leq e^{-c_0 n} + 4 \exp \left( -\frac{n M r_j^2}{c_0 \bar{\sigma}^2} \right).
\]

To check \([37]\), we note

\[
\sum_{t=1}^{\ell_j} \eta_{j,t} \leq \frac{1}{6} \sum_{t=1}^{\ell_j} \frac{\ell_j^{1/2}}{2^t} + \frac{1}{4 \delta_j} \sum_{t=1}^{\ell_j} \frac{r_{j+1}^2}{2^t} \sqrt{\log N_{j,t}}.
\]

The function \(h(x) = x^{1/2} 2^{-x} = x^{\alpha - 1} e^{-\beta x}\), with \(\alpha = 3/2, \beta = \log(2)\) is decreasing for \(x \geq 1\). Hence

\[
\sum_{t \geq 2} \frac{\ell_j^{1/2}}{2^t} = \frac{1}{2} + \sum_{t \geq 2} h(t) \leq \frac{1}{2} + \sum_{k \geq 2} \int_{k-1}^{k} h(x) dx \leq \frac{1}{2} + \int_{1}^{\infty} x^{\alpha - 1} e^{-\beta x} dx \leq 3.
\]

Whereas,

\[
\sum_{t=1}^{\ell_j} \frac{r_{j+1}^2}{2^t} \sqrt{\log N_{j,t}} = \sum_{t=1}^{\ell_j} \frac{r_{j+1}^{t+1}}{2^{t+1}} \sqrt{\log \mathcal{N} \left( \frac{r_{j+1}^{t+1}}{2^t}, W_j, \| \cdot \|_n \right)} \leq 2 \int_{\frac{r_{j+1}^{t+1}}{2^{t+1}}} \sqrt{\log \mathcal{N} \left( \epsilon, W_j, \| \cdot \|_n \right)} d\epsilon
\]

\[
\leq 2 \int_{\frac{r_{j+1}^{t+1}}{2^{t+1}}} \sqrt{\log \mathcal{N} \left( \epsilon, W_j, \| \cdot \|_n \right)} d\epsilon = 2 \delta_j.
\]

\[\square\]
A.2. **Proof of Theorem 5.** We apply Theorem 7. The argument has two main steps. First, we show that the function \( g \) can be well approximated by elements of the function class \( \{ g_W, W \in \mathcal{W} \} \) constructed in (11), and secondly we show that the functions \( g_W \) are locally Lipschitz and we estimate the local Lipschitz constant. Both steps rely on a well-known telescoping argument that we outline first (see e.g. Proposition 6 of Taheri et al. (2021)). Given two functions \( f = f_K \circ \cdots \circ f_1 \), and \( g = g_K \circ \cdots \circ g_1 \), we write \( f - g \) as a telescoping sum

\[
f(x) - g(x) = \sum_{j=1}^{K} f_K \circ \cdots \circ f_j (g_{j-1} \circ \cdots \circ g_1(x)) - f_K \circ \cdots \circ f_{j+1} \circ g_j (g_{j-1} \circ \cdots \circ g_1(x)),
\]

with the convention that for \( j = 1 \), \( g_{j-1} \circ \cdots \circ g_1 \) is the identity map, and for \( j = K \), \( f_K \circ \cdots \circ f_{j+1} \) is the identity map. A bound on \( \|f(x) - g(x)\| \) can then be derived using the Lipschitz and boundedness properties of the functions \( f_j, g_j \).

Specifically, define \( H_W^{(0)}(x) \overset{\text{def}}{=} x \), and for \( 1 \leq \ell \leq D \), define \( H_W^{(\ell)}(x) = \Psi_{W_\ell}(H_W^{(\ell-1)}(x)) \), so that \( H_W(x) = H_W^{(D)}(x) \). We recall that

\[
\Psi_{M_\ell}^{(\ell)}(x) = a_\ell(Mx),
\]

where the activation functions \( a_\ell : \mathbb{R}^{p_\ell} \to \mathbb{R}^{p_\ell} \) are Lipschitz with constant 1. Then for \( 1 \leq \ell \leq D \), and all \( W, W' \in \mathcal{W}, x_1, x_2 \in \mathbb{R}^{d_x} \), by the Lipschitz property of the activation functions \( a_\ell \), we have

\[
\|H_W^{(\ell)}(x_1) - H_W^{(\ell)}(x_2)\|_2 \leq \|W_\ell H_W^{(\ell-1)}(x_1) - W_\ell H_W^{(\ell-1)}(x_2)\|_2 \\
\leq \|W_\ell\|_{\text{op}} \|H_W^{(\ell-1)}(x_1) - H_W^{(\ell-1)}(x_2)\|_2,
\]

where \( \| \cdot \|_{\text{op}} \) denotes the operator norm. Iterating this yields,

\[
\|H_W^{(\ell)}(x_1) - H_W^{(\ell)}(x_2)\|_2 \leq \prod_{j=1}^{\ell} \|W_j\|_{\text{op}} \|x_1 - x_2\|_2. \tag{39}
\]

Similarly, for any \( 1 \leq \ell \leq D \), (38) gives

\[
H_W^{(\ell)}(x) - H_W^{(\ell)}(\mathbf{x}) = \sum_{j=1}^{\ell} \Psi_{W_\ell}^{(j)} \circ \cdots \circ \Psi_{W_{j+1}}^{(j+1)} \circ \Psi_{W_j}^{(j)} \left( \Psi_{W_{j-1}}^{(j-1)} \circ \cdots \circ \Psi_{W_1}^{(1)}(x) \right) \\
- \Psi_{W_\ell}^{(\ell)} \circ \cdots \circ \Psi_{W_{j+1}}^{(j+1)} \circ \Psi_{W_j}^{(j)} \left( \Psi_{W_{j-1}}^{(j-1)} \circ \cdots \circ \Psi_{W_1}^{(1)}(x) \right).
\]
Therefore,

\[ \left\| H_W^{(\ell)}(x) - H_{W'}^{(\ell)}(x) \right\|_2 \leq \sum_{j=1}^\ell \prod_{k=j+1}^\ell \| W_k \| \omega \left\| \Psi_{W_j}^{(j)} \left( \Psi_{W_j}^{(j-1)} \circ \cdots \circ \Psi_{W_1}^{(1)}(x) \right) - \Psi_{W_j'}^{(j)} \left( \Psi_{W_j'}^{(j-1)} \circ \cdots \circ \Psi_{W_1}^{(1)}(x) \right) \right\|_2 \]

\[ \leq \sum_{j=1}^\ell \prod_{k=j+1}^\ell \| W_k \| \omega \| W_j - W_j' \| \omega \left\| \Psi_{W_j}^{(j-1)} \circ \cdots \circ \Psi_{W_1}^{(1)}(x) \right\|_2. \]

Since \( \Psi_M^{(j)}(0) = 0 \), we have the bound

\[ \left\| \Psi_M^{(j-1)} \circ \cdots \circ \Psi_{W_1}^{(1)}(x) \right\|_2 \leq \| x \| \prod_{k=1}^{j-1} \| W_j \| \omega. \]

In conclusion, for all \( 1 \leq \ell \leq D, W, W' \in \mathcal{W} \), and for all \( x \in \mathbb{R}^{d_x} \), we have

\[ \| H_W^{(\ell)}(x) - H_{W'}^{(\ell)}(x) \|_2 \leq \| x \| \sum_{j=1}^\ell \prod_{k=1}^{j-1} \| W_j \| \omega \prod_{k=j+1}^\ell \| W_k \| \omega. \] (40)

For \( x \in \mathbb{R}^{d_x} \), \( y \in \mathcal{Y} \), we define

\[ F_y(x) \overset{\text{def}}{=} \text{Prox}_{\gamma}^{\mathcal{R}}(x - \gamma \nabla x f(y|x)), \quad \text{and} \quad F_{y,W}(x) \overset{\text{def}}{=} H_W(x - \gamma \nabla x f(y|x)). \]

We use the notation \( h^k \) to denote the function \( h \) composed \( k \) times with the convention that \( h^0 \) is the identity map. Hence \( g_W(y) = F_{y,W}^{D'}(x^{(0)}). \) \( \mathcal{H}_2 \) implies that \( F_y \) is non-expansive.

**Lemma 14.** Assume \( \mathcal{H}_2 \). Given \( \epsilon > 0 \), we can find \( W \in \mathcal{W} \) as described in \( \mathcal{H}_2 \) such that

\[ \max_{1 \leq i \leq n} \| g_W(y_i) - g(y_i) \|_2 \leq R_0 g_n^{D'} + D' \epsilon. \]

**Proof.** For any \( y \in \mathbb{R}^{d_y} \), we can write

\[ g(y) - g_W(y) = g(y) - F_{y,W}^{D'}(x^{(0)}) = g(y) - F_y^{D'}(x^{(0)}) - F_{y,W}^{D'}(x^{(0)}) - F_{y,W}^{D'}(x^{(0)}). \]

By Assumption 2, we have

\[ \max_{1 \leq i \leq n} \| g(y_i) - F_y^{D'}(x^{(0)}) \|_2 \leq R_0 g_n^{D'}. \]

For \( y \in \mathbb{R}^{d_y} \), let \( G_{\gamma,y}(x) \overset{\text{def}}{=} x - \gamma \nabla x f(y|x) \), and

\[ R_1' \overset{\text{def}}{=} \max_{1 \leq i \leq n} \max_{x \in \mathbb{R}^{d_x} : \| x \|_2 \leq R} \| G_{\gamma,y}(x) \|_2. \]
Since $F_y$ is non-expansive, by the telescoping argument \[^{38}\], we have
\[
\left\| F_{y_i}^{D'}(x^{(0)}) - F_{y_i}^{D'}(x^{(0)}) \right\|_2 \leq \sum_{j=1}^{D'} \left\| F_{y_i,W} \left( F_{y_i,W}^{j-1}(x^{(0)}) \right) - F_{y_i} \left( F_{y_i,W}^{j-1}(x^{(0)}) \right) \right\|_2,
\]
\[
\leq D' \sup_{x \in \mathbb{R}^{d_x}, \|x\|_2 \leq R_1} \| H_W(x) - \text{Prox}_{\gamma R}(x) \|_2 \leq D' \epsilon.
\]
The result follows by taking the max over $i$. \[\square\]

**Lemma 15.** Assume $\mathcal{H}_2, \mathcal{H}_3$ and let $\{g_W, W \in \mathcal{W}\}$ be as in \[^{11}\]. For any $\eta > 0$, and any $W, W' \in \mathcal{W}$, such that $\max(\|W\|_2, \|W'\|_2) \leq \eta$, we have
\[
\max_{1 \leq i \leq n} \left\| g_W(y_i) - g_{W'}(y_i) \right\|_2 \leq L(\eta) \|W - W'\|_2,
\]
with
\[
L(\eta) \overset{\text{def}}{=} C_n \left( \epsilon^4 + \frac{\eta^2}{D} \right)^{D'D'},
\]
and
\[
C_n \overset{\text{def}}{=} \|x^{(0)}\|_2 + \max_{1 \leq i \leq n} \|x^{(0)} - \gamma \nabla f(y_i|x^{(0)})\|_2.
\]

**Proof.** We recall that the convexity of $x \mapsto f(y|x)$ and the choice of the step-size assumed in $\mathcal{H}_2$ imply that the function $x \mapsto x - \gamma \nabla f(y|x)$ is non-expansive on $\mathbb{R}^{d_x}$. First, we apply \[^{39}\] to obtain that for all $x_1, x_2 \in \mathbb{R}^{d_x}$,
\[
\| H_W(x_1) - H_W(x_2) \|_2 \leq \lambda_W \|x_1 - x_2\|_2, \quad \text{where} \quad \lambda_W \overset{\text{def}}{=} \prod_{\ell=1}^D \|W\|_{\text{op}} \vee 1.
\]
It follows that for all $y \in \mathcal{Y}$, $x_1, x_2 \in \mathbb{R}^{d_x}$,
\[
\left\| F_{y,W}(x_1) - F_{y,W}(x_2) \right\|_2 \leq \lambda_W \|x_1 - x_2 - \gamma (\nabla_x f(y|x_1)) - \nabla_x f(y|x_2)\|_2 \leq \lambda_W \|x_1 - x_2\|_2. \tag{41}
\]
Using \[^{41}\], and the telescoping identity \[^{38}\], we obtain
\[
\left\| g_W(y) - g_{W'}(y) \right\|_2 \leq \sum_{j=1}^{D'} \lambda_W^{D' - j} \left\| F_{y,W} \left( F_{y,W}^{j-1}(x^{(0)}) \right) - F_{y,W'} \left( F_{y,W'}^{j-1}(x^{(0)}) \right) \right\|_2. \tag{42}
\]
We set $G_{\gamma,y}(x) \overset{\text{def}}{=} x - \gamma \nabla f(y|x)$. We apply \[^{39}\] with $x_2 = 0$ and the non-expansiveness of $G_{\gamma,y}$ to write that for all $x \in \mathbb{R}^{d_x}$
\[
\| F_{y,W}(x) \|_2 = \| H_W(G_{\gamma,y}(x)) \|_2 \leq \lambda_W \|G_{\gamma,y}(x) \|, \quad \lambda_W \overset{\text{def}}{=} \|x\|_2 + \|x^{(0)}\|_2 + \|G_{\gamma,y}(x^{(0)})\|_2.
\]
By iterating this inequality we obtain that for all for all $x \in \mathbb{R}^d$

$$\| F_{y,W}(x(0)) \|_2 \leq \left( \sum_{\ell=1}^{j} \lambda_{W}^{\ell} \right) \left( \|x(0)\|_2 + \|G_{\gamma,y}(x(0))\|_2 \right) \leq C_n \sum_{\ell=1}^{j} \lambda_{W}^{\ell},$$

where

$$C_n \overset{\text{def}}{=} \|x(0)\|_2 + \max_{1 \leq i \leq n} \|x(0) - \gamma \nabla f(y_i|x(0))\|_2.$$ 

Setting

$$\lambda_{W,W'} \overset{\text{def}}{=} \sum_{j=1}^{D} \|W_j - W'_j\|_{\text{op}} \prod_{k=1}^{j-1} \|W_k\|_{\text{op}} \prod_{k=j+1}^{D} \|W_k\|_{\text{op}},$$

we then apply (40) to write that for all $x \in \mathbb{R}^d$

$$\left\| F_{y,W} \left( F_{y,W'}^{j-1}(x(0)) \right) - F_{y,W'} \left( F_{y,W'}^{j-1}(x(0)) \right) \right\|_2$$

$$= \left\| H_W \circ G_{\gamma,y} \left( F_{y,W'}^{j-1}(x(0)) \right) - H_{W'} \circ G_{\gamma,y} \left( F_{y,W'}^{j-1}(x(0)) \right) \right\|_2$$

$$\leq \lambda_{W,W'} \left\| G_{\gamma,y} \left( F_{y,W'}^{j-1}(x(0)) \right) - G_{\gamma,y}(x(0)) + G_{\gamma,y}(x(0)) \right\|_2$$

$$\leq \lambda_{W,W'} \left( \|F_{y,W'}(x(0))\|_2 + \|x(0)\|_2 + \|G_{\gamma,y}(x(0))\|_2 \right)$$

$$\leq C_n \lambda_{W,W'} \sum_{\ell=0}^{j-1} \lambda_{W'}^{\ell}.$$ 

The last display together with (42) yields,

$$\max_{1 \leq i \leq n} \|g_{W}(y_i) - g_{W'}(y_i)\|_2 \leq C_n \lambda_{W,W'} \sum_{j=1}^{D'} \sum_{\ell=0}^{D'-j} \lambda_{W}^{D'-j} \lambda_{W'}^{\ell}. \quad (44)$$

Since the geometric mean is never larger than the arithmetic mean, we have

$$\lambda_{W} \overset{\text{def}}{=} \prod_{j=1}^{D} 1 \vee \|W_j\|_{\text{op}} \leq \left( \frac{1}{D} \sum_{j=1}^{D} 1 \vee \|W_j\|_{\text{op}}^2 \right)^{D/2} \leq \left( 1 + \frac{\|W\|_2^2}{D} \right)^{D/2}.$$ 

Therefore, for $\max(\|W\|_2, \|W'\|_2) \leq \eta$, 

$$\sum_{j=1}^{D'} \sum_{\ell=0}^{D'-j} \lambda_{W}^{D'-j} \lambda_{W'}^{\ell} \leq \sum_{j=1}^{D'} \sum_{\ell=0}^{D'-j} j \lambda_{W}^{D'-j} \lambda_{W'}^{\ell} \leq (D')^2 \left( 1 + \frac{\eta^2}{D} \right)^{D(D'-1)/2},$$

and similarly,

$$\lambda_{W,W'} \leq \sqrt{D} \left( 1 + \frac{2\eta^2}{D} \right)^{D/2} \|W - W'\|_2.$$
Hence, we conclude that
\[
\max_{1 \leq i \leq n} \| g_W(y_i) - g_{W'}(y_i) \|_2 \leq C_n \sqrt{D(D')^2} \left( 1 + \frac{2\eta^2}{D} \right)^{DD'/2} \| W - W' \|_2. \tag{45}
\]

The statement in the lemma follows by noting that
\[
\sqrt{D(D')^2} \left( 1 + \frac{2\eta^2}{D} \right)^{DD'/2} \leq \sqrt{D(D')^2} \left( e^4 + \frac{2\eta^2}{D} \right)^{DD'/2} \leq \left( e^4 + \frac{2\eta^2}{D} \right)^{DD'},
\]
using the fact that \( A^{x/2} \geq x \) for all \( x \geq 1 \), and \( A \geq e \), and \( A^{x/2} \geq x^2 \) for all \( x \geq 1 \), and \( A \geq e^4 \).

A.2.1. Proof of Theorem 5

**Proof.** We recall the notation \( a \lesssim b \) means that \( a \leq cb \), for some constant \( c \) that does not depend on the sample size \( n \). Fix \( \varpi \star = \log(n) \sqrt{d_x} \left( \frac{\log(q)}{n} \right)^{1/2} \), and \( \log \left( \frac{2R_0}{\varpi \star} \right) \leq D' \leq n \).

By Assumption 3 and Lemma 14 by taking a deep neural network function \( H_W \), with depth \( D = D_0 \log(2D' \sqrt{d_x}/\varpi \star) \), layer size \((p_0, \ldots, p_D)\) all at most \( N_0(2D' \sqrt{d_x}/\varpi \star)^{\beta_1} \), and \( W \in W \) with sparsity at most \( s_\star = s_0(2D' \sqrt{d_x}/\varpi \star)^{\beta_2} \), and we achieve
\[
\max_{1 \leq i \leq n} \| g_W(y_i) - g(y_i) \|_2 \leq R_0 \rho D' \sup_{x: \| x \|_2 \leq R_0} \| H_W(x) - \text{Prox}^\gamma_R(x) \|_2 \leq R_0 \frac{\varpi \star}{2R_0} + D' \frac{\varpi \star}{2D'} = \varpi \star.
\]

Then by Lemma 15 the term \( L_\star \) in Theorem 7 scales like
\[
L_\star \simeq \left( e^4 + \frac{s_\star}{D} \right)^{DD'} s_{\star 1/2} \simeq \left( e^4 + \frac{s_\star}{D} \right)^{D(D' + 1/2)} \simeq \left( e^4 + \frac{s_\star}{D} \right)^{D(D' + 1/2)}.
\]

It follows that
\[
\frac{\log L_\star}{\log(q)} \lesssim DD' \lesssim D' \log(n), \quad \text{and} \quad s_\star = s_0 \left( \frac{2D' \sqrt{d_x}}{\varpi \star} \right)^{\beta_2} \lesssim \left( \frac{D'}{\log(n)} \right)^{\beta_2} \left( \frac{n}{\log(q)} \right)^{\frac{\beta_2}{1+\beta_2}}.
\]

and the term $s$ in Theorem 7 is of order

$$s \lesssim s_* \left( \frac{\log(n)}{\log(q)} + \frac{\log(L_s)}{\log(q)} \right) + \frac{n \omega^2}{\log(q)}$$

$$\lesssim \left[ (1 + D' \log(n)) \left( \frac{D'}{\log(n)} \right)^{\beta_2} + (\log(n))^2 \right] \left( \frac{n}{\log(q)} \right)^{\frac{\beta_2}{2 + \beta_2}}$$

$$\lesssim (D')^{1 + \beta_2} (\log(n))^2 \left( \frac{n}{\log(q)} \right)^{\frac{\beta_2}{2 + \beta_2}}.$$

Therefore the term $L_s$ in Theorem 7 scales like

$$L_s = L(s^{1/2} b_s) \lesssim \left( e^4 + \frac{sb^2}{D} \right)^{D(D' + 1/2)},$$

which gives,

$$\log(L_s) \lesssim DD' \log(q) \lesssim D' \log(n) \log(q).$$

Noting that

$$\frac{s}{n} \lesssim (D')^{1 + \beta_2} \left( \frac{\log(q)}{n} \right)^{\frac{\beta_2}{2 + \beta_2}} \left( \frac{\log(n)}{\log(q)} \right)^{2},$$

we deduce that the conclusion of Theorem 7 holds with a rate

$$r = \bar{\sigma} \sqrt{\frac{s \log(q) + s \log(L_s)}{n}} \lesssim \bar{\sigma} (D')^{1 + \beta_2/2} (\log(n))^{3/2} \left( \frac{\log(q)}{n} \right)^{\frac{1}{2 + \beta_2}}.$$  

\qed